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Foreword

Dear Colleagues,

SCYR (Scientific Conference of Young Researchers) is a scientific event focused on exchange of
information among young researchers from Faculty of Electrical Engineering and Informatics
at the Technical University of Košice – series of annual events that was founded in 2000. Since
2000, the conference has been hosted by FEEI TUKE with rising technical level and unique
multicultural atmosphere. The 23rd Scientific Conference of Young Researchers (SCYR 2023)
was held on April 20, 2023 at University Conference Centre, Technical University of Košice.
The mission of the conference, to provide a forum for dissemination of information and scientific
results relating to research and development activities at the Faculty of Electrical Engineering
and Informatics, has been achieved. Approx. 70 participants, mostly by doctoral categories,
were active in the conference.

Faculty of Electrical Engineering and Informatics has a long tradition of students participating
in skilled labor where they have to apply their theoretical knowledge. SCYR is an opportunity
for doctoral and graduating students to train their scientific knowledge exchange. Nevertheless,
the original goal is still to represent a forum for the exchange of information between young
scientists from academic communities on topics related to their experimental and theoretical
works in the very wide spread field of a wide spectrum of scientific disciplines like informatics
sciences and computer networks, cybernetics and intelligent systems, electrical and electric
power engineering and electronics.

Traditionally, contributions can be divided in 2 categories:

• Electrical & Electronics Engineering

• Computer Science

with approx. 70 technical papers dealing with research results obtained mainly in the University
environment. This day was filled with a lot of interesting scientific discussions among the
junior researchers and graduate students, and the representatives of the Faculty of Electrical
Engineering and Informatics. This Scientific Network included various research problems
and education, communication between young scientists and students, between students and
professors. Conference was also a platform for student exchange and a potential starting point
for scientific cooperation. The results presented in papers demonstrated that the investigations
being conducted by young scientists are making a valuable contribution to the fulfillment of the
tasks set for science and technology at the Faculty of Electrical Engineering and Informatics at
the Technical University of Košice.

We want to thank all participants for contributing to these proceedings with their high quality
manuscripts. We hope that conference constitutes a platform for a continual dialogue among
young scientists.



It is our pleasure and honor to express our gratitude to our sponsors and to all friends, colleagues
and committee members who contributed with their ideas, discussions, and sedulous hard work
to the success of this event. We also want to thank our session chairs for their cooperation and
dedication throughout the entire conference.

Finally, we want to thank all the attendees of the conference for fruitful discussions and a
pleasant stay in our event.

Liberios VOKOROKOS
Dean of FEEI TUKE

April 20, 2023, Košice



Contents

Róbert Štefko
Design of protection system for microgrids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

Jozef Kromka
Compressed sensing of bio-signals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

Ľuboš Šárpataky
Diagnostics of the surface of the contaminated insulator using the dielectric loss factor . . . . . . . . . 14

Juliana Ivančáková
Ontology for visualization tasks in data analytical processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

Miloš Šárpataky
Dielectric properties evaluation of ester-based nanofluids with fullerene and magnetite
nanoparticles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

Peter Pekarcik
Crossover of encryption algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

Pavol Smoleň
A Simple Stepper-Based Controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

Martin Havrilla
A Comparison of Machine Learning Methods for Network Traffic Classification . . . . . . . . . . . . . . . . . 28

Stanislav Alexovič
3D Scanning of the Indoor Environment using a quadrotor drone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

Simona Saparová
Study of structure and molecular mobility of thermoplastic starch-based nanocomposites using
NMR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

Oliver Lohaj
Measuring usability of decision support system for cardiologists . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

Peter Provázek
Contribution to Analysis of Thick Layers’ Adhesion Fabricated by Screen Printing Technology . . 40

Miriama Mattová
VR systems and environments unification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

Matúš Dopiriak
Controllable and Photorealistic Scenes Using NeRFs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

Martin Hasin
Analysis and Evaluation of Data Using Artificial Intelligence for Cybersecurity . . . . . . . . . . . . . . . . . 49

Šimon Gans
Comparison of various magnetoelastic compressive force sensor models . . . . . . . . . . . . . . . . . . . . . . . . . 52

Simeon Samuhel
Influence of temperature on domain wall dynamics in rapidly-changing magnetic field . . . . . . . . . . 56

Michal Kolárik
Overview: Explainability of Deep Learning Models in Medical Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

6



Lukáš Pancurák
Model Predictive Control in Electrical Drives: An Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

Daniel Marcin
Overview of the Battery Systems and Battery Management in Electric Vehicles and a Proposal of New
Modular Battery System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

Július Bačkai
3/2 power law in magnetoresistance of TmB4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

Marek Kuzmiak
Effect of increased disorder on the pair-breaking mechanism in Mo2N thin films . . . . . . . . . . . . . . . . . 73

Leoš Ondriš
Study of thermoplastic starch-based materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

Maroš Krupáš
Human-Machine Collaboration in Industry 5.0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

Simona Kirešová
Measuring and Monitoring Particulate Matter in an Industrial Environment . . . . . . . . . . . . . . . . . . . 84

Natalia Kurkina
The new routing strategy using artificial intelligence methods in Cloud MANET . . . . . . . . . . . . . . . . 88

Jakub Ivan Vanko
Graph Representation Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

Stanislav Husár
Deep learning for upper limb rehabilitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

Viktor Petro
Experimental Verification of High Frequency Signal Injection Sensorless Control of PMSM . . . . . 95

Martin Nguyen
Exploring the correlation between solar cycles and terrestrial phenomena through machine learning
analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

Norbert Zdravecky
Optimalization of 64x100 Gb/s DWDM system with DQPSK modulation . . . . . . . . . . . . . . . . . . . . . . 101

Tomáš Tkáčik
Modeling and Experimental Identification of Nonlinear Dynamical Systems . . . . . . . . . . . . . . . . . . . . 103

Máté Hireš
Assessing the automated cross-dataset classification of Parkinson’s disease from voice . . . . . . . . . 105

Dominik Vranay
Exploring Capsule Neural Networks and the Importance of Explainability . . . . . . . . . . . . . . . . . . . . . . 107

Jozef Humeník
Evaluation of the possibility of connecting a RES to the distribution power system . . . . . . . . . . . . . 110

Emira Alzeyani
A comprehensive overview of the study and analysis of Agile methodologies . . . . . . . . . . . . . . . . . . . . 112

7



Matej Gazda
Exploring the Diagnosis of Parkinson’s Disease through Offline Handwriting: An Artificial Intelligence
Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

Dávid Vaľko
Collecting and preprocessing ECG data from microcontrollers for future classification . . . . . . . . . . 116

Maroš Lapčák
Design of an RSSI parameter prediction algorithm for hard switching methods in hybrid FSO/RF
systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

Marek Ružička
Learning turbulent flows with neural network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

David Jozef Hresko
nnMixNet – when mixup augmentation meets nnU-Net architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

Dávid Bodnár
Modeling of supercapacitor for hybrid energy storage system applications . . . . . . . . . . . . . . . . . . . . . . 125

Lenka Kališková
Overview of machine learning methods in the analysis of observation data . . . . . . . . . . . . . . . . . . . . . 127

Gabriela Hrickova
Flexible Ag2S Based Thermoelectrics for Use in Thermoelectric Generators . . . . . . . . . . . . . . . . . . . . 132

Maroš Harahus
Overview of datasets used for grammar error correction in NLP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

Róbert Rauch
Accelerating Computer Vision Tasks via Vehicular Edge Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

Maros Baumgartner
Robust Data Transmission in 5G Networks Without Infrastructure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

Nikola Hrabovská
Overview of Energy Trilemma for Commodity Trading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

Samuel Andrejčík
Method of data hiding represented by QR codes in images by using XOR logical operation . . . . . . 145

Dmytro Miakota
Goethite nanorods concentration influence on the E7 liquid crystal properties . . . . . . . . . . . . . . . . . . 148

Tomáš Adam
Detection of Significant Entities on Blockchain Network Using Machine Learning . . . . . . . . . . . . . . 150

Alexander Brecko
Federated Learning for Edge Computing for Industry 4.0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

Maksym Karpets
Characterization and structural studies of magnetic fluids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

Kristina Zolochevska
Biomedical and biotechnological applications of magnetic nanoparticles . . . . . . . . . . . . . . . . . . . . . . . . 156

Ľubomír Urblík
Load Distribution in Container-based Edge Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

8



Dušan Herich
Architectures for Joint Vehicular Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

Filip Gurbáľ
Clustering UI test cases for effective prioritization and selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

Maroš Hliboký
Lung ultrasound sign classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

Adrián Marcinek
Multiport Power Converter with Planar Transformer – Simulation Verification . . . . . . . . . . . . . . . . 168

Patrik Jurík
Clock generators for Ultra-Wideband Sensor system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

Zuzana Sokolová
Overview of trends in the field of detection of hate speech and offensive language on social media 174

Matúš Čavojský
Dynamic allocation of Multi-Access communication and computing resources of mobile users at the
edge using Artificial Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

Kristian Micko
Computer Vision Services in Transportation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181

Michal Solanik
Updated design of tool for automated optimization and parallelization in heliospheric field . . . . . 183

Miroslava Pavlusová
The way to the methodological choice of explainability and interpretability methods . . . . . . . . . . . . 185

Tatiana Kuchčáková
Incorporating Visual Features of Documents for Improved Information Extraction in the Legal
Domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

Rikin Tailor
Feasibility of adding renewable energy, storage system and Electric Vehicle Charging Infrastructure in
the Industrial zone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191

Author’s index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194

9



Design of protection system for microgrids 

1Róbert Štefko (3rd year) 
Supervisor: 2Michal Kolcun 

1,2Dept. of Electric Power Engineering, FEI TU of Košice, Slovak Republic 

1robert.stefko@tuke.sk, 2michal.kolcun@tuke.sk 

 
Abstract—The aim of this paper is to compare the possibility 

of using the protection system currently in use with a new 

centralized system for microgrid protection. The research 

indicates that the current protection system cannot be used in 

microgrids and will be replaced by a new Phasor Measurement 

Unit (PMU) and centralized data processing and state evaluation.  

 
Keywords—protection system, communication of IEDs, 

microgrids, protection relay. 

I. INTRODUCTION 

The continuous deployment of renewable electricity 
sources (RES) into the distribution grid is starting to have an 
impact on the current protection, control, and fault location 
systems. This change is shifting the conventional mode of 
generation from large power plants to very small local power 
plants. In the current system, we use only one direction, from 
generation to consumption, but in the smart grid, this changes 
to a two-way flow of energy, with consumers themselves 
participating in generation. For this reason, the size of the 
microgrid will play a significant role, and so will the 
deployment and number of resources in it. Such deployment 
of RES changes the direction of power flow, voltage, and 
frequency ratios. Research suggests that microgrids are the 
solution to the RES problem. The main issue with microgrids 
is the selection and placement of local power sources. A major 
challenge for researchers dealing with this area is the design 
of a new protection and control system.   

The main task of the protection system is to ensure that the 
protected part or equipment is not subjected to abnormal 
conditions, such as overload or short circuit, which would 
significantly shorten the lifetime of the equipment or 
protected part. For this reason, it is necessary to know the 
relationship of the equipment or section to the environment. 
The same principle must be applied to the microgrid [1]. 

My motivation for tackling the research task was to 
contribute the knowledge gained to the advancement of 
research in the field of protection systems. 

II. OVERVIEW OF THE RESEARCH OUTPUTS 

Analyzing the current state of power plants on the territory 
of the Slovak Republic and assessing the share of installed 
renewable electricity sources for use in microgrids were of the 
first research objectives [2]. Subsequently, a survey was 
conducted on the applicability of microgrid power source 
mixes in projects worldwide [3]. The possibility of using 
existing technologies in practice and their further use in 
microgrids also needed to be analyzed [4]. One of the first 

devices to be examined was the line fault location sensor. 
These work on different principles [5]. Another significant 
development was to create models in Simulink of renewable 
energy sources that could be used in Slovenia, such as 
photovoltaic power plants, battery stations, hydroelectric 
power plants, and biogas power plants [2], [6]. The model was 
also created to test the possibility of the use of intelligent 
electronic devices, specifically for overcurrent protection with 
mutual communication, directional overcurrent protection 
with mutual communication, and differential protection [7]. 

III. FUNCTIONALITY TEST OF THE PROTECTION SYSTEM 

Simulink was used as the test environment, and models of 
the individual renewable energy sources were also created for 
this purpose. The test topology of the designed microgrid 
consisted of three ring networks. This minimized the 
disconnection of customers supplied by each power plant in 
the event of a fault. In the developed microgrid topology, 
eleven faults (F1-F11) were considered. They were located on 
each interconnection line as shown in Fig. 1. 

 

Fig. 1.  Tested microgrid topology. 

The individual loads that were placed at each of the stations 
represented the dynamic load for which a realistic load model 
had been designed. These dynamic loads have two dynamic 
characteristics, which have been distributed in a random 
manner among the individual electrical stations. 

A. Differential protection relay 

Differential protection was the first consideration for 
individual substation protection and line protection was the 
first proposal for its use in microgrids. The schematic diagram 
of the differential protection model for use in the protection of 
the line is shown in Fig. 2. For substation protection, it is 
supplemented by additional current inputs.  

The results of the simulations confirm the possibility of 
using the system in practice, due to the fault-free operation for 
the eleven fault conditions that were tested for different areas.  
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The only disadvantage of using differential protection for 
line protection is the somewhat complicated wiring of a 
remotely located, instrumented current transformer which is 
located on the other side of the line, several tens of kilometers 
away. 

 

Fig. 2.  Model diagram of differential protection relay [7]. 

B. Overcurrent protection relay 

Overcurrent protection represents the second option 
considered for protecting the line and is also currently used 
for protecting the line. The schematic diagram of the 
overcurrent protection model used for line protection is shown 
in Fig. 3.  

The simulation results and the protection method are 
unsuitable for use in microgrids. This is true even when 
mutual communication via the Goose protocol between the 
individual protectors and the switching of the different sets of 
settings is considered.  

This is due to the low current ratio involved, and the time 
delay would also make designing the protection system much 
more complicated. In the case of microgrids, the design for 
topology change is very difficult. 

 

Fig. 3.  Model diagram of overcurrent protection relay [7]. 

C. Directional overcurrent protection relay 

Directional overcurrent protection is another option 
considered for line protection, which is also currently used for 
line protection. The schematic diagram of the directional 
overcurrent protection model for use for line protection is 
shown in Fig. 4.  

The simulation results confirm the feasibility of using the 
system in practice for microgrids, although it is necessary to 
consider the mutual communication via Goose protocol 
between the individual protections for mutual blocking. The 
impact of the operation of this system will be influenced by 
the given topology and the location of the sources in each 
network.  

The disadvantage of using directional overcurrent 
protection is the need for more powerful hardware and the 
availability of communication infrastructure. 

The protection system used for the photovoltaic plant 
connected to Substation 3 offers both options, i.e., both 
directional overcurrent and differential, suitable for protecting 
the renewable resource. 

 

Fig. 4.  Model diagram of directional overcurrent protection relay [7]. 

IV. CONCLUSION AND FURTHER RESEARCH 

Designing a new protection system for use in microgrids is 
very challenging. It needs to be approached with sensitivity. If 
only renewable energy sources are considered, the value of 
the short-circuit current will be low due to the silicon (current) 
limit of the inverter. Although new power transistors can 
produce higher short-circuit currents, their value will still be 
around 1.3- to 2-times the nominal current. This makes the 
design even more complex, while various studies have shown 
that microgrid design using only renewable energy sources is 
not possible due to their dependence on weather effects. 
Therefore, the aim of this research is to demonstrate the need 
for energy mix designs of sources that can supply the area 
even in pure island mode in all weather conditions. In 
addition, this research provides proven protection functions 
that can be used to further develop the protection system. 
Future research will focus on fault location on the delineated 
line, taking only these two tested protection functions into 
account. To better advance the development of protection 
systems to be used in the future, it is necessary to further 
analyze the operating parameters for different scenarios and 
different energy mixes. 
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Abstract—This paper briefly introduces the use of Compressed
Sensing (CS) techniques for the acquisition of bio-signals, specif-
ically the Electrocardiogram (ECG) and pulse wave signals. The
author presents two methods developed during his postgraduate
research. The first method utilizes Multiwavelet functions and
a unique approach to CS to acquire ECG signals. The second
method employs CS to measure the impulse response of the wrist
to obtain a pulse wave signal inside the radial artery, which can
then be utilized for blood pressure (BP) estimation.

Keywords—Compressed sensing, Bio-signals, Electrocardio-
gram, Pulse wave, Blood pressure

I. INTRODUCTION

Cardiovascular diseases (CVD) are the most common cause
of death worldwide [1]. One of the ways how to prevent CVD
is through continuous long-term monitoring of cardiovascular
parameters such as BP, heart rate, cardiac output, ECG, and
others [2]. However, standard methods often rely on bulky
and uncomfortable instruments that are not well-suited for
continuous long-term monitoring of a patient. One solution
to this problem is the use of wearable devices that are small,
and lightweight, for continuous long-term monitoring. These
wearable devices should be designed to minimize power con-
sumption and maximize monitoring time and battery lifespan.

CS [3] is a technique that can be used to overcome these
challenges. Traditional compression algorithms typically ac-
quire signals according to the sampling theorem, followed by
a transform to sparsify the signal and store or transmit only
the most important coefficients. However, this approach can
be power-intensive, making it unsuitable for use in wearable
devices. In contrast, CS enables compression to be performed
directly during signal acquisition, without the need for addi-
tional calculations.

II. MULTIWAVELET-BASED CS OF ECG

In recent years, several CS methods for acquiring ECG
signals have been proposed [4], [5]. However, these methods
have limitations, such as the requirement for patient-specific
information or the use of a trained dictionary. Additionally,
some of these methods involve an additional step of detecting
the QRS complex. Therefore, there is a need for a CS-based
ECG acquisition method that does not require patient-specific
information, a QRS complex detector, or a trained dictionary.

A new method, introduced by the author in [6], addresses
the limitations of previously mentioned methods. The block
diagram of this method is shown in Fig. 1. The ECG signal is
acquired at sampling frequency fs and split into frames with
length N . Then a DC offset is removed from the frame. The
resulting signal inside the frame is divided into low-frequency

Fig. 1. Proposed method of ECG CS

and high-frequency components using Multiwavelet filters.
Multiwavelet filtering was performed using a discrete Mul-
tiwavelet transform (DMWT) and inverse DMWT (IDMWT)
from the Multiwavelet toolbox [7]. The low-frequency com-
ponent is quantized and encoded using arithmetic encoding
and stored in a data block. A novel way of CS acquires the
high-frequency component. This novel way of CS is called
Samples Difference Thresholding (SDT). SDT performs CS
by comparing the two following samples and if the difference
is higher than the defined constant dt the later sample is
stored in the compressed measurement signal. The block
which performs SDT also constructs the sensing matrix. The
compressed measurement signal is quantized and subsequently
encoded by arithmetic encoding. The measurement matrix is
only encoded by arithmetic encoding.

The reconstruction of the ECG signal is performed in a
simple way. Firstly all data are decoded and dequantized.
Then the high-frequency signal component is reconstructed
by Multiwavelet basis and CS reconstruction method. At the
end of the reconstruction DC offset, high, and low-frequency
components are added together forming a reconstructed signal.

The method was evaluated in terms of percentage root
mean squared difference (PRD) and compression ratio (CR).
The results for seven Multiwavelets are shown in Fig. 2.
From the results, it can be seen that the BAT01 and DB2
Multiwavelet achieved the best PRD to CR ratio. With the
following information, the next experiment focused on the

Fig. 2. PRD and CR results for 7-bit quantization
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influence of the quantization on the PRD and CR after the
reconstruction. From this experiment, it was concluded that the
method could operate at 6-8 bits per sample instead of 11 bits
and achieve good reconstruction quality with keeping a high
CR. The details about the theory and performed simulation
and case study can be found in [6].

III. BLOOD PRESSURE ESTIMATION USING CS

Recent advancements in BP measurement have been made
in [8], [9]. Some of these methods involve the use of wearable
electrodes that measure the pulse wave in the radial artery
to estimate BP. However, these methods typically require the
use of different frequencies and a calibration step. Therefore,
there is a need for a technique that can sense the pulse wave
using a broadband signal, which would be more efficient and
convenient for practical use.

The presented measurement method [10] is based on the
determination of the impulse response of the radial artery on
the wrist by exploiting a CS-based technique, followed by
the estimation of the pulse wave propagation signal from the
maximum values of the obtained impulse responses for each
frame (i.e., time stamp). This work was developed during the
author’s stay at the University of Sannio in Benevento, as a
result of an international collaboration with this institution.

The block diagram of the wrist impulse response estimation
is outlined in Fig. 3.

Fig. 3. The proposed measurement method

A pseudo-random binary sequence, x(t), is employed as a
broadband signal for the purpose of determining the impulse
response of the wrist, hwrist(t). The acquired signal, y(t),
which is obtained by convolving x(t) and hwrist(t), is also
influenced by additive white Gaussian noise, w(t).

To accurately capture the acquired signal, y(t), the sampling
frequency must be at least twice the maximum frequency
present in the broadband signal, x(t). However, since the
impulse response, hwrist(t), is sparse in the time domain, the
requirements for the analog-to-digital converter and memory
can be reduced by using CS techniques.

In order to simulate impulse response hwrist(t) a 3D
impedance model of the wrist was developed in MATLAB
and simulated in LTSpice. The illustration of the developed
3D model is shown in Fig. 4.

Fig. 4. The developed 3D model of wrist

The generated impulse response of the wrist was then used
to perform simulation of the proposed method. The results for
pulse wave estimation is shown in Fig. 5.
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Fig. 5. a) actual pulse wave propagation, b) reconstruction of pulse wave
propagation with CR = 2, L = 640, PRD = 7.954%.

The estimated and reconstructed pulse wave propagation
signal shown in Fig. 5 can be used to calculate the pulse trans-
mit time (PTT), which can be used as an estimator for BP. To
compute PTT, data from two pulse wave propagation signals
of blood circulation in the radial artery, along with their known
distance, is required. The proposed measurement method can
be extended by adding two more Bio-Z electrodes placed at
a known distance to acquire this information. Detailed info
about the method and performed simulation can be found in
[10].

IV. CONCLUSION AND FUTURE WORKS

This paper presented a short overview of two novel methods
for the acquisition of ECG and pulse wave signals developed
during the author’s postgraduate research. Further research on
these methods is ongoing, with plans for future extension. The
extended versions of these methods [6], [10], previously pre-
sented at the IMEKO TC-4 international conference, have been
invited and already submitted for publication in the special
issue of Measurement journal, a highly regarded journal in
the field.
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Abstract4Insulators are a fundamental part of distribution 

and transmission lines. Although insulators are cheap components 

compared to other parts of transmission and distribution lines, 

their failure can lead to significant financial losses. Priority is to 

keep isolators in good condition to avoid the isolator's failure. 

Pollution of insulators combined with adverse weather conditions 

causes most of the problems that lead to the failure of insulators. 

Researchers introduced many diagnostic methods to prevent 

surface flashover on polluted insulators. Measurement of 

dielectric loss factor to evaluate surface conditions shows 

promising results and is useable at various voltage levels or 

frequencies. Two different diagnostic methods using dielectric loss 

factor show potential as a diagnostic method for polluted 

insulators. 

 

Keywords4dielectric loss factor, humidity, insulator, pollution 

I. INTRODUCTION 

Insulators, a fundamental part of transmission and 

distribution lines, must meet some requirements. The essential 

parameters are electrical strength, mechanical strength, and 

surface conductivity. An increase in surface conductivity is 

usually the main reason for insulator failure. Insulators material 

and the environment influence the surface conductivity the 

most. All insulating materials (porcelain. glass, composites) 

have advantages and disadvantages. The selection of material 

depends mainly on prevailing environmental impacts. Pollution 

is the main factor that affects the surface conductivity of 

insulators. We know several types of pollution that are typical 

for different locations. We choose the correct type and material 

of insulators based on the pollution type [1]-[3]. 

 Different methods use a different approaches to diagnose 

insulators. The fundamental diagnostics method is visual 

inspection, which requires qualified personnel. Other methods 

that do not require contact with the insulator are acoustic 

emission, infrared thermography, and night vision. In the last 

few years, power engineers started using drones to speed up the 

inspection process of large areas remotely [2]. Other methods 

use various measured quantities. The most often used is leakage 

current. Leakage current measurement can evaluate the 

condition of the insulator surface and has shown positive results 

with contamination identification. It increases with increasing 

pollution and with increasing humidity and thus can indicate 

the insulator's surface degradation. With sufficient data, the 

software can evaluate critical leakage current and a 

maintenance plan for the given location designed [4]-[7]. 

Research also deals with the harmonic analysis of leakage 

current to estimate contamination. Total harmonic distortion 

(THD) increases as insulator contamination increases [8]-[10]. 

They also evaluate individual harmonic components, mainly 

3rd, 5th, and 7th [11], [12]. Numerical methods began to be used 

for diagnosis. Simulations in Finite Element Method (FEM), 

Boundary Element Method (BEM), and Finite Difference 

Method (FDM) can create a model whose results are very 

similar to experimental measurements [13]-[17]. 

The dielectric loss factor is already commonly used to 

diagnose transformers, generators, and cables [18], [19]. In 

practice, its spectroscopy is used, which points to different 

types of damage at different frequencies. For the diagnosis of 

insulators, the dielectric loss factor was used only in a few 

cases. It was mainly for the insulator's surface aging evaluation, 

where the results pointed to a change in the dielectric loss factor 

due to the aging of the insulating material [20]-[23]. However, 

its potential for diagnosing insulator contamination is 

promising based on the studied literature and our 

measurements.  

II. DIELECTRIC LOSS FACTOR MEASUREMENTS 

We use two different measurement methods of dielectric loss 

factor to evaluate the contamination of insulators. Firstly, we 

measure at low voltage in a wide frequency range with an LCR 

meter. The next step was the dielectric loss factor measurement 

using high voltage levels. For both measurements, we use 

porcelain insulators. 

A. Low voltage measurement of the dielectric loss factor 

To measure the dielectric loss factor at a 5 V voltage level 

and frequency range from 1 Hz to 200 kHz, we shorten the 

creepage distance of the porcelain insulator U 160 BL by using 

measuring electrodes made from copper tape to 4 cm. An 

impedance analyzer HIOKI LCR meter IM3533-1 directly 

evaluates the dielectric loss factor. We prepare four solutions 

representing four pollution levels (L1, L2, L3, L4). We make 

individual solutions and evaluate equivalent salt deposit 

density (ESDD) and non-soluble deposit density (NSDD) 

according to IEC/TS 60815-1:2008 standard to determine the 

contamination of the insulator. 

Fig. 1 shows a significant increase in the dielectric loss factor 

when pollution levels increase. Rapid dielectric loss factor 

increase is visible between pollution levels L1 and L2. At low 

frequencies, up to 30 Hz, differences between measurements 

are not stepwise, and lower pollution level has higher dielectric 
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loss factor value in some measured points. At higher 

frequencies, after curves reach their peaks, the dielectric loss 

factor increases according to the pollution level. Curve peaks 

or rapid decreases are moving to higher frequencies depending 

on the pollution level. From all measurements done on various 

insulator types, we conclude that the measurement method is 

applicable to evaluate the contamination of insulators. The 

most significant differences are in higher frequencies which 

can help to avoid interference with the industrial frequency [7]. 

 

Fig. 1 Dielectric loss factor measured on a clean and polluted insulator at a 

relative humidity of 80%. 

B. High voltage measurement of the dielectric loss factor 

An Omicron MI 600 measuring system designed to measure 

capacitance, leakage current, and dielectric loss factor was used 

for measurements at high voltage levels. We measured and 

evaluated the dielectric loss factor and leakage current on the 

porcelain insulator at 5 kV, 7.5 kV, and 10 kV voltage. We 

contaminated the insulator with two different levels of 

pollution. These pollution levels had the same contamination 

parameters as the second and fourth pollution levels from 

previous measurements. 

 

Fig. 2 Dielectric loss factor measured on a clean and polluted insulator with dry 

and wet pollution layer. 

Measurement results show that the dielectric loss factor is 

more sensitive to changes in the conditions of the insulator 

surface than the leakage current. Changes in the level of 

pollution showed a more significant increase for both dry and 

wet conditions.  

As Fig. 2 shows, the dielectric loss factor in dry conditions 

was more stable (with a lower standard deviation), with clearly 

identifiable progress. The advantage is that dry conditions are 

more suitable for diagnostics than wet ambient conditions. 

Compared with measurements at low voltage, the dielectric loss 

factor at high voltage was pronounced in lower frequencies. 

The dielectric loss factor is less sensitive to voltage changes 

than leakage current [24]. 

III. CONCLUSION AND FURTHER RESEARCH 

The measurement of the dielectric loss factor at different 

voltages (low and high) showed that it is usable for evaluating 

and diagnosing insulator contamination. The dielectric loss 

factor is used for various devices in power engineering to 

monitor aging. Pollution of insulators has a similar effect to 

aging. Both increase surface conductivity. Our measurement 

results show that pollution increases the dielectric loss factor. 

Compared with leakage current, the dielectric loss factor grows 

faster, and the changes are more significant and noticeable. An 

important finding is dielectric loss factor stability when the 

voltage changes [24]. In further research, we will focus on the 

industrial frequency of 50 Hz and evaluate the applicability of 

the dielectric loss factor in a wide range of voltages (from 5 kV 

to 22 kV) and on several types of insulators. We will use disk 

(cap and pin) and long rod insulators. We will also compare 

glass, porcelain, silicone rubber, and ethylene-propylene-diene 

monomer (EPDM) insulating materials used for insulators. All 

measurements will be done on clean insulators as well as on 

four levels of pollution. Another variable will be relative 

humidity. It will vary from room conditions (around 40%) to 

90% relative humidity. 
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Abstract4 This paper focuses on describing the ontology for 

data analytical processes and details one of the five modules that 

focuses on describing data visualization within these processes. 

The modules that have been created are extensions to existing 

ontologies that cover the phases of the CRISP-DM methodology. 

Such ontologies include, for example, OntoDM, DSO, DMOP, 

DMWF and the VISO ontology. The VISO ontology was the 

inspiration for the creation of a concept-specific module that 

describes not only the visualization of the data itself in the 

context of data understanding or preprocessing, but also the 

graphical visualization of models for data analytical processes. 
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I. INTRODUCTION 

Visualization is an important aspect of data analysis as it 

allows for the representation of complex data sets in a way 

that is easy for humans to understand. Overall, visualization 

plays a crucial role in the data analytical process as it allows 

for the discovery of insights and patterns that may not have 

been apparent otherwise. The following section briefly 

describes the ontologies that cover data analytical processes. 

Section III focuses on the definition of the developed model 

for data analytical processes, which consists of 4 modules. 

Section IV is dedicated to a more detailed description of the 

concepts that have been defined for data visualization. 

II. COVERAGE OF DATA ANALYTICAL PROCESSES BY 

ONTOLOGIES 

There are several ontologies that partly follow data-

analytical processes, but none of them are complete.  

OntoDM [1] is a specific type of ontology that is used in 

the field of data mining. It is a formal representation of 

knowledge that is specific to a particular domain and is used 

to define and represent the concepts and relationships within a 

data set. The goal of OntoDM is to provide a common 
vocabulary and understanding of the data for data mining 

tasks such as classification, clustering, and association rule 

mining. 

DSO [2] is a way of organizing and classifying the concepts 

and entities within the field of data science. It helps to define 

the relationships between different aspects of data science 

work and provides a framework for understanding and 

communicating about the field. 

The DMOP Ontology [3] describes the internal mechanism 

of data mining, including the numerical optimization method, 

the error function and the learning rules. This ontology covers 

3 phases of CRISP-DM. The DMWF ontology [4] defines 

data operators. These operators are used in the process of data 

pre-processing, modelling, and evaluation. The operators are 
described in a similar way to the services as their inputs, 

outputs, assumptions, and effects.  

Visualization is also an important part of the data mining 

process. There is an ontology that also describes some data 

visualization concepts. VISO [5] is an ontology for describing 

visual scenes and objects in a structured way. It is designed to 

be a common language for different computer vision systems 

and applications to describe visual information. The ontology 

is organized into a hierarchy of classes and properties that 

describe various aspects of visual scenes, including objects, 

attributes, and relationships. Viso is distinguished by its 7 
modules: Graphics - formalizing concepts related to graphical 

relationships and representations; Data - defines the variables 

and structures of the data; Facts - formalizes constraints, 

linkages and default values; Activity - deals with the human 

aspect within the visualization; System - this module covers 

both the HW and the SW; User - characterizes the user 

extensions; and Domain - describes the specifications of the 

domain. 

All these ontologies cover just some of the data mining 

tasks, not all of them. Therefore, we created our own ontology 

that extends the existing ones with the necessary concepts and 

combines them into one complete ontology. 

III. MODEL FOR DATA ANALYTICAL PROCESSES 

Based on existing ontologies, an ontology consisting of the 

following 4 modules was created [6] and gradually expanded.  

A. Domain concepts 

Domain formalization concepts are specified using the 

SKOS metamodel [7], which allows naming, describing and 

defining concepts localized in multiple natural languages. 

Concepts can be organized hierarchically in the form of a 

thesaurus/taxonomy using the sessions 

skos#broader/skos#narrower. Polyhierarchical concepts can 

also be defined as schemas. They can be associatively linked 

by the skos#related session in addition to the hierarchical 

arrangement. The defined common dictionary of domain 

terms can also be used as a classification scheme, a scheme 

for organizing different types of documents. These documents 

can either be used as domain documentation for data analysis, 

or they can be created by the data analyst to document the 

data and the results of the analysis process itself. The 
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document types themselves can be specified in SKOS as 

classifying taxonomies.  

B. Data elements and Performance indicators 

These are fundamental notions that depict input and output 

data and measurable performance metrics. To represent the 

data, the proposed semantic model introduces two basic 

classes: the logical data attribute representing the data - the 

DataElement class, and its physical implementation - the 

PhysicalDataElement class. Logical data elements are used for 

the description of any input data attribute that is identified by 

the domain expert as relevant for the solution of the given data 
analysis task, or for the description of any output data 

generated during the analysis process, including predictions, 

data analysis models, or values of measurable domains and 

technical performance indicators. 

C. Algorithms and data analytical models 

The Algorithm class, derived from the Operator class, is the 
main type for representing algorithms. The Operator class 

represents a general operation that takes an input of a type and 

converts it to the required output (i.e., in the case of an 

algorithm, a training set of data for a data analysis model). 

The class Model represents the output of the algorithm, i.e., 

the general data-analytical model. Some types of models can 

be directly applied to new data (for example, classification or 

regression models), so specific subclasses of the type 

Algorithm can be derived from the class Operator. 

D. Process model for data analysis workflow 

The proposed process model can be used to generate 

automated workflows for the task at hand, as well as to 

describe existing scripts and data analysis to make them 

replicable and reusable.  The state is represented by the set of 

instances assigned to the shared variables, as in the semantic 

services model. It is composed of nodes that represent 

individual operations (Operator class) during data pre-
processing, modelling and evaluation, or control modules 

(Control node class). 

IV. VISUALIZATION IN DATA ANALYTICAL PROCESSES 

Main contribution of this article is an extension of the data 

analysis model with concepts that describe visualization in 

data mining processes. The key concepts are Algorithm, 

which is a type of operator that depends on input variables, 

and VisualizationMethod, which is an operator that takes data 

or a model as input and outputs a visualization in the form of a 

graph. 

The Fig. 1 illustrates the concepts of data visualization. As 

an example, we have selected the visualization of PDP 

method [8] for explaining machine learning models. At the 

beginning, it is important to define the type of visualization 

that is required. In principle, any visualization requires data as 

input. Either the data can be visualized as part of the data 

understanding or preprocessing phase, or the output of the 

visualization can be in the form of graphical representations of 

the models used for data mining. The concept of Algorithm is 

treated as a class operator, which is represented as a generic 

operation that transforms an input of a specific type into the 

desired output. The output of algorithms is then represented 

by the Model class. This concept is used together with data as 

input for the PDP (Partial Dependence Plot), a graphical tool 

that helps to understand the relationship between the input and 

the predicted variable. The outputs of the PDP operator are 

used to compute PDPStats, defined as TechnicalIndicator, 

which is a technical indicator specified based on domain 

indicators. The values obtained from PDPStats are inputs to 

the PDPVisualMethod. The final desired output is a PDP 

graph, which is a subclass of the VisualizationMethod 

operator and is specified in this case as a Graph. 

 

Fig. 1 Visualization in data analytical processes 

V. CONCLUSION 

Evaluation of the model will be carried out on several case 

studies focusing on data analysis and the evaluation will be 

based on selected code coverage metrics [9]. 
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Abstract4Nanofluid research is moving forward and therefore 

it is necessary to unify the results to find the optimal combination 

of the base fluid and nanoparticles of optimal concentration for 

the practical tests in high-voltage equipment. This paper 

determines the optimal concentration of fullerene and magnetite 

nanoparticles in natural and synthetic esters as base fluids. 

Evaluation of examined samples and optimal concentration is 

according to AC breakdown voltage, dissipation factor, relative 

permittivity, and volume resistivity measurements.   
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I. INTRODUCTION 

Nanofluids as a possible alternative to today's most 

frequently used insulating liquids (mainly mineral oils) for high 

voltage equipment are undergoing intensive research [1]. The 

goal of this research in general is to find suitable, stable, 

economically and environmentally acceptable alternatives that 

meet the requirements of insulating and heat transfer medium 

[2]. Research of nanofluids focuses on thermal properties (for 

heat transfer) or dielectric properties (quality of insulation) that 

will be described in this paper. In general nanoparticles in base, 

oils enhance their heat transfer and dielectric properties and this 

improvement has its peak at some level of concentration of 

nanoparticles in base fluid [3]. The optimal concentration of 

nanoparticles is mostly determined by one experiment for 

example by AC breakdown voltage test [4], [5], lightning 

breakdown voltage test [6], [7], partial discharge investigation 

[8], [9] etc., therefore, determination of optimal concentration 

is less objective. This paper focuses on optimal concentration 

determination and evaluation of samples made of natural and 

synthetic esters with fullerene (3 concentrations) and magnetite 

(2 concentrations) nanoparticles. For evaluation of samples AC 

breakdown voltage test and dielectric performance (dissipation 

factor, relative permittivity and volume resistivity) at 

temperatures from 25°C to 140°C.  

II. EXPERIMENTAL METHODS 

AC breakdown voltage test was performed in accordance 

with IEC60156 by Haefely Hipotronics AC test set. 

Mushroom-like electrodes 2.50±0.05 mm apart with a 12.5 mm 

diameter were horizontally positioned in a test cell. The volume 

of the test cell was 350 ml. Voltage rise with a rate of 2 kV/s 

and measurement of each sample was executed 30 times. A 

more detailed description of this experiment is in [10].  

The measurement of thermal dependence dielectric 

performance was executed according to  IEC 60247 2004. As a 

test cell, HAEFELY TEST AG 2903 H was used with a volume 

of 40 ml. Tettex 2830 a Precision Oil and Solid Dielectric 

Analyzer was used for the analysis of dielectric performance 

quantities at different temperatures from 25°C to 140°C with a 

step of 10°C [11].  

For the evaluation of individual experiments performance 

ranking is created. Nanofluids or pure liquids with the highest 

quality among all samples got a low-rank number starting with 

number 1 (from Table II to V). For the determination of optimal 

concentration and evaluation of liquid insulation quality, a sum 

of rankings was made in Table VI. Lower ranking values mean 

higher sample quality. The mean value for thermal dependence 

tests (tan·, relative permittivity and volume resistivity) was 

calculated as an average value of all examined temperatures. 

The results of these experiments were published in [10], [11]. 

Concentrations and sample names are in Table I. 

 
TABLE I 

EXAMINED SAMPLES 

Base oil Nanoparticles Concentration Sample name 

NE - - NE 

NE C60 0.01%w/V 1_NE 

NE C60 0.02%w/V 2_NE 

NE C60 0.03%w/V 3_NE 

NE Fe3O4 0.05%w/V 1_NE_FE 

NE Fe3O4 0.1%w/V 2_NE_FE 

SE - - SE 

SE C60 0.01%w/V 1_SE 

SE C60 0.02%w/V 2_SE 

SE C60 0.03%w/V 3_SE 

SE Fe3O4 0.05%w/V 1_SE_FE 

SE Fe3O4 0.1%w/V 2_SE_FE 

 

III. EXPERIMENTAL RESULTS 

A. AC breakdown voltage 

In Table II there are the results of the AC breakdown voltage 

test with mean value (average value of 30 measurements) and 

change (the percentage difference between values of the 
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nanofluid and its base fluid). Positive change means that 

nanofluid reached a higher average value of AC breakdown 

voltage and negative value showed the opposite result. A more 

detailed description of the results is in [10].  
 

TABLE II 

RESULTS OF AC BREAKDOWN VOLTAGE TEST 

Sample 
Mean BDV 

(kV) 
Change (%) Performance 

ranking (-) 

2_SE_FE 65.06 13.52 1 

1_NE_FE 63.81 14.68 2 

1_SE_FE 63.79 11.31 3 

3_NE 58.57 5.27 4 

SE 57.31 - 5 

2_NE_FE 57.18 2.77 6 

3_SE 56.71 -1.06 7 

2_NE 56.36 1.29 8 

NE 55.64 - 9 

2_SE 55.06 -4.09 10 

1_SE 53.22 -7.69 11 

1_NE 34.61 -60.76 12 

 

B. Dissipation factor (tan·) 
Since the dissipation factor is related to the power loss, the 

lowest possible number is required. The negative change, in 

this case, represents better quality of insulating material 

(Table 3). Samples 1_NE_FE and 2_NE_FE with higher 

temperatures changed their properties and the dielectric 

analyser displayed an error message connected with 

overcurrent, so the measurement can not be finished. The 

values at low examined temperatures for both samples were 

around 4.6.  

 
TABLE III 

RESULTS OF THE DISSIPATION FACTOR THERMAL DEPENDENCE TEST 

Sample tan· (-) Change (%) Performance 

ranking (-) 

3_NE 0.00721285 -16.94 1 

NE 0.00843454 - 2 

2_NE 0.00894131 6 3 

1_NE 0.00994308 17.88 4 

2_SE 0.04412792 -96.57 5 

3_SE 0.04850869 -78.82 6 

1_SE 0.06613369 -31.16 7 

SE 0.08674085 - 8 

2_SE_FE 0.37111923 328 9 

1_SE_FE 0.37249769 329 10 

1_NE_FE N/A - 11 

2_NE_FE N/A - 11 

 

C. Relative permittivity 

Relative permittivity test results are in Table 4. Same to the 

dissipation factor, the relative permittivity in insulation 

materials requires a low value. Samples 1_NE_FE and 

2_NE_FE can not be measured at all temperatures for the 

same reason of overcurrent. However, from low-temperature 

results, it is obvious that sample 1_NE_FE with a value of 

around 3.2 got better results than sample 2_NE_FE with a 

value of over 5.  

 

 

 

 

 

 

TABLE IV 

RESULTS OF RELATIVE PERMITTIVITY THERMAL DEPENDENCE TEST 

Sample 
Relative 

permittivity (-) 
Change (%) Performance 

ranking (-) 

2_NE 2.88930769 -1.21 1 

1_NE 2.89123077 -1.14 2 

3_NE 2.90807692 -0.56 3 

NE 2.92423077 - 4 

1_SE_FE 3.05423077 -0.04 5 

SE 3.05561538 - 6 

2_SE 3.05607692 0.01 7 

1_SE 3.05646154 0.02 8 

3_SE 3.06938462 0.45 9 

2_SE_FE 3.07038462 0.48 10 

1_NE_FE N/A  11 

2_NE_FE N/A  12 

  

D. Volume resistivity 

The results of volume resistivity are in Table 5. Insulation 

quality rise with rising resistivity. Sample 2_NE_FE can not be 

measured due to a system error of the equipment.  
TABLE V 

RESULTS OF VOLUME RESISTIVITY THERMAL DEPENDENCE TEST 

Sample 
Volume 

resistivity (G'm) 
Change (%) Performance 

ranking (-) 

NE 206.186923 - 1 

3_NE 202.545385 -1.8 2 

1_NE 136.708462 -50.82 3 

2_NE 135.803846 -51.83 4 

2_SE 36.9943077 173.9 5 

3_SE 33.8745385 150.6 6 

1_SE 21.9004615 62.2 7 

SE 13.5023554 - 8 

1_NE_FE 9.52769231 2064 9 

2_SE_FE 2.44823077 -451.5 10 

1_SE_FE 2.39284615 -464.3 11 

2_NE_FE N/A  12 

 

IV. DISCUSSION AND CONCLUSIONS 

The overall performance ranking shows the samples with the 

highest quality among examined samples. The quality decrease 

with a higher value of performance ranking sum. The overall 

results are in Table VI.  
 TABLE V 

RESULTS OF VOLUME RESISTIVITY THERMAL DEPENDENCE TEST 

Sample 

Overall 

performance 

ranking (-) 

Overall 

ranking avg 

(-) 

Performance 

ranking 

overall value 

(-) 

3_NE 10 6.00 1 

2_NE 16 10.67 2 

NE 16 11.33 3 

1_NE 21 15.00 4 

SE 27 12.33 5 

2_SE 27 15.67 6 

3_SE 28 14.00 7 

1_SE_FE 29 11.67 8 

2_SE_FE 30 10.67 9 

1_NE_FE 33 12.33 10 

1_SE 33 18.33 11 

2_NE_FE 41 17.67 12 
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For a more objective classification of the AC breakdown 

voltage measurement the overall statistics column <Overall 
ranking avg= represent the sum of breakdown voltage test rank 
and an average number of thermal dependence tests. The rank 

of samples according to the overall result is in <Performance 
ranking overall value=.  

Results showed that the optimal concentration of fullerene 

nanoparticles in NE is 0.03%w/V and in SE is 0.02%w/V. NE 

and its nanofluids with fullerene nanoparticles reached the best 

results among all samples. According to this research, SE is 

negatively influenced by both kinds of examined nanoparticles 

and magnetite nanoparticles in both esters decreased its quality. 

For a more objective evaluation of samples, the lightning 

breakdown voltage and partial discharge measurement will be 

part of the overall research of this set of nanofluids.   
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1Peter Pekarčík (1st year),

Supervisor: 2Eva CHOVANCOVÁ

1,2Dept. of Computers and Informatics, FEI TU of Košice, Slovak Republic

1peter.pekarcik@tuke.sk, 2eva.chovancova@tuke.sk

Abstract—In today world, people use a lot of data in the digital
form. They store it to devices, manipulate with them or send it
to other devices. People often use computers and smartphones to
store and transfer confidential data. This data should be available
only to authorized people. A proven way how to reach this is
using of encryption algorithms. There exist dozens of algorithms.
Some of them were broken and today are not considered as
safe. We assume, that with the trend of increasing computer
performance, sooner or letter there will be a need to develop
new encryption algorithms. One of the method of a creation of
new algorithms is using crossover technique. This paper describes
the actual state of using crossover for a creation of encryption
algorithms. Moreover, there are described two known examples
of crossover - modified Playfair cipher and modified substitution
cipher approach. Our goal is to summarize the current knowledge
in the field of crossing encryption algorithms, so that we can use
this technique to develop new, better algorithms.

Keywords—crossover, encryption, encryption algorithm, fitness
function, mutation, selection

I. INTRODUCTION

Data security is one of the most prospective field of the

modern data science. The reason why it is so is, that people are

using more and more data in the digital form. If data contain

confidential information, we have to ensure inaccessibility to

unauthorized people. A proven method, how to reach that is

using of encryption algorithms. Today, encryption is used in

various fields to ensure confidentiality. UAV communication

is one of these fields. Most of the most used encryption

algorithms were invented between years 1976 and 1998. For

example, DES was invented in 1976, RSA in 1977, 3DES

in 1981, Blowfish in 1993 and Twofish in 1998.[1][2] We

emphasize, that since 1998 significant progress has been made

in the field of IT. Moreover, we expect this progression will

be continuing. Therefore, we are asked questions: Are these

algorithms sufficient to protect data even today? DES is still a

strong code and has never been broken, although several high-

powered computers are now available which, using brute force,

can crack the code.[3] The most used encryption algorithm,

RSA, should be broken by a quantum computer around a

year 2035.[4] Don’t new, more robust algorithms have to be

developed? Do we have to start developing new algorithms

all over again, or is it enough to improve already devel-

oped algorithms? The most popular encryption techniques are

based on mathematical operations like shifts, permutations

or substitutions. We expect, that we can use some parts

of older algorithms, and by combining them to create new,

better algorithms. Developing of the new algorithms will be

beneficial only if provided solutions, that will be more secure,

faster, more effective or less memory intensive. One of the

well-know methods for development of new algorithms is

a crossover. But can we use the crossover to create new

algorithms that meet any of these assumptions?

II. ACTUAL KNOWLEDGE

As was mentioned in the introduction, our goal is to create

new algorithms, that will be better in some way. If we want

to achieve this result, we have to proceed systematically. We

chose the crossover as a means of the developing.

Studies tell us, that Genetic algorithms for cryptography

are better than typical algorithms. Genetic algorithms contain

processes/operations, which are bioinspired, such as:

1) selection of Fitness function - Determination of the

formula will be used to evaluate the quality of the result.

2) selection - Section of algorithms suitable for crossover.

3) crossover - Creating a new algorithm based on the

choice in the selection process.

4) mutation - Editing of the created algorithm in step 3,

so that the result is in the expected form.

They are used to optimizing and generating high-quality

solutions.[5][6] The sequence of these steps used for the

encryption is shown in the following diagram:

Fig. 1. Encryption process[7]

The first process is selection of the Fitness function. The

role of the Fitness function is representing the requirements

the population should adapt to meet. It forms the basis for

selection, and so it facilitates improvements. It represents the

task to be solved in the evolutionary context. In the example,

if the task is to find an integer x that maximizes x2, the

fitness of genotype 10010 could be defined by decoding its

corresponding phenotype (10010 → 18) and then taking its

square: 182 = 324.[8]
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The goal of fitness function is to evaluate the quality of

the result. In our case of encryption algorithms, should be

constructed to achieve improvement of:

1) security - In order to achieve better security of the

created algorithm will be assembled series of tests pro-

grams. They role will be verifying resistance to different

types of attacks. For example, in case RSA the most

known attacks are[9]:

a) Low decryption exponent attack against RSA

b) Partial key exposure attack

c) Chosen ciphertext attack against RSA

d) Common modulus attack against RSA

It is necessary to pay attention to the fact that attacks

are tied to specific type of encryption algorithm. After

the crossover has been performed, it will be necessary

to examine how the crossover has affected the resistance

to that type of attack.

As the safest encryption standard is considered AES.[10]

2) speed - Every algorithm will be tested for encryption

speed. The reason is, that speed of encryption is one of

the most important factor for encryption. Testing will be

done using standard Linux commands like[11]:

a) time

b) clock()

c) date

As the fastest encryption algorithm is considered Blow-

fish followed by DES and Triple DES.[12]

3) memory requirements - During development of new

encryption technique, we have to check memory require-

ments of algorithm. If the amount of the used memory

will be high, the algorithm will be unusable. Our goal

is to create algorithms with less or equal memory

requirements or as algorithms entering the process of

a crossover. On Linux, we can use[11]:

a) instrumentation framework Valgrind

b) command time, e.g.:$ time -v exeFile

c) command /usr/bin/time, e.g.:

$ /usr/bin/time -v exeFile

As the encryption algorithm consumes, the least memory

usage is considered AES.[13]

Our goal will be to develop algorithms, that will be prefer-

able in the worst case in one of the mentioned and in the best

case in all of them.

The second process is selection of algorithms for the

crossover. Today exists dozens of different encryption algo-

rithms. Examples of the most used are[14]:

1) Data Encryption Standard (DES)

2) Triple Data Encryption Standard (3DES)

3) Advance Encryption Standard (AES)

4) Blowfish

5) RSA

But are all of these algorithms suitable for crossover? Every

of these algorithms is different. However, we can look at

every of them as a sequence of steps. In the literature,

that has been studied, we have not found any restrictions

for selection algorithms inputted to crossover. Can we do

crossover on the arbitrary algorithm? In this case, we can not

forget about division of encryption algorithms into symmetric

and asymmetric algorithms. In symmetric key encryption, any

user using the encryption system has a copy of the single secret

key, this secret key is used for encryption and decryption, it is

faster than asymmetric encryption. In symmetric encryption,

the sender share the same secret key with the receiver to use in

the decryption process. Since the secret key is shared with the

sender and the receiver, it becomes risky to use it. Asymmetric

key encryption involves multiple keys for encryption. [15][16]

Before the beginning of the solving the question, if is any

of algorithms appropriate for a crossover, we have to find out

what features of algorithms to focus on. Of course, we can test

every possible combination of algorithms by the trial and error

method, but this approach is not very scientific. If we try every

combination of existing encryption algorithms, it would take

a lot of time and our result would not be comprehensive. This

is the reason why, we have to examine a suitability of every

encryption algorithm for crossover. In the currently available

sources regarding the crossing of algorithms, there are no

mentions of the unsuitability of some encryption algorithms

for crossover. One of the relevant method how to reach it,

is detail analysis of each algorithm. We plan to analyze

algorithms for suitability on crossover.

After that, we can continue to the crossover. When we

require done this step precisely, we have to divide each

encryption algorithm to the separate parts. Here comes an-

other question: How to divide algorithm to the separate steps

automatically? We assume, that dividing into independent

steps will be solvable using an appropriate machine learning

algorithm. But what algorithms are suitable for this purpose?

Mentioned steps help us to work on result of crossover.

This will be useful only, if the obtained algorithm will be

correct and more effective as algorithms on which the crossing

process was performed. As we mention above, we are going

to analyze more factors for evaluation of the obtained result.

Doesn’t it happen that improving of one factor (e.g. encryption

speed) causes another factor to deteriorate? Which of these

factors are more important for us - security, speed or memory

requirements? To what extent are we able to accept the

deterioration of one of the factors at the expanse of another?

However, we must not forget that the result will be usable

only if the ciphers obtained with it can also be decrypted. So,

in addition to a new encryption algorithm, a new decryption

algorithm is also needed.

The last process of crossover is mutation. This is to prevent

falling all population into a local optimum of solved problem.

Mutation changes randomly the offspring.[7] We expect, that

in the crossing process we will work with a string in a form

suitable to a computer but not for a human (e.g. binary form

or hexadecimal form). We have to transfer this form to the

more suitable form (e.g. ascii form).

Now that we have enough information about the crossover,

we can look at the currently known algorithms created by this

process. The first example is a novel method using crossover

with matrix technique to modifying cipher by using Playfair.

Our goal is encrypting text DAVINCHI by modifying Playfair

cipher. Steps of the modified Playfair cipher are[17]:

1) duplicated letters are replaced by the letter X:

DAVINCHX

2) letters are divided to the pairs:

DA VI NC HX

3) we chose the first pair of letters:

DA

4) we denoted for DA like this:
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D = 1 0 0 1 0 0 1 1 1 A = 1 0 1 1 1 0 1 1 1

5) we choose a point for crossover:

D = 1 0 | 0 1 | 0 0 1 1 1 A = 1 0 | 1 1 | 1 0 1 1 1

6) we make crossover (swap between bits) we get results:

D → F= 1 0 0 | 1 1 | 0 1 1 1
A → M = 1 0 1 | 1 0 | 0 1 1 1

7) we chose the second pair of letters:

VI

8) we denoted for VI like this:

V = 1 0 1 1 0 1 1 0 0 I → J= 1 0 0 1 0 1 1 1 0

9) we choose a point for crossover:

V = 1 0 | 1 1 | 0 1 1 0 0 J = 1 0 | 0 1 | 0 1 1 1 0

10) we make crossover (swap between bits) we get results:

V → U= 1 0 | 0 1 | 0 1 1 0 0
I → R = 1 0 | 1 1 | 0 1 1 1 0

11) we chose the third pair of letters:

NC

12) we denoted for NC like this:

N = 0 1 1 1 0 0 1 0 0 C = 0 1 1 1 0 1 1 0 1

13) we choose a point for crossover:

N = 0 1 1 1 0 | 0 1 | 0 0 C = 0 1 1 1 0 | 1 1 | 0 1

14) we make crossover (swap between bits) we get results:

N → O= 0 1 1 1 0 | 1 1 | 0 0
C → Z = 0 1 1 1 0 | 0 1 | 0 1

15) we chose the fourth pair of letters:

HX

16) we denoted for HX like this:

H = 1 1 1 1 0 0 1 0 0 X = 1 1 1 1 0 1 1 0 1

17) we choose a point for crossover:

H = 1 1 1 1 0 | 0 1 | 0 0 X = 1 1 1 1 0 | 1 1 | 0 1

18) we make crossover (swap between bits) we get results:

H → G= 1 1 1 1 0 | 1 1 | 0 0
X → E = 1 1 1 1 0 | 0 1 | 0 1

19) in new generation, for H we have G, and for X we

have E. The plaintext DAVINCI will be encrypted as

FMUROZGE
20) we choose a key word for PlayFair matrix to cipher it

again as shown:

N O V E L

M T H D A

B C F G I

K P Q R S

U W X Y Z

21) then we get the cipher text as the rules of PlayFair

method and its condition will be:

(FM UR OZ GE) = (HB KY WL RD)

The second example is a modified substitution cipher ap-

proach. Our goal is encrypting text World’14[18]:

1) text is placed to the spiral from point [0, 0] clockwise

2) any non-prime random number is taken as the first key:

FirstKey = 3160420

3) is computed:

R = Firstkey mod 256 (1)

R = 3160420 mod 256 = 100

4) the substitution for the plaintext is given: In the 1st

round of spiral, substitution for: ’W’, ’o’, ’r’, ’l’:

Fig. 2. Spiral co-ordinate for Encryption[18]

ASCII(W ) = 87 ⇒ 87 + 100 = 187 = ASCII( )
ASCII(o) = 111 ⇒ 111 − 101 = 10 = ASCII(LF )
ASCII(r) = 114 ⇒ 114 − 102 = 12 = ACSII( ♀)
ASCII(l) = 108 ⇒ 108 + 103 = 211 = ASCII ( )

In the 2nd round, we continue on the first internal spiral

path, substitution for ’d’, ”’, ’1’, ’4’:

ASCII(d) = 100 ⇒ 100+104 = 204+ASCII(W ) =
(204 + 87) mod 256 = 35 = ASCII(#)

ASCII(′) = 111 ⇒ 39 − 105 = −66 + ASCII(o) =
(−66 + 111) mod 256 = 45 = ASCII(−)
ASCII(1) = 49 ⇒ 49 − 106 = −57 + ASCII(r) =
(−57 + 114) mod 256 = 57 = ACSII(9)
ASCII(4) = 52 ⇒ 52 + 107 = 159 + ASCII(4) =
(159 + 108) mod 256 = 11 = ASCII(♂)

5) now we get string LF ♀ # − 9 ♂

6) we transform the string to the ASCII values and this

value on binary 8-bits string:

=> ASCII(187) = ASCII(10111011)
LF => ASCII(10) = ASCII(00001010)
♀ => ASCII(12) = ASCII(00001100)
=> ASCII(221) = ASCII(11011101)

# => ASCII(35) = ASCII(00100011)
− => ASCII(45) = ASCII(00101101)
9 => ASCII(57) = ASCII(00111001)
♂ => ASCII(11) = ASCII(00001011)

7) we divide a binary ASCII string of each character and

perform Hybrid crossover. Let chose as pivot second

number in the binary string and let’s sign operation of

crossover as X. Then:

For ASCII(10111011) and ASCII(00001010):

1011 X 1010 1011 X 0000

1010 1011 1000 0011

10101000 XX 00111011

10111000 00101011

For ASCII(00001100) and ASCII(11010011):

0000 X 0011 1100 X 1101

0011 0000 1101 1100

00110000 XX 11011100

00000001 11111100

For ASCII(00100011) and ASCII(00101101):

0010 X 1101 0011 X 0010

0001 1110 0010 0011

00010010 XX 00111110

00111110 00010010

For ASCII(00111001) and ASCII(00001011):

0011 X 1011 1001 X 0000

0011 1011 1000 0001

10101000 XX 00111011

10111000 00101011

8) now, we have final result:
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ASCII(10111000) = ASCII(184) =
ASCII(00101011) = ASCII(43) = +
ASCII(00000001) = ASCII(1) = ,

ASCII(11111100) = ASCII(252) = η

ASCII(00111110) = ASCII(62) =>

ASCII(00010010) = ASCII(18) =l
ASCII(00011000) = ASCII(24) =↑
ASCII(00101011) = ASCII(59) =;

Therefore, the final cipher text is: + ,η >l↑;

III. SUMMARY OF SOLVED AND UNSOLVED

PROBLEMS

Two mentioned examples present actual known algorithms

created by crossover. In the first mention algorithm, was mod-

ified PlayFair encryption and in the second was modified sub-

stitution cipher approach. There exist couple examples of algo-

rithms created by crossover. Probably, when we would study

next papers, we will find next examples of new encryption

techniques. For example, in the article Multilevel Approach for

Cryptography using Genetic Algorithms with Existing S-DES

Key Generation Method is presented a multilevel approach

for cryptography using the S-DES Key Generation method

and genetic algorithm. Result is, that convergence of S-DES

and Genetic Algorithm is more secure and unbreakable than

traditional cryptosystem. In the article, authors mentioned, that

they would like to implement and upgrade the performance

of genetic algorithms and experiments for different advance

ciphers like AES or DES.[19]

In the next article Modification on RSA cryptosystem using

genetic optimization, authors introduce a modified ciphering

technique. The created system is a combination of symmetrical

system using Genetic algorithm Inspired Cryptography and

asymmetrical system using RSA cryptography. The feature of

such approach includes high data security and high feasibility

for practical implementation.[20]

We know from both examples that there are attempts at

development of new encryption algorithms using the crossover.

Thus, we assume that it makes sense to consider the suitability

of other encryption algorithms for crossover.

IV. CONCLUSION

In this paper, we present a novel approach to creation of

new encryption algorithms. We summarize the most important

current knowledge in the field of cryptography. At the end

of summarizing, we concluded the need for new encryption

algorithms. We chose crossover as the method of developing

these algorithms. Next, we described the actual knowledge in

the field of crossover of algorithms. Part of this summarizing

was also description of two known algorithms created by

crossover method - modifying Playfair cipher and modified

substitution cipher. We mention also next algorithm S-DES,

but we did not attend to its description. We are planning to

investigate the suitability of next mentioned algorithms for

crossover and creation of new encryption algorithms by this

method.
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Abstract 3 The paper presents a stepper-based controller 

operating on the principle of step-increasing or step-decreasing of 

the reference. It is suitable for complex tasks requiring the control 

of system interaction with the environment by either controlling 

the interaction force or tension, forcing the system to comply with 

the motion of the environment. 

The paper describes the principle of the controller and practical 

implementation - controlling the force between two rolls of coating 

machine widely used in steel and aluminium industry. 

 

Keywords - stepper-based controller, coating machine, position 

control 

I. INTRODUCTION 

Controllers of auxiliary drives play an important role in the 

industry. Typical examples are drives for folding of rolls for 

reduction of the bending in the strip [1] or rollers for application 

of the chemical treatment on the strip surface known as coating 

machines [2]. The controller design mainly relies on good 

system knowledge and identification or estimation of 

mechanical parameters and, regularly, parameters of the 

controller are obtained by trial-and-error methods [3], [4]. 

Complex systems usually require the involvement of fuzzy 

controllers [5].  

A custom-made solutions, like the one proposed in our paper 

can be used in various applications. It is advantageous to use 

the described controller in cases when operational intervention 

of the controller allows a slow change of the controlled variable 

or when the time of the system response is unknown or when 

this time depends on various other parameters (roll surface, 

used technology) [6]. The position controller described in [7] 

can be used in combination with proposed stepper-based 

controller as shown in section practical implementation. 

II. PRINCIPLE OF CONTROLLER 

The stepper-based type of controller has been initially 

introduced in [8] for the control of tension in the annealing 

oven. Here, stepper-based controller is modified and used for 

the force control of the coating machine. Proposed  

stepper-based force controller is shown in Fig. 1. 

It works on the principle of step-increasing or step-

decreasing of the reference, in that case position, where 

following parameters are used:  

" IN1 - the 1st interval of force value in %,  

" IN2 - the 2nd interval of force value in %,  

" t1 - the pulse time for the 1st interval in ms,  

" t2 - the pulse time for the 2nd interval in ms, 

" xadd - the step size in mm. 

 

A flowchart of the proposed stepper-based controller can be 

found in Fig. 2. The stepper-based controller represents an 

infinite loop with the active position controller. If the difference 

&F, expressed as a percentage of the force setpoint, exceeds the 

interval set by IN2, a direction of the next move is chosen and a 

new position setpoint xFset is calculated. The next step decides 

how long will stepper controller remain inactive after the new 

position setpoint is sent to the position controller. This is the 

time period intended for the mechanic system for appropriate 

response. The selection of parameters IN1, IN2, t1 and t2 must 

fulfill the conditions: IN1 > IN2 and t1 < t2. 

III. PRACTICAL IMPLEMENTATION 

The stepper-based force controller was experimentally 

verified in the coating machine what is one of the main 

component of the strip coating lines. The coating machine is 

designed to apply a thin layer of a liquid medium via rotating 

rolls on one or both surfaces on a running strip. The coater 

equipment is made of these main elements: 

" a pan, which is filled with the coating medium, 

" a pick-up-roll (PR) which scoops the liquid out of the 

pan and then transports it to the applicator-roll, 

" an applicator-roll (AR) which applies the coating 

medium on the metal surface. 

 

 

Fig. 1. Detailed block scheme of the stepper-based controller 
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The position of the coater rolls is adjustable. Servo drives 

equipped with gearboxes, self-locking drive spindles and 

pressure feedback via load cells are utilized. The AR and PR 

rotate with a given speed, direction, gap and force between both 

rolls during coating process. Experimental results for 

combination of stepper-based force and position controller are 

shown in Fig. 3.  

When the PR achieved a small gap with AR given as xref = 

0,5mm, the stepper-based force controller is enabled while 

position controller remains active (time 14:18:03). The stepper 

controller is running to reach the force setpoint Fref = 500N with 

following parameters: IN1 = 30%, t1 = 1000ms, IN2 = 10%, t2 = 

1500ms, xadd = 0,05mm. It takes a few seconds until PR tips the 

AR and the actual force Fact starts increasing. When the 

percentage difference between Fref and Fact goes below value 

given in IN2, the force setpoint is reached. After that, both 

position and force controller remain active. 

IV. CONCLUSION 

The stepper-based controller has been presented in this 

paper. Accuracy can be adjusted by parameters given in 

percentage of the setpoint force. Controller was successfully 

applied on several applications in industry. 
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Fig. 2. The algorithm implemented in the stepper-based force controller 

 

Fig. 3. Experimental verification of combined stepper-based force and position controller 
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Abstract—The work deals with methods of analysis and char-
acterization of network traffic using machine learning. In the
first part of the thesis, selected machine learning algorithms
are analyzed. Subsequently, the analysis methodology as well as
the results and comparisons between individual algorithms are
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I. INTRODUCTION

Nowadays, the area of network services forms a large part

of the working and personal life of every person. Among the

most common ways of using these services are work reasons,

entertainment, shopping, etc. Therefore, it is evident that it is

necessary to pay attention to security, but also to the quality

of network services.

There are many methods for analyzing and characterizing

computer networks such as analysis based on network flows,

or direct packet analysis. Nowadays, more and more emphasis

is placed on the anonymization of network traffic in order to

secure it. Therefore, the analysis of network flows appears

to be the most suitable way of analyzing and characterizing

network traffic. For these purposes, it is possible to choose dif-

ferent machine learning methods, which are described together

with the results of the analysis in this work.

II. THE USED ALGORITHMS

Due to the fact that there is a lot of irrelevant data in

the investigated network, it is necessary to choose a suitable

mechanism for classifying network traffic. This need is justi-

fied by the fact that the amount of inappropriate or irrelevant

data introduces a number of inaccuracies into the classification

and also increases the time required for the classification of

computer networks.

From the point of view of machine learning necessary

for the classification of network traffic, the following three

algorithms were chosen, namely Naive Bayes, Decision Tree

and Random Forests. These algorithms were chosen because

of the relatively high accuracy in the field of data classification

and also because of the relatively simple implementation of the

algorithms on the data set.

A. Naive Bayes

The use of this classification method can be described as a

statistical approach that is based on the probability distribution

of a random event. It is based on determining the probability

based on the previous state in the case that all parameters are

equally valuable and independent. Then the probability for an

instance of X can be determined as [1]:

C = argmax
j

(p(cj | X)) = argmax
cj÷C

p(X | cj)p(cj)

p(X)
(1)

= argmax
cj÷C

(p(cj)
�

i

p(xi | cj))

While the data sample X and the dataset S is defined

as n features in the dataset S. Among the main advantages

of using this method of machine learning is the ease of

operating with complex data sets, provided that all features are

independent [2]. Based on this statement, it can be assumed

that the classification of network traffic will be less accurate

for parameters with variable size with respect to other network

traffic parameters[3].

B. Decision Tree

It belongs to the category of divide and conquer algorithms,

which are used to generate classification trees[1][3]. The main

goal of this algorithm is to find the maximum profit ratio as

a selection criterion of a large number of results. It is defined

as[1]:

(S,A) =
gain(S,A)

divide(S,A)
(2)

and individual parameters split and gain are defined as[4]:

split(S,A) =

n�

i=1

|Si|

|S|
log2

|Si|

|S|
(3)

gain(S,A) = E(S)−

n�

i=1

|Si|

|S|
E(Si) (4)

Where E is the entropy of S. Parameter S is a dataset, A

is a categorical attribute. The parameter gain represents the

information gain rate and split represents the split of S based

on the categorical attribute A [4].
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C. Random Forests

The Decision Tree algorithm is based on combinations of

tree predictors[5]. Each of the trees is directly dependent on

the parameters of the random vector. This vector is sampled

independently and has the same distribution for all available

trees in the forest. This algorithm can converge the general-

ization errors quite well. It is defined as a forest created with

tree-structured classifiers as follows[4]:

h(x.,Θk), k = 1 (5)

while Θk are random independent vectors of individual

trees.

III. ANALYSIS PROCEDURE AND EXPERIMENTAL RESULTS

First of all, it is necessary to define the basic inputs and

thus the dataset itself. The dataset consists of 1,285,604

network flow records. Network traffic consisted primarily of

DNS, HTTP, HTTPS, SMTP services. Subsequently, data sets

containing network communication only with the mentioned

network services were created. These datasets were subse-

quently used as a reference to the source dataset and served

as a reference to look for similarities in real network traffic.

Subsequent classification was carried out on the basis of

parameters:

1) Accuracy - percentage defines the ratio of correctly clas-

sified samples to all samples. A is defined as follows[3]:

Accuracy = TP+TN
TP+TN+FP+FN

2) Training time - is the total training time of the examined

data sample.

The variables contained in the classification parameter Ac-

curacy can be defined as [3]:

1) TP - Successful parameter prediction A

2) TN - Successful parameter prediction A
2

3) FP - Unsuccessful parameter prediction A

4) FN - Unsuccessful parameter prediction A
2

A. System infrastructure

The analysis was performed on servers with OS Debian 11

with Intel Xeon Gold 5218 processor - 2.3Ghz, 16GB RAM,

750GB HDD. For the analysis itself, Weka ToolBox[6] was

chosen because of its significant data mining capabilities.

B. Experimental results

At this point, the analysis was focused on obtaining the most

efficient algorithm for service detection in network traffic. The

main orientation was for HTTPS, SMTP, DNS services.

TABLE I
DATA CLASSIFICATION RESULTS

Parameters
Naive
Bayes

Decision
Tree

Random
Forests

Accuracy DNS 64,57 92,37 89,24

Training

Time DNS (m)
21 26 37

Accuracy HTTPS 63,29 92,44 90,07

Training

Time HTTPS (m)
21 27 37

Accuracy SMTP 66,70 90,85 84,31

Training

Time SMTP (m)
24 27 35

From Table I it is significant that among the three selected

algorithms, the best results were achieved using the Decision

Tree algorithm. In the case of the DNS Service, the accuracy

of the characterization was 92.37%, for the HTTPS service

92.44% and for mail services 90.85%. The Random Forests

algorithm also has comparable results. The Naive Bayes algo-

rithm had considerably low accuracy. This finding was argued

in the theoretical section above and confirmed.

The visual form of the accuracy of the characterization of

network flows in the studied data set is shown in Fig.1.

Fig. 1. Visualization of algorithm accuracy

From the point of view of data processing, it can be seen

that the training time was quite long. This fact can be attributed

to a relatively large source data set, as well as to a smaller

reference set for individual services. From the point of view of

the speed and partial efficiency of the algorithms, it could be

said that the Naive Bayes algorithm is the fastest, but it does

not meet the accuracy requirements compared to the other

algorithms. For this reason, the Decision Tree appeared to be

the most inefficient algorithm in terms of accuracy and speed.

An increase in training accuracy could occur if we filter

out the trained data sample from other less important data

transmission. In the same way, it would be possible to increase

the processing speed.

Reclassification of computer networks can introduce inac-

curacies such as loss of information, bias, lack of context,

and inconsistent criteria. It is important to carefully consider

potential consequences before reclassifying a network to avoid

incorrect classification and misinterpretation of network char-

acteristics.

IV. CONCLUSION AND FUTURE WORK

The work created an overview of machine learning meth-

ods for characterizing some selected network services. The

services were selected as the most used in network traffic

as well as to find out if there is a direct difference in the

classifications based on the services. It is clear from the

results that the nature of the services has no direct effect

on the accuracy and performance of the chosen classification

algorithms. The dataset was created from network flow records

from real network traffic.

Among the selected algorithms, the Decision Tree algorithm

appeared to be the best, which showed the highest accuracy

in the characterization of all the selected services. The claim

that the Naive Bayes algorithm is not directly suitable for these

purposes was also confirmed because it cannot work well with
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the variable size of parameters that are often found in network

traffic.

For future work, it would be appropriate to extend the

classification to other used services such as e.g. FTP, VoIP,

etc. It would also be necessary to classify other parameters

such as Precision, False positive rate, Detection rate, etc [7].

It could be interesting to use these algorithms to characterize

various forms of anomalies in network operations.

Among the last goals of future work, it would be appropriate

to use these methods for the characterization of live networks

in real operation.
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Abstract 4This paper presents the design and constituent 

elements of a quadrotor drone for the purpose of 3D scanning in 

indoor environments. First, the hardware components, including 

the drone platform, processing units, and sensors, are analysed. 

In addition, the software utilised for processing depth 

information from the depth camera is discussed. Finally, the 

paper highlights some challenges encountered during the 

development process. 
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I. INTRODUCTION 

3D scanning of indoor environments is the process of using 

3D scanners to capture and create a digital, three-dimensional 

model of interior space. It involves capturing data points from 

surfaces or objects within the environment to generate 

accurate measurements and representations of the area. This 

technology is used for various purposes, such as architectural 

planning, virtual reality simulations, facility management, 

energy audits, and more. 

Several types of sensors are used for 3D scanning, 

including stereo vision cameras, laser scanners, structured 

light scanners and time-of-flight cameras. The principle of a 

stereo vision camera is to capture two images from different 

perspectives and then use computer algorithms to combine the 

two images into a single 3D image[1]. Laser scanning utilises 

a rotating mirror to project a laser beam onto the subject while 

capturing its reflection with an optical detector[2]. Structured 

light systems employ projected patterns captured by cameras 

to create a 3D map from which depth information can be 

extracted[3]. Finally, Time-of-flight cameras measure how 

long it takes for emitted pulses of light to reflect off the target 

object before returning back to the camera[4]. 

This paper is based on previous work on 3D scanning an 

indoor environment using a hand-held 3D camera[5]. The 

purpose of previous work was to prove the correctness of 

selected sensors. In comparison, the current paper is focuses 

on 3D scanning using the same sensors attached to a 

quadrotor drone.  

II. HARDWARE 

The main hardware component is a quadrotor drone which 

holds all other components and enables them to fly. As the 

base was used a Holybro X500V2 kit. The kit includes four 

brushless motors, four ESCs (electronic speed controllers), 

PDB (power distribution board) and other propellers and 

mounting hardware accessories. This kit gives the user 

everything needed to assemble a complete quadcopter drone 

(see Fig. 1). 

The logic of a drone sits in two control units. The first is 

The PixHawk 6x flying controller, which controls the drone's 

flight path, navigation, and stability. It receives input from the 

pilot or autopilot system to control the motors and other 

components of the drone. The controller also processes data 

from GPS, gyroscopes, accelerometers, magnetometers, 

barometric pressure sensors and ultrasonic rangefinders to 

maintain a stable flight.  

The second control unit is the mission computer. The 

Raspberry Pi 4B, a single-board computer, was used for this 

purpose. It offers significantly improved performance over its 

predecessor, with a 1.5GHz 64-bit quad-core ARM Cortex-

A72 CPU, 8GB of RAM, dual HDMI outputs, USB 3.0 ports 

and a Gigabit Ethernet port. In addition, it features 802.11ac 

Wi-Fi and Bluetooth 5.0 connectivity for enhanced 

networking. In this setup, the mission computer is responsible 

for processing data from the depth camera and tracking 

camera and providing it to the user and flying controller. The 

last two essential components are the primary sensors: the 

dept camera and the tracking camera.  

The Intel RealSense Depth Camera D435i is designed for 

robotics, drones, AR/VR, and other applications. It features 

two 1280x800 resolution infrared cameras that work together 

to provide accurate 3D point clouds at up to 90 frames per 

second. The unit also includes an with three-axis acceleration 

and angular rate sensors, which can be used for motion 

tracking or pose estimation. Additionally, the camera has an 

RGB colour sensor with a global shutter allowing it to capture 

still images or video in full HD 1080p30 resolution. These 

features make it ideal for capturing data from dynamic 

Fig. 1. Fully assembled drone with cameras and control units. 
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environments such as autonomous vehicles. 

The Intel RealSense Tracking Camera T265 provides visual 

SLAM to deliver accurate and reliable 6-DOF tracking. This 

camera utilises two image sensors, an IMU (inertial 

measurement unit), and proprietary algorithms to track real-

time movement. In addition, the camera features a wide FOV  

(field of view) of up to 180° horizontal x 100° vertical and 

supports multiple resolutions of up to 1920x1080 pixels at 30 

frames per second. 

III. SOFTWARE 

There are two control units which need to be provided with 

custom software. First, the flying controller runs PX4 

firmware with a slightly modified code base to enable 

communication over the ethernet port to connect to the ROS2 

framework directly. Second, the mission computer runs 

Ubuntu 20.04 LTS with the ROS2 framework.  

All 3D scanning is done in the RtabMap[6] ROS2 node, 

which needs to be fed appropriately with odometry data and 

the current depth map frame. Odometry is received from the 

tracking camera mounted on the bottom of the drone facing 

downward. Odometry is used for the RtabMap node and for 

broadcasting TF between the odom frame and the base_link 

frame. However, the pose is received relative to the tracking 

camera frame; therefore, it needs to be transformed into a 

base_link frame. 

The depth map is received from the depth camera within 

the camera frame. However, in this case, transforming the 

received image into a base_link is easy because the TF tree is 

already complete, and the ROS2 framework can handle this. 

Another essential software part is related to communication 

with the user. For this purpose, a Wi-Fi network is used, 

which needs to be connected to the local network. Moreover, 

the user's computer must also be connected to the same 

network to connect to the mission computer. Therefore, the 

user can connect directly to the mission computer and perform 

various tasks. 

The ideal approach would be if a user could receive real-

time captured point cloud of an environment. However Wi-Fi 

connection is not suitable for such an amount of data. Mainly, 

if a drone flew into an area with low Wi-Fi coverage, 

therefore, another approach is used. Depth images and colour 

images from the depth camera are streamed with the help of 

the GStreamer RTSP server. This method means the user can 

receive a video stream directly from the camera and watch it, 

e.g. with a VLC player. Moreover, hardware acceleration is 

used for encoding into h264 format, significantly reducing the 

mission computer CPU load. The captured point cloud is also 

available on the mission computer but needs to be manually 

downloaded. 

IV. CONCLUSION 

This paper describes the quadrotor drone employed for the 

purpose of 3D reconstruction of indoor environments. The 

drone is equipped with a depth camera that captures depth 

information and a tracking camera that provides the position 

of the drone. The paper describes the software and hardware 

components used to build such a drone. While almost all 

components were ready to use by themselves, their integration 

posed significant difficulties. 

The main issue was a bug related to the Raspberry Pi USB 

port that caused the camera to stop sending its pose. 

Moreover, the camera manufacturer decided to abandon this 

product, leaving no available solution to this issue. However, 

the author was able to mitigate this problem by replacing the 

RealSense-ROS wrapper with custom code that directly 

interacts with the camera. This custom code was believed to 

be more effective in consuming tracking pose frames, thus 

avoiding the overflow of internal queues. 

The implementation of a custom wrapper for RealSense 

cameras also had a positive impact on video streaming. 

Processing frames directly from the camera was found to be 

more efficient than taking them from the ROS2 topic. 

The assembled drone successfully demonstrated the 

feasibility of 3D scanning in indoor environments and 

provided a robust platform for future development (see Fig. 

2), including autonomous navigation without the use of GPS, 

collision avoidance mechanisms, and full autonomous 

exploration of unknown spaces.   
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Abstract4Motivation for the study of thermoplastic starch-

based nanocomposites is the need to replace conventional plastics 

by fully biodegradable materials due to increasing pollution of our 

planet by plastic waste. Starch is cheap, renewable and 

biodegradable polymer, which after plasticizing possesses 

properties typical for plastics. Its properties can be further 

modified by adding small amounts of nanofillers, very often clays, 

giving rise to thermoplastic starch-based nanocomposites. An 

important tool for characterization of these materials is solid-state 

nuclear magnetic resonance spectroscopy, which provides 

information on their structure and molecular mobility. 
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I. INTRODUCTION 

Plastic materials have a large number of useful properties, 

such as strength, low density, formability, etc., due to which 

they are widely used in practice. Thus, their consumption is 

growing every year, not only in Europe, but also throughout the 

world. The negative side of this trend is that only a part of them 

is reused or recycled. Biodegradable polymeric materials are 

becoming an increasingly sought-after alternative to commonly 

used plastics. Bioplastics are produced by synthesis or derived 

from natural resources. [1] An example of a natural resource is 

native starch, which is very cheap and it is obtained from a wide 

variety of cereals, vegetables or even fruits. Plasticization of 

native starch gives one hundred percent biodegradable material 

called thermoplastic starch (TPS). TPS properties can be 

influenced by the type, amount and combination of plasticizers. 

The most commonly used plasticizers are glycerol, sorbitol, 

urea, formamide and other low molecular weight compounds. 

Another way to improve TPS properties is to add a small 

amount of strengthening nanofillers which results in TPS-based 

nanocomposite. A wide range of materials can be used as 

nanofillers, e.g. carbon nanotubes, graphene, cellulose, Al2O3, 

TiO2, kaolinite, illite, montmorillonite etc.  [2] 

As with any newly developed material, also for 

biodegradable TPS-based nanocomposites it is important to 

know their structure and properties. Various experimental 

methods can be used in their study. One of them is nuclear 

magnetic resonance (NMR), which was discovered in the 

middle of the last century. Solid-state NMR has become such 

an important tool for polymer characterization that it is now 

considered a routine characterization tool. It is used not only 

for the study of their structure, but also molecular mobility.[3] 

II. STARCH AND THERMOPLASTIC STARCH 

A. Native starch  

Starch is a natural polysaccharide that occurs in the storage 

organs of a large number of plants (corn, potatoes, wheat, rice 

etc.). Pure starch is a white, odorless, and tasteless powder. Its 

basic structural unit is the glucose residue C6H10O5. It consists 

of linear amylose and branched amylopectin. Amylose makes 

up 17-24% of starch and the remaining 76-83% is amylopectin. 

The amount of amylose and amylopectin depends on the plants 

from which the starch was obtained. [4] 

 

 
Fig.  1 Structure of amylose (a)) and amylopectin (b)) 

Amylose is a linear polymer whose individual monomers are 

connected by ³-(1-4) glycosidic bonds. Amylose forms single 

or double left-handed helices. One turn contains 6 monomers. 

The primary hydroxyl groups of amylose are oriented on the 

outer part of the helix and cause its hydrophilicity. The 

secondary hydroxyl groups are oriented towards the interior of 

the helix and cause its hydrophobicity. Amylose is insoluble in 
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water. One amylose chain contains on average about 500 

monomer units. [5]  

Amylopectin is a branched polymer whose basic structural 

unit is also the glucose residue C6H10O5. Individual structural 

units are connected by ³-(1-4) glycosidic bonds. In addition to 

these bonds, the amylopectin macromolecule also contains ³-

(1-6) glycosidic bonds, by which side chains are attached to 

every 20-30th monomer. The degree of polymerization of 

amylopectin ranges from 10,000 to 100,000. Amylopectin is a 

semi-crystalline polymer; crystals are formed by double helices 

created by chain branches. It swells in water and forms 

colloidal solutions. [4][5] 

Starch is found in plants in the form of so-called starch 

grains. The crystallinity of starch grains is influenced by grain 

size, amylose content, lipid content, degree of polymerization 

of the amylopectin chain, etc. Amylose and amylopectin form 

a polycrystalline structure in starch grains, which consists of 

crystalline and amorphous regions. The crystalline region is 

formed by parallel chains that are closely arranged next to each 

other. The amorphous region is composed of poorly ordered 

branched chains. Lack of amylose causes an increase in 

crystallinity. [2][5] 

B. Thermoplastic starch 

Native starch has a melting point higher than the temperature 

at which it degrades. For this reason, natural starch cannot be 

melted. The reason are the strong inter- and intramolecular 

starch hydrogen bonds. In order to reduce starch glass transition 

temperature, thermomechanical processing of starch with 

added plasticizers is used. The most commonly used 

plasticizers are water, glycerol, urea, sorbitol and formamide. 

In the presence of plasticizers, higher temperature (~120°C) 
and shear conditions, structure of native starch changes from 

semi-crystalline to amorphous. This process is called starch 

plasticization and the result is thermoplastic starch (TPS). It is 

a biodegradable polymer material.  In general, TPS is a mixture 

of starch and plasticizers. The type, quantity, and combination 

of used plasticizers and the method of its preparation influence 

the properties of TPS. In the form of a gel, it has a high viscosity 

coefficient, in the solid phase it does not always have 

satisfactory mechanical properties. As the name suggests, TPS 

behaves like a thermoplastic, meaning it can be shaped at 

elevated temperatures. Another way to influence TPS 

properties is to create TPS-based nanocomposites. During the 

sample storage, starch recrystallization occurs. It is a long-term 

process during which the amylose molecules are preferentially 

arranged into a crystalline structure. TPS is widely used in 

various fields such as agriculture, medicine, industry, 

electronics, etc. [6][7] 

III. NANOCOMPOSITES AND CLAYS 

Composite materials consist of a matrix, which forms the 

continuous phase, and a filler, which is distributed in the 

matrix. There are several types of matrices 3 carbon, metal, 

ceramic, and polymer matrix. TPS can serve as a polymer 

matrix. In general, fillers can be organic or inorganic. If at least 

one of the dimensions of the filler is smaller than 100 nm, it is 

called a nanofiller. In polymer nanocomposites, four groups of 

materials may be used as nanofillers, namely carbon 

nanostructures, organic and inorganic nanofillers and clays. 

The last named represents the most extensive group of 

nanofillers. [8] 

Clays can be divided into four groups (Table 1). They are 

characterized by a layered structure (Fig. 2). One layer consists 

of two types of sheets: tetrahedral and octahedral. By the 

arrangement of tetrahedral and octahedral sheets, clays may be 

specified as 1:1, 2:1, and 2:1:1 clay material. In one layer of 1:1 

clay material, there is one tetrahedral and one octahedral sheet. 

One layer of 2:1 clay material contains two tetrahedral sheets 

with one octahedral sheet in between. 2:1:1 clay material has 

one octahedral sheet neighboring a 2:1 layer. Layer type of clay 

group is also listed in Tab. 1. [9] 
 TABLE I 

GROUPS OF CLAYS AND THEIR SHEET STRUCTURE [9] 

Group 

Name 

Members General Formula Layer 

Type 
Kaolinite Kaolinite, halloysite Al2Si2O5 (OH)4 1:1 

Smectite Montmorillonite, talc (Ca,Na,H)(Al,Mg,Fe,Zn)2 

(Si,Al)4O10(OH)2-XH2O 

2:1 

Illite Illite  (K,H)Al2 (Si,Al)4 

O10(OH)2-XH2O 

2:1 

Chlorite Amesite, cookeite Each member has separate 

formula 

2:1:1 

   

A. Montmorillonite (MMT) 

MMT belongs to the smectite group. Its layer type is 2:1 (Fig. 

2). The thickness of one layer is about 0.92 nm. Its color can be 

white, yellow, gray white, brownish or greenish yellow. MMT 

was discovered in 1847 in France, and it is a major constituent 

of bentonite. It has been studied for decades because of its layer 

expansion in the presence of water molecules. In nature, MMT 

is hydrophilic, and it swells in water. It has a large cation 

exchange and adsorption and adhesive ability, because of its 

large surface area. MMT attracts great attention and it is used 

in different areas, such as electroanalysis, drug delivery, in 

drilling operations and so on. MMT is commonly used as a 

nanofiller in polymer matrix. In polymer/clay nanocomposites, 

MMT can be intercalated (plasticizer molecules, polymer 

chains are present between the clay layers) or exfoliated (clay 

layers are homogenously dispersed in polymer matrix). 

[9][10][11] 

 

 
Fig.  2 Layered structure of MMT [12] 

B. Halloysite 

Chemical formula of halloysite is similar to kaolinite (Tab. 

1). It has layer structure (Fig. 3) typical for kaolinite group 

(1:1). Halloysite is a major component of soil from volcanic 

materials. It can be from white to gray or brown in color. 

Halloysite is high biocompatible and low cytotoxic, hence, it 

can be used in many biological applications. It is usually 

multiwalled, but it can also form nanotubes. Halloysite 

nanotube are [15] formed due to the strain between neighboring 

layers of silica and alumina. The size of halloysite nanotubes 

varies from 20 to 4000 nm in length, from 5 to 30 nm for inner 

SCYR 2023 – 23rd Scientific Conference of Young Researchers – FEEI TU of Košice

34



diameter, and 20 to 200 nm for outer diameter. They are non-

toxic, biocompatible and do not swell, have high porosity, high 

cation exchange capacity, and regeneration ability. There are 

two types of halloysite nanotubes 3 single-walled and multi-

walled nanotubes. They find applications in many areas such 

as, drug delivery, polymer nanocomposites, electronic 

components, cosmetics etc. [13][14] 

 

 
Fig.  3 Structure of halloysite (adapted from [15]) 

IV. NMR PHENOMENON 

Nuclear magnetic resonance (NMR) is observed due to the 

interaction of the nuclei which possess magnetic moment with 

magnetic field. The magnetic moment of a nucleus is related to 

its spin, i.e. when a non-zero spin nucleus is placed in an 

external homogeneous magnetic field it interacts with this field 

and Zeeman splitting of energy levels occurs. If the nucleus in 

an external magnetic field is irradiated with a high-frequency 

electromagnetic field, transitions between neighboring energy 

levels take place. This phenomenon is called nuclear magnetic 

resonance. Fourier transformation of detected signal provides 

NMR spectrum. [3] 

The shape of NMR spectrum is affected by interactions in 

the spin system, which include chemical shift anisotropy, 

dipole-dipole and quadrupole interactions. In solids, these 

interactions are not averaged by molecular motion and for this 

reason a large broadening of the signals in the spectra are 

observed. This drawback can be overcome by various 

experimental techniques. The most widely used experimental 

methods include magic angle spinning (MAS), heteronuclear 

decoupling, cross polarization (CP) and, in measurements on 
1H nuclei, the so-called Chen's method. [3] 

Solid-state NMR spectroscopy is an important analytical tool 

in polymer science. Two types of characteristics can be 

obtained from NMR spectra. The first one is chemical shift, 

which is influenced by molecular structure and interactions in 

a sample. The second one are relaxation times, which are 

influenced by the chemical bonds between nuclei and local 

molecular motions. [16][17] 

NMR spectroscopy is often used in the study of TPS-based 

nanocomposites. [16][17][18] In the case of study of 

thermoplastic starch/clay nanocomposites, measurements on 
1H, 13C and 27Al nuclei are most often carried out. 1H MAS and 
1H BL NMR spectra provide information about molecular 

mobility of starch chains, plasticizers, and the effect of 

nanoclay on the molecular mobility. 13C CP/MAS NMR is 

usually used to obtain information on the TPS structure. The 

change in amorphous/crystalline TPS phases can be evaluated 

by the deconvolution of C1 carbon signal in 13C CP/MAS NMR 

spectra (Fig. 4). This enables to monitor TPS structural changes 

e.g. during the storage of studied samples. As far as clays as 

nanofillers are concerned, 27Al MAS NMR are usually 

measured. Variations of the chemical shifts in these spectra can 

be a consequence of polymer intercalation. Relaxation times 

are often measured to monitor changes in molecular mobility 

being in progress in TPS-based samples. [16][17][18] 

 

 
Fig.  4 13C CP/MAS NMR spectrum of starch plasticized with glycerol (adapted 

from [15]) 

V. NMR IN STUDY OF TPS/CLAY NANOCOMPOSITES 

As mentioned above, the properties of TPS depend on many 

factors. The influence of the type of plasticizer on TPS 

properties is one of the most frequently studied factors. Water 

is the most effective plasticizer. However, water-plasticized 

starches exhibit poor mechanical properties. Another 

disadvantage is the volatility of water. Because of these 

reasons, besides water other plasticizers (e.g. glycerol, urea, 

sorbitol) are used in the preparation. The choice of secondary 

plasticizers depends on the potential application of the resulting 

material. [19] 

Glycerol is one of the most studied low molecular substance 

as secondary plasticizer. It can have plasticizing and 

antiplasticizing effect on starch. With increasing content of 

glycerol in sample, interactions between glycerol and starch are 

becoming stronger. The maximum content of glycerol, when it 

has plasticizing effect, is 20% (w/w). In the samples with 

glycerol content more than 20% (w/w) but less than 50% (w/w), 

phase separation occurs. When the glycerol content is above 

50% (w/w), starch behave like a gel. [2][19]  

The other often used plasticizer is urea, which is usually used 

in non-food application of TPS materials. Depending on the 

urea content, three TPS structures are possible. When the urea 

content is lower than 10%, urea-starch interactions replace 

water-starch and inter- and intra-molecular interactions of 

starch. Above 10%, free urea molecules can be observed in the 

samples. Macroscopic phase separation occurs if the urea 

content is 30% or more. [20] 

In many studies, the effect of glycerol, urea and mixture of 

glycerol and urea on structure and molecular mobility of TPS 

or TPS nanocomposites was investigated. The 1H BL NMR 

spectra show that the mobility of starch chains is higher if the 

starch is plasticized with glycerol than if starch is plasticized 

with urea. From the deconvolution of 1H MAS NMR spectra of 

starch samples plasticized with different glycerol content was 

observed that the water content increases with increasing 

glycerol content. After the sample preparation, starch is 

amorphous. 13C CP/MAS NMR spectra of samples plasticized 

with glycerol and urea are different. The most significant 

differences are in the shape of C1 signal (Fig. 5). In the spectra 

of sample containing glycerol (stored for 3 months), C1 signal 

presents doublet typical of B-type starch structure. The shape 
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of this signal in the spectra of urea-plasticized sample (stored 

for 3 months) is typical of amorphous starch. Another factor 

influencing TPS structure is storage time. In the case of samples 

plasticized with glycerol, a decrease in the amplitude of the 

signal from C4 is observed during the storage. It corresponds 

to a decrease in the content of the amorphous phase in the 

sample. Changes in the shape of the signals from C2-C5 

carbons and C1 are also observed due to an increase in the 

content of the crystalline phase. [21][22] 

 

 
Fig.  5 Shape of C1 signal in 13C CP/MAS NMR spectra of glycerol and urea-

plasticized TPS/MMT nanocomposites (adapted from the thesis) 

The addition of a nanofiller (for example MMT) into the TPS 

matrix improves its mechanical properties, since it affects the 

structure and molecular mobility of TPS. A comparison of 1H 

BL NMR spectra of TPS and TPS/MMT (Fig. 6) shows that the 

presence of MMT causes a broadening of the signal, which is 

probably due to the interaction of glycerol with MMT. [23] 

 

 
Fig.  6 1H BL NMR spectra of TPS and TPS/MMT nanocomposites (adapted 

from the thesis) 

Besides of the effect of plasticizers and nanofiller, the 

influence of air humidity level on TPS and TPS/MMT 

nanocomposites was studied using NMR. Reduction in starch 

intermolecular hydrogen bond density is observed, when 

sample are stored at 85% relative humidity. At higher relative 

humidity, the higher amount of water is absorbed by the 

sample. It leads to an increase in the mobility of starch chains, 

because of additional plasticizing effect. [24] 

VI. CONCLUSION 

In recent years, research in polymer science is focused on 

biodegradable materials, especially biodegradable polymer 

nanocomposites based on thermoplastic starch. Various clays 

are usually used as nanofillers. These materials are studied 

using various experimental methods, for example scanning 

electron microscopy, X-ray diffraction analysis, dynamic 

mechanical analysis, nuclear magnetic spectroscopy, which can 

give important information about structure, molecular mobility 

and effect of many factors (storage time, type and amount of 

plasticizers, nanofillers etc.) on this characteristics. 

Despite the extensive research so far carried out, it is still 

necessary to explore many possibilities for improving the 

mechanical properties and structure of TPS-based materials, to 

find suitable amounts and combinations of plasticizers, 

amounts and type of nanofillers, starch modifications, etc. 

In the future work, TPS-based nanocomposites with various 

nanofillers will be studied using experimental techniques 

available at the Department of Physics. The other aim is to 

study effect of crosslinking of starch on structure and molecular 

mobility of nanocomposites. 
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Abstract4 In this article, we summarize results from usability 

testing of a decision support system (DSS) for cardiologists. We 

first proposed an extension of Van Welie layered model of 

usability. Based on the added aspects in extended Van Welie 

model, we created a questionnaire for DSS users 3 respondents. 

They followed the thought processes defined at the beginning of 

questionnaire and then they were asked to work on tasks within 

the mentioned DSS for cardiologists. After working on assigned 

tasks, respondents were asked to fill out the questionnaire based 

on their subjective perception of the system. The results from this 

questionnaire are provided in chapter II. and discussed in 

Conclusion.  

 
Keywords4decision support system, explainability, usability, 

Van Welie layered model of usability 

I. INTRODUCTION 

Usability can be defined in many ways. The phrase "user 

friendliness" was replaced by the term "usability" around 30 

years ago since by the early 1980s [1]. The International 

Organization for Standardization (ISO) has defined usability in 

the ISO 9241 standard series [1], which provides guidelines for 

evaluating and improving the usability of products, systems, 

and services. According to the ISO 9241 standard, usability is 

defined as the "extent to which a product can be used by 

specified users to achieve specified goals with effectiveness, 

efficiency, and satisfaction in a specified context of use." The 
term "usability" in the context of data analysis models refers to 

the ease and efficacy with which users can interact with the 

model to obtain relevant information [4]. 

II. MEASURING USABILITY  

In previously published paper, we have presented an 

extended Van Welie model [3]. For clearer usability 

measurements, we divided the questions from testing usability 

of DSS for cardiologist into groups according to which 
indicator they belong to. We tested SPPRK application with 

students of business informatics, that took place in Scheduling 

and Logistics class, while we used after testing questionnaire. 

We mainly focused on the indicators from the newly created 

model published in [3].  

Simplicity of control and overview of the system 

Ease of use for respondents mainly depends on whether the 

controls and functions are easy to understand. Since the 

respondents were guided by the description of the steps on how 

to use the application to work on the result, they consider the 

DSS application relatively easy to use. As soon as the 

respondents had to work without help in the second part of the 

tasks (Application of hierarchical clustering), it was more 

difficult for them to complete the tasks. The response to the 

ease of working with the application would probably be lower 
if working with more demanding functions. On the contrary, 

the design of the application and clarity was comprehensible to 

the respondents. The overall rating of this indicator is 68.46%, 

which means that it needs improvement in this area. We 

recommend adding explanations for a better understanding of 

the attributes, or a more detailed description of how to work 

with the record filter and attribute labeling.  

Explainability  

When it comes to explainability, we mainly focused on 

whether the respondent needs a user manual, possibly the help 

of an expert, or whether it is necessary to already have some 

knowledge to work with the application. Up to 82.3% of 

respondents perceive that it is necessary to have instructions for 

using the application, while the help of a technician/expert is 

not necessary. The respondents stated that even the initial quick 

training was sufficient to understand the basic functions with 

which they worked. Explainability based on answers is 48.25%, 
which is a very low. In practice, we would recommend adding 

explanations to the application's functions and illustrative 

examples of how to work with the application. We assume that 

the value of this indicator would be higher if the respondents 

were not lay users, but experts from practice. 

Accuracy of results and response rate  

After examining the results of the respondents' response to 

this indicator, we found that it has the best rating so far - 

82.93%. According to testers, the functions with which the 

respondents worked are well integrated. The visualization types 

that were applied to the application were rendered quickly and 

looked clear. The positive response to this question can also be 

attributed to the fact that respondents were explained what to 

look for on the graphs. The application itself does not provide 

a description of the graphs, which is important for users. 

System functions and sustainability  

Since the respondents used the basic functions they needed 

to work with the dataset, the answers to the question about the 

use of functions were mostly positive. To improve this 

function, it would be advisable to insert the possibility of 

adding a custom attribute according to the user's needs. The 

possibility of exporting results in several formats such as .xlsx 

or .csv is very useful, as the user can work with these results 
and format them outside the application. The application has a 
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well-described procedure of steps in which we should proceed 

to achieve the result, so the response to the logical sequence 

was high, 82.35%. The overall rating of this indicator is 

82.63%. 

Trust in the system  

The questions about this indicator were directed mainly at 

whether the respondents find this application easier and more 

efficient, whether they would use it in the future or whether 

they would recommend it to colleagues/classmates/researchers. 

Trust in the application has an average value of 68.90%. We 

assume that this average value is mainly influenced by the fact 

that the respondents' frequent answer to the future use of the 

application was neutral. Since all the respondents when testing 
the application were students, this application is not so useful 

for them. We assume that if we conducted the testing on experts 

from the cardiology field, the response to the usefulness of the 

application would be different. This question had the highest 

value in this group focusing on the system trust indicator, up to 

82.35%. 

Trust in the result 

The "result fidelity" indicator consisted of two questions that 

focused on whether respondents felt confident using the app. 

Since they only worked with a predetermined dataset, the 

confidence in these records was up to 88.23%. The answers to 

the feeling of self-confidence when using the application were 

different, which is also seen in the resulting value of this 

question - 69.41%. This value was preceded by whether the 

respondents had a good understanding of the procedure and the 

explanation of how to navigate the application. The total value 

of this indicator is 78.82%. 

Influencing the decision 

In this indicator, most of the respondents perceived that the 

system simplifies and facilitates their work with data, and 

therefore this question has an evaluation up to 78.82%. Since 

the respondents will not continue to work with this data and the 

application, the influence of the user's decision has an average 
value of 69.41%. The error rate was higher than we expected 

for some assigned tasks, which may also be because the 

application provides few help messages such as how to proceed 

and remove the error in the event of an error. The value of this 

indicator reached 72.54% during testing. 

Preference and quality of the solution 

The last indicator we focused on during testing was whether 

the application provides everything the user expects from it. 

We have seen comments that when downloading a chart as an 

image, the chart was not downloaded correctly. Otherwise, the 

application met most of the users9 expectations and therefore 

has a response value of 77.64%. Since the application provided 

only minimal notifications in case of bad filtering of records or 

other functions, we would recommend adding error messages, 

why the step cannot be performed by the application and how 

the user can fix it. This feature would make the application 

faster and easier to use. This indicator acquired a value of 
72.93%.  

III. CONCLUSION 

The explainability indicator had the smallest value. It is very 

important to focus on the quality of the explanation because this 

indicator also affects the overall impression of the 

application/system and also the feeling of trust in the system.  

This statement is also supported by the study [4] and [5], 

where the authors noted that a good explanation should be 

understandable for people and accurately describe the model 

behavior in the entire feature space, which increases the value 

of the fidelity indicator among users. Explainability is very 

subjective and the perceived quality of the explanation is 

contextual and depends on the users, the explanation itself, as 

well as the type of information the interested party is interested 
in. In practice, we would recommend adding a user manual on 

how to navigate the application, illustrative examples of how to 

work with the application, adding explanations to the 

application's functions, error messages and help on how to fix 

them. 

The indicators system functions and sustainability and 

accuracy of results and response rate had the highest values, 

where the percentage difference was minimal. Since users were 

working with a small amount of data, the response of the system 

and the generation of tables and graphs was acceptable. 

The overall usability of the application reached a value of 
73.61%. Based on the knowledge gained from article [6], we 

consider the application to be average. We also evaluated the 

usability of the system from the point of view of the most basic 

aspects such as "Effectiveness", "Efficiency" and 

"Satisfaction", based on the newly created usability model. We 

found that the indicators explainability and trust in the result, 

which were poorly fulfilled according to the respondents, cause 

low user satisfaction with the DSS. Conversely, the indicators 

control, influence and preferences, which belong to the aspect 

of effectiveness, had the highest values. The indicators 

accuracy and response time also had well filled values and 
therefore we consider this system effective.  

The mentioned application SPPRK was tested by students at 

Technical university of Kosice. Because the mentioned app was 

developed for cardiologists, this testing with students was 

solely designed for approving the added aspects of usability in 

extended Van Welie layered model of usability. It was also 

interesting to see, how students with no medical background 

can navigate through the app and answer questions about 

usability of a DSS. Because the added aspects were approved 

by testing and proven to be useful, it opens door for extended 

future usability testing by cardiologists or other professional 

users.  
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Abstract4This paper presents a summary of the post-graduate 

study conducted over the past year, including the research tasks 

solved and published articles. It provides an understanding of why 

measuring the adhesion of printed layers on flexible substrates is 

essential. It also examines the factors that influence adhesion and 

the adhesion mechanisms most likely to be involved in the 

adhesion between the printed layer and the substrate. The 

findings from the experiments suggest that the cross-cut adhesion 

test can be used for measuring the adhesion of thick layers on 

flexible substrates fabricated by screen-printing technology.  

 

Keywords4Thick layers, adhesion measurement, cross-cut test, 

flexible substrates.  

 

I. INTRODUCTION 

Flexible structures in the field of electronics are greatly 

impacted by printing technologies, which make possible the 

production of low-cost, low-weight, and low-temperature-

processing structures [1]. Screen printing is the most commonly 

utilized method for fabricating these structures. Screen printing 

technology has many advantages, including the printing of 

conductive, semiconductive, and dielectric thick layers on 

flexible substrates. This widely used printing technique 

involves pushing a high-viscosity paste through the open area 

of the mask with a squeegee [2]. 

The quality of printed structures on a flexible substrate must 

be investigated, as they are subjected to mechanical stress such 

as twisting, bending, stretching, and deformation to different 

shapes. It is essential that these structures maintain stable 

mechanical and electrical properties during this stress [3]. The 

quality of printed structures can be determined by measuring 

the adhesion between the printed layer, with a thickness of up 

to 30 ¿m, and the polymer substrate. This adhesion helps ensure 
the stress resistance of the printed structure [4]. Adhesion 

between polymer materials is a complex topic of study 

involving surface chemistry, rheology of pastes, polymer 

chemistry, polymer physics, and stress analysis. Different 

adhesion mechanisms, such as those based on diffusion, 

mechanical, chemical, molecular, and thermodynamic 

principles, affect the final adhesion between foil and paste. In 

particular, mechanical and diffusion adhesion are the key 

determinants of the adhesion between the printed layer and the 

polymeric substrate in the context of flexible electronics [5]. 

Printed electronics' adhesion to flexible substrates can be 

affected by various factors, such as cleanliness, shape, surface 

roughness, and wettability. By studying the adhesion of printed 

layers, one can gain insight into the mechanical properties and 

stability of printed electronics [5]. Substrate surfaces can be 

modified through physical and chemical treatments to increase 

adhesion. This includes treatments such as plasma, flame, 

chemical treatments, and roughening of the substrate surface. 

These treatments modify the free surface energy of polymer 

substrates and increase the total interfacial area between the 

printed layer and the polymer substrate via etching [2].  

II. INITIAL STATUS 

Nowadays, many adhesion tests are executed with the help 

of professional equipment. Examples include peel tests, pull 

tests, and scratch tests. The main drawbacks of these methods 

are the length of time needed to run the tests, the cost of the 

required equipment, and the lack of quantitative results. 

Furthermore, the procedures for sample preparation and 

measurement are often complex [6]. 

The aim of my work was to investigate the current state of 

development of silver pastes and inks, their composition, the 

possibility of their printing, the flexible substrates used in 

flexible electronics, and the adhesion mechanism between the 

printed layer and the substrate. Based on this study, the topics 

for the thesis were chosen:  

1. Development of a new polymer paste based on 

Ag2O particles. 

2. Analysis of layers9 adhesion on flexible substrates. 

3. Analysis of stable layers for flexible electrodes.  

III. SOLVED TASKS IN PREVIOUS YEARS 

The task which is summarized in the following section were 

solved in the last year of postgraduate studies. 

A. Thick Layers9 Adhesion Measurements on Flexible 
Substrate by Cross Cut Adhesion Test 

The cross-cut adhesion test is a useful choice for measuring 

adhesion in a fast and straightforward manner. Compared to 

other costly tests such as scratch tests, this method is reliable 

and easy to perform [7]. According to standards ISO 2409 [8] 

and ASTM D3359 [9], the cross-cut adhesion test consists of 

the mechanical disruption of the investigated layers using 
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special tools TQC CC 3000 to create six cuts perpendicular to 

one another, as depicted in Fig. 1. This method of human visual 

classification is commonly used to assess paint adhesion. This 

classification approach is approximate, but can be used to 

effectively evaluate paint adhesion. For more accurate 

evaluation of detached areas in fabricated electronic structures, 

a combination of software evaluation and an optical system 

should be used. 

 

 
Fig. 1. Principle of the cross-cut adhesion test. 

 

The focus of the experiment was the creation of samples 

using screen printing technology with three different pastes. 

These included two silver particle-based pastes (ED3000 and 

XZ250) and one carbon-based paste (ED5020). As polymer 

substrates, polyethylene-naphthalate (PEN) Teonex, 

polyethylene-terephthalate (PET) Mylar A, and polyimide (PI) 

Kapton HN were used.  

The samples were evaluated based on the percentage of 

detached area from the substrate, in accordance with both the 

ISO and ASTM standards. The self-developed CCT Analyzer 

software was used to evaluate the percentage of the detached 

area. A score of "0" is the highest achievable score as per the 

ISO standard, while "5B" is the highest achievable score 

according to the ASTM standard [10]. 
 

TABLE I 

DECISIONS LEVELS OF THE DETACHED AREAS 

Classification 
The size of the detached area 

in % ISO ASTM 

0 5B 0 

1 4B < 5 

2 3B < 5; 15) 

3 2B < 15; 35) 

4 1B < 35; 65) 

5 0B > 65 

Table 2 displays the data from the cross-cut adhesion test 

method, which includes the results of the samples classified 

according to ISO 2409 and ASTM D3359, as well as the 

number of tested samples. The results of the experiment show 

that this method is effective for measuring the adhesion of thick 

layers, resulting in a classification of 66 samples into class 2 

(ISO) and 3B (ASTM) on average. It appears that cross-cut 

adhesion testing of thick layers fabricated by the screen printing 

process is a cost-effective and reliable method of testing, 

eliminating the need for costly testing techniques. For more 

accurate results when testing the flexible layers, it is suitable to 

have a substrate thickness of at least 100 µm, to prevent over-
cutting of the substrate. 

TABLE 2 

CLASSIFYING SAMPLES ACCORDING TO ISO AND ASTM STANDARDS 

Substrate Pastes Samples 
Detached 

area [%] 

ISO / 

ASTM 

PI 

ED300 12 11.1 2/3B 

XZ250 12 9.7 2/3B 

ED5020 12 6 2/3B 

PET 
ED300 12 8.5 2/3B 

XZ250 6 9.4 2/3B 

PEN 
ED300 8 9.18 2/3B 

XZ250 4 12.2 2/3B 

The human element is disadvantage of this method that could 

lead to errors such as over-cutting of the substrate, failure to 

make the required six cuts, or imperfect perpendicular cuts. 

Despite this, the results of the test are still largely unaffected, 

making this method suitable for testing the adhesion of thick 

layers. 

IV. FUTURE WORK 

In the future, we will focus on fabricating high-viscosity 

conductive paste for screen printing based on Ag2O particles. 

To compare the adhesion of the self-developed paste to that of 

a commercially available silver paste, we will use an adhesion 

test method. Additionally, we will analyze the effects of surface 

treatments when applying these pastes. 
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Abstract4 This paper deals with an issue of uniform 

synchronization for different types of extended reality 

technologies. It also deals with a virtual reality and its devices, 

digital twins and virtual environments based on the principle of 

unifying diversity between such technologies.   

 

Keywords4 VR, Digital twin, XR , XR Diversity  

I. INTRODUCTION 

Advanced virtual reality technologies include a wide range 

of devices for implementing virtual spaces. Due to advanced 

development in a field of extended reality (XR)[1], 

communication and synchronization between virtual spaces 

and devices is much more complex [2]. The diversity is felt 

especially when implementing different types of virtual 

reality(VR) technologies like displaying devices or controlling 

such realities. There are many subsystems which should 

simulate or receive inputs from human senses such as audio 

systems, haptic devices or displaying devices. Therefore, it is 

needed to specify input and output devices to be able to 

implement virtual environments. Usually, tools for such 

development are found separately for each device. There is 

non-existent uniform system where it is possible to implement 

VR environment with a use of diverse devices without 

additional plugins or libraries. Also, if specific input and 

output devices were selected for development, environment is 

closely depended on these devices. Therefore, if the same 

environment wants to be used with another device, often it 

needs to be reimplemented for the needs of this device and 

developing environment.  

II. CURRENT STATE AND FUTURE WORK 

As it was mentioned in introduction, the implementation of 

VR environment usually take place in the form of choosing a 

specific technology for the development of a specific VR 

device. For example, if someone wants to create a VR 

environment for the Oculus Quest, it is necessary to choose a 

developing environment (engines, frameworks etc.) that 

includes development support for the glasses. The given 

environment, whether desktop or web-based, solves device 

mapping, defining semantics, transformations and instruction 

execution in a final VR environment. These are subsequently 

calculated in the final displaying device as a finished 

application. This means that the definition of the environment, 

semantics and input devices are usually handled in the 

hardware layer in which the system is being developed. The 

problem of such solution is the dependency of the support of 

the development environments for the given devices as well as 

overloading the final device with the computing processes. 

Based on this issue, the following requirements arose: 

" Create more graphically sophisticated environments, 

" be able to create more environments, 

" be able to display the environment on more output 

devices, 

" define input from controller so it can be reusable for 

another environment, 

" have one centrum for data flow, 

" specify unified semantic of inputs,  

" solve unified reusable collaboration. 

Those requirements can be solved with a system (figure 1.), 

which sins subsystem of VR environment. This subsystem 

should be placed on a separate computing unit which can 

compute graphically more sophisticated environments and 

have the capacity to store more of them. This subsystem 

should also be able to send the frames to final display devices, 

receive the inputs from various input devices based on the 

definition of the semantics from the given inputs and send 

outputs about the state of the environment. System should 

contain another subsystem for mapping various input devices 

and would define the semantics of their inputs as well as their 

values. Lastly, system would contain communication layer for 

data transfer.  

 

Figure 1.  Simplified architecture of a system based on requirements. 

Digital cave subsystem (DAVE, described in chapter V) 

would be the virtual helper to test the system on more 

complex displaying output device.  
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III. VR ENVIRONMENT TEMPLATE SUBSYSTEM 

As was mentioned in the previous chapter, it is needed to 

implement one unified VR environment. Environment would 

contain the specially designed avatars and control scripts. 

Control scripts should contain the logic for sharing and 

management of data from avatars and objects in the scene. 

Number of avatars in the environments should be 

corresponding to the connected display devices. Definition of 

static, local and shared objects depend on the topic and 

characteristic of the environment defined by the developer. 

Following figure 2 represent the template of such subsystem. 

 

Figure 2.   Template of VR environment subsystem and its components. 

After display device is connected and the instance of the 

avatar is created, data about head, body and controller 

transform should be start sharing. Setting up the 

transformations of an avatar, shared objects, their interactions 

and states should come from the communication layer.  

IV.  INPUT SOLUTION SUBSYSTEM - LIM 

To be able to control environment mentioned in a chapter 

before, system should contain the subsystem which can 

register input devices, map the values and define the data 

structure. Following figure 3 represents subsystem LIM 

(Lirkis Input Mapper) 

 

Figure 3.  LIM subsystem and its components. 

Node-red technology is used mostly for IOT (Internet Of 

Things) and is web-based. It can register local or network 

device and map their inputs using javascript. It contains nodes 

which can be connected to each other which define the final 

output. These outputs are then send via network layer and are 

linked to the specific instance of an avatar in the active VR 

environment.  

V. DIGITAL CAVE SUBSYSTEM - DAVE 

Template of VR environment subsystem should be sending 

the 360° frames as a visual definition from the specific avatar 

in the environment.  As there are more complex displays then 

just typical output devices shaped as a rectangle, it is needed 

to prove the functionality of unified system on more complex 

final devices as well. For this issue should be created the 

digital twin of a LIRKIS CAVE[3] (Digital cAVE 3 DAVE) 

presented in a following figure 4. 

 

Figure 4.  DAVE subsystem and its components. 

Current solution of LIRKIS CAVE is not able to connect or 

receive data from the internet. Therefore, digital twin should 

be more of an improved version of the current cave solution. 

As the authors describe in [3] DAVE should also parallelise 

the frames from master to the slaves and divide the final frame 

into six sections. Every slave has its adjacent displays. This 

slave will then display the final sectioned frame to the 

adjacent display.  

CONCLUSION 

There are many issues that needs to be solved like the 

trustworthiness of the devices, security on the network layer, 

communication protocols, architecture of the avatar camera 

and synchronization, but there is an assumption that this 

system should reduce the need for creating the VR 

environments repeatedly, which will reduce the development 

time. Also, the final output device such as VR glasses would 

be free of computing processes as the output device will just 

display the frame of the remote environment. It also should be 

possible to display the environment on a bigger spectrum of 

the devices. Likewise, the need for a physical hardware to 

execute instructions in a virtual environment should be 

reduced. Ultimately, the developing environment should be 

unified for a larger spectrum of virtual reality technologies.   

ACKNOWLEDGMENT 

This work has been supported by the KEGA grant no. 

048TUKE-4/2022:=Collaborative virtual reality technologies 
in the educational process= and the APVV grant no. APVV-

21-0105 <Trustworthy human-robot and therapist-patient 

interaction in virtual reality= 

REFERENCES 

[1]     Vasilchenko, A.; Li, J.; Ryskeldiev, B.; Sarcar, S.; Ochiai, Y.; Kunze, 

K.; Radu, I. Collaborative Learning & Co-Creation in XR. In 309 

Proceedings of the Extended Abstracts of the 2020 CHI Conference on 

Human Factors in Computing Systems; Association for 310 

Computing Machinery: New York, NY, USA, 2020; CHI EA 920, p. 134. 

https://doi.org/10.1145/3334480.3381056. 

 

[2]     Anthes, C., García-Hernández, R. J., Wiedemann, M. and Kranzlmüller, 

D. [2016]. State of the art of virtual reality technology, 2016 IEEE Aerospace 

Conference, IEEE, pp. 1319. 

   

[3]      M. Hudák, a. Koreko and B. Sobota, "On architecture and 
performance of LIRKIS CAVE system," 2017 8th IEEE International 

SCYR 2023 – 23rd Scientific Conference of Young Researchers – FEEI TU of Košice

43



Conference on Cognitive Infocommunications (CogInfoCom), 2017, pp. 

000295-000300, doi: 10.1109/CogInfoCom.2017.8268260 

 

 

SCYR 2023 – 23rd Scientific Conference of Young Researchers – FEEI TU of Košice

44



Controllable and Photorealistic Scenes Using NeRFs
1Matúš DOPIRIAK (1st year),

Supervisor: 2Juraj GAZDA

1,2Department of Computers and Informatics, FEI TU of Košice, Slovak Republic

1matus.dopiriak@tuke.sk, 2juraj.gazda@tuke.sk

Abstract—Instant-NGP, a variant of neural radiance fields
(NeRFs) for capturing static 3D scenes in a few minutes, is
considered one of the best inventions of 2022 by the magazine
Times. NeRFs belong to the category of implicit representations
and parametrize the input images captured from different angles
into high-fidelity 3D scenes stored in the weights of multi-
layer perceptrons (MLPs). In this paper, we introduce a basic
architecture of NeRFs, explain their variants towards controllable
and dynamic scenes, and propose applications derived from the
concepts such as metaverse, digital twin (DT) and autonomous
mobility in conjunction with multi-access edge computing (MEC).

Keywords—Autonomous mobility, digital twin (DT), multi-
access edge computing (MEC), neural radiance field (NeRF).

I. INTRODUCTION

The generation of photorealistic environments is extensively

related to the field of computer graphics, precisely 3D render-

ing. These techniques construct the scene as a set of objects

placed into the world coordinate system and then take into

account effects such as textures, the material of the surface,

visibility, shading and lighting conditions, which include re-

flection, refraction and diffraction. The camera viewpoint is

the cornerstone for the final step within the rendering pipeline,

thus placing the region of the 3D scene at a specific angle into

a 2D screen. The most challenging are transparent objects and

high spatial detail frequency scenes to achieve a photorealistic

impression in conjunction with lighting and material.

NeRFs are eminent to become a complement to newly

emerging areas such as metaverse, DT and autonomous

mobility. Metaverse refers to an immersive, interactive and

virtual shared space as the next generation of the Internet.

The DT, defined by Glaessegen and Starge [1], is generally

recognised as a complex simulation or more simulations at

once to fuse physical and digital products with real-time data

sharing. Autonomous vehicles tend to utilize MEC to delegate

computations towards edge servers placed near to the traffic

to perform high-demand computations.

II. NEURAL RADIANCE FIELDS (NERFS)

NeRFs [2] belong to the family of implicit representations

that utilize MLPs for the integration of a 3D static scene into

the weights of the network. The purpose is to parametrize a

signal as a set of images with the corresponding camera poses

and overfit the MLP. The neural network produces volume

density and view-dependent emitted radiance for each spatial

location. A differentiable volume rendering transforms the

product of MLP into a 2D image. The scene optimization is

then designated by the minimization between ground truth and

generated image. NeRFs accomplish a task widely known as

a novel view synthesis determined for the generation of 2D

images from an arbitrary angle of view.

We approximate continuous volumetric scene function with

MLP FΘ defined as:

FΘ : (x,d) ³ (c, σ), (1)

where 5D input is composed of the location of the point

x = (x, y, z) in 3D space and viewing direction d = (θ, φ),
in which θ and φ represent spherical coordinates composed

of the azimuthal and polar viewing angles, respectively. The

output of MLP are emitted radiance c as an RGB colour and

volume density σ(x) used to determine opacity of the point at

the 3D space. The network predicts the volume density σ(x)
as a function of only the location x. RGB colour c is predicted

as a function of both location x and viewing direction d.

Rays are emitted through each pixel at a distance of spec-

ified bounds to compute the resulting colour of the pixel. In

formal terms, the expected colour C(r) of the camera ray

r(t) = o+ td of its origin o and direction d in a distance of

a sample t along the ray, within near and far bounds tn and

tf , is defined as:

C(r) =

� tf

tn

T (t)σ(r(t))c(r(t),d)dt, (2)

where c is emitted colour of the ray in a particular distance

at a certain angle, i.e., the colour of the sample in a certain

position and direction in 3D space.

Accumulated transmittance is defined as follows:

T (t) = exp(2

� tf

tn

σ(r(s))ds), (3)

where T (t) is the probability that ray in the range from tn to

tf does not hit any material.

The integral is computed numerically using stratified sam-

pling that divides rays into N bins from which a sample was

uniformly drawn. Then the numerically computed expected

colour Ĉ(r) is defined as:

Ĉ(r) =
N
�

i=1

Ti(αi)ci, where Ti = exp(2
i21
�

j=1

σjδj), (4)

where alpha compositing αi = 1 2 exp(2σiδi) and

δi = ti+1 2 ti is the distance between consecutive samples.

A fully connected network FΘ cannot learn high-frequency

variation in colour and geometry by only feeding the model

5D input. The research of Rahaman et al. [3] proves the fact

that deep neural networks need higher dimensional input to

extract high-frequency variation in data. The knowledge is the

base for modification of FΘ as a composition of two functions
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FΘ = F 2
Θ çγ. F 2

Θ is learned by MLP and γ maps input R into

a higher dimensional space R
2L as:

γ(p) = (sin(20πp), cos(20πp), . . .

. . . , sin(2L21πp), cos(2L21πp)),
(5)

where p represents each location coordinate x normalized

in the range [21, 1] or three components Cartesian viewing

direction unit vector d whose values lie in [21, 1].
Ray passing through each pixel leads to the redundant

number of samples accumulated, especially in free space and

occluded background objects. In this regard, the approach

utilizes a pair of networks. A coarse network Ĉc(r) samples

a set of Nc locations using stratified sampling defined as:

Ĉc(r) =

Nc
�

i=1

wici, wi = Ti(12 exp(2σiδi)). (6)

A fine network Ĉf (r) samples a set of Nf locations using

inverse transform sampling. The final expected colour Ĉf (r)
leverages all samples, thus Nc + Nf . Hierarchical volume

sampling selects salient samples that contain parts visible in

the resulting pixel.

The render function is naturally differentiable afterwards the

loss is simply the total squared error between the expected

colour of both coarse and fine networks and the ground truth

pixel value defined as:

L =
�

r*R

['Ĉc(r)2 C(r)'22 + 'Ĉf (r)2 C(r)'22], (7)

where R is the set of rays in each batch.

The fine network Ĉf (r) primarily determines the final

rendering whereas the coarse network Ĉc(r) contributes to

the allocation of samples in the fine network Ĉf (r).
Explicit representations such as meshes and voxels struggle

with the size of the resulting scene. NeRFs take advantage

of an efficient way to store a complex scene to a size of

several megabytes. They are not dependent on dimension and

resolution of the input images and are naturally differentiable

as well. On the other side, training a scene composed of 100

images with a resolution 800×800 usually takes 1-2 days.

Accordingly, further optimizations are necessary.

III. EXTENDING NERF’S STATIC SCENES

Original NeRF research paper [2] has attracted the research

community tremendously. In this section, we will introduce ad-

vanced approaches enhanced in inference speed, and training

phase, especially extending static scenes to capture deforma-

tions and control the environment.

A. Fundamentals

Original NeRFs [2] can struggle with a generation of fine

details of the 3D scene and invoke artifacts in the form of

aliasing and blurring effects. If the dataset does not meet

mandatory requirements, then all input images are required to

be captured from the same or a similar distance. Mip-NeRF [4]

extends the original NeRF to prevent this problem by taking

into consideration the size and shape of the volume. The input

is a 3D Gaussian approximation of conical frustum to define

a region of integration of radiance field. Instead of ray casting

per pixel resulting in aliasing, cone tracing is introduced. The

cone is passed through each pixel and then cast into a set of

conical frustums rendered towards the reduction of aliasing

and blurring artifacts.

Conical frustum is defined as pentuple:

(o,d, ṙ, t0, t1), (8)

where we emit cone from origin o, thus apex of the cone,

in direction d. The radius is parametrized as ṙ at the image

plane defined as o+ d. Authors propose integrated positional

encoding (IPE) to feature a part of space in contrast to a

point in space. As the result, Mip-NeRFs produce different

features in the same position at different scales as opposed to

the utilization of rays.

IPE is defined as follows:

γ(µ,Σ) = Ex>N (µγ ,Σγ)[γ(x)] =

=

�

sin(µγ) ç exp(2(1/2) diag(Σγ))
cos(µγ) ç exp(2(1/2) diag(Σγ))

�

,
(9)

where µ,Σ represent multivariate Gaussian lifted onto the

positional encoding basis with N levels, x is a set of positions

in conical frustum and ç denotes element-wise multiplication.

Mip-NeRF reduces aliasing artifacts, significantly improves

the representation of fine details and utilizes a single neural

network in contrast to coarse and fine networks in the original

paper. Experimental results show that the approach is 7% faster

than the original NeRF with half as many parameters, and the

average error rate is reduced by 17% on NeRF’s single-scale

dataset whereas 60% on the custom multiscale dataset.

Ref-NeRF [5] solves a problem of representing glossy or

specular surfaces characterised by advanced reflections. Au-

thors propose alternative parametrization of directional MLP to

achieve more advanced interpolation of glossy appearance by

providing the reflection of the viewing vector about the local

normal vector. Supplementally, integrated directional encoding

(IDE) is introduced to spread emittance functions between

points with distinct levels of roughness. Consequently, trained

scenes can be edited in material roughness. Ref-NeRF outper-

formed approaches including Mip-NeRF and other non-NeRF

models, on the custom Shiny Blender Dataset, original NeRF

dataset and Real Captured Scenes.

RawNeRF [6] is based on Mip-NeRF and omits input as

processed images in low dynamic range (LDR) colour space.

They lose several details in bright areas. Other details are com-

pressed by tonemapping curve along with the following quan-

tization to 8 bits. The proposed approach employs unprocessed

high dynamic range (HDR) linear raw images to handle noise

and learn more subtle details in the scene. Supplementarily,

it controls viewpoint, focus, exposure and tonemapping. The

approach outperforms state-of-the-art single and multi-image

deep raw denoisers, mainly in the reconstruction of extremely

bright and dark parts of the scene, e.g., night captures.

B. Dynamic

We have covered NeRF variants for the generation of only

static scenes to query arbitrary views of the 3D space without

the possibility of further interaction as motion capture.

D-NeRF [7] extends reconstruction of high-fidelity 3D

scenes towards capturing rigid and non-rigid transformation

over time using two MLPs. Canonical network ψt learns

spatial mapping to encode scene, i.e., a transformation between

points in time t into a canonical space as follows:

ψt : (x, y, z, t) ³ (∆x,∆y,∆z), (10)
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where ∆x,∆y,∆z * R
3 are transformed coordinates of the

point in time t.
Deformation network ψx maps the canonical scene config-

uration into the deformed scene at a given time as follows:

ψx : (x+∆x, y +∆y, z +∆z, θ, φ) ³ (R,G,B, σ). (11)

Experimental results show that D-NeRF can perform novel

view synthesis at an arbitrary time to photorealistically capture

the dynamics of complex human body postures.

Hyper-NeRF [8] is an advanced NeRF variant that captures

deformations of 3D scenes. The pivotal purpose is to plausibly

model motion concerning topological variations in extending

canonical space into higher dimensional space, called canon-

ical hyper-space, inspired by level-set methods. Hyper-NeRF

achieved high-fidelity results in the reconstruction of scenes

with topological changes, e.g., a human opening their mouth

in contrast to Nerfies [9] as an underlying architecture.

C. Performance

NVIDIA researchers have developed Instant neural graphics

primitives (Instant-NGP) [10] primarily focused on speed-

ing up a training phase preserving details using parallelism

of graphics processing units (GPUs) by fully-fused CUDA

kernels. Neural graphics primitives, mathematical functions

parametrizing appearance, combined with multiresolution hash

encoding reduce floating point and memory access operations.

The prominent contribution concerns multiresolution hash

encoding, which assumes a determined location of a point.

Space is divided into grids of different resolutions representing

coarse and fine features. The surrounding grids are found for

the point and indices are assigned to the vertices of the grids

by hashing their coordinates. Subsequently, a hash function

looks up feature vectors from the corners linearly interpolated

and merged into a single vector. Lastly, the outcome is fed to a

shallow MLP, which trains not only their weights but encoding

parameters, i.e., feature vectors. Experimental results prove a

rapid reduction of training time from hours even to seconds

in contrast to state-of-the-art approaches.

EfficientNeRF [11] improves the training and testing phase

in conjunction with performance. Several speed optimization

methods are introduced during training including lightweight

MLP, valid sampling at the coarse stage, and pivotal sampling

at the fine stage to efficiently master the sampling procedure.

During testing, the scene is represented as tree-based data

structure, called NeRFTree, to enhance rendering speed. The

proposed optimization techniques reduce more than 88% of

training time, and the rendering speed reaches 200 FPS.

D. Large-scale

Block-NeRF [12] elaborates large 3D scenes, especially

outdoor environments, using individual Block-NeRFs and then

compositing them into one unit during the rendering phase.

The approach enables parallel reconstruction of parts of the

scene and update regions without intervention into the rest.

The proposed approach introduces appearance embeddings

and learned pose refinement to tackle varying weather con-

ditions, amount of illumination and pose artifacts in gath-

ered dataset. Visual distinctions are adjusted by addition of

camera exposure information. Transient objects, e.g., cars and

pedestrians, are masked using semantic segmentation and then

ignored during training. Experimental results in the form of

Fig. 1. A PNF scene decomposed by panoptic segmentation [17].

reconstruction of the street on 2.8 million images gathered

over three months prove the ability to compose large-scale

environments.

E. Advanced control of the scene

The potential of NeRFs has attracted many researchers to

push underlying static 3D scenes beyond their limits towards

controlling high-fidelity and dynamic 3D scenes in time.

Over the last year, many advanced research papers have been

released. We primarily draw attention to editable, motion-

based approaches heading towards fusion with the promising

future applications mentioned in sections I and IV.

NeuralHOFusion [13] captures advanced human interactions

with different types of objects including clothes or bags

allowing replacements of their parts. Authors in the research

paper [14] propose a controllable 3D environment allowing

pose, shape and clothes control of humans based on a mesh

surface. Chen et al. [15] reconstruct not only plausible looking

objects but primarily interact with the environment to simulate

a diverse set of deformations using point clouds. Clip-NeRF

[16] controls scenes using text or image input to modify

models, such as cars and chairs.

Panoptic neural fields (PNF) [17] decompose static 3D

scenes into parts including background, called stuff, and count-

able object instances, called things, represented as instance-

specific MLP in the form of object tracks. The approach

addresses several tasks including semantic segmentation, in-

stance segmentation, depth prediction, scene editing and scene

decomposition into classes. Fig. 1 depicts a PNF scene decom-

posed by panoptic segmentation allowing extraction of objects.

AutoRF [18] reconstructs a 3D scene composed of objects by

decoupling the rest of the environment. Panoptic segmentation

and 3D object detection extract essential data about the desired

class to be reconstructed even from a single image.

IV. APPLICATIONS AND FUTURE WORK

As of 2023, NeRFs have gone through a major trans-

formation from photorealistic static 3D scenes allowing the

reconstruction of high-frequency reflections and transparent

objects to efficiently capturing deformations through time, en-

vironmental conditions and control material, pose and shape of

objects. The aforementioned core features of NeRF’s variants

are the source for many applications in rapidly developing

areas including metaverse, DT and autonomous mobility in

conjunction with MEC.

Several applications are implicitly based on the nature of

the given invention. Admittedly, NeRFs can serve as a tool

for human body reconstruction used in the metaverse not

only for their photorealistic look but due to their ability

to perform advanced interaction with the environment. For
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Fig. 2. MEC network applications in smart cities.

instance, model deformations are influenced by realistic ma-

terial properties. The subsequent usage is connected with the

development of augmented reality and the plausible placing

of virtual objects into the real world along with variations

in reflections. Additionally, modification of model properties,

such as control of pose, shape and replacement of the parts,

refines the resulting impression of mixed reality.

DT creates an immersive system by fusion of physical and

digital products in real-time. It is also a part of the concept

of transforming manufacturing into industry 4.0 as well. The

core idea is to construct a virtual and high-fidelity form of

reality via the Internet of Things (IoT), Artificial Intelligence

(AI) and big data. Virtual environments do not collect only a

set of heterogeneous data but replicate various processes of the

physical system. Especially dynamic and controllable variants

of NeRFs contribute to the prediction and visualisation of a

wide range of repeating movements of robots taking place

in real-time. As a result, several operations, such as advanced

robot navigation, path planning and work in the manufacturing

industry can be done without the intervention of a human

operator represented by a specialized robot.

MEC networks can leverage base stations hierarchically

arranged according to the frequency of the signal. Emitting

high-frequency signals allows high speed but exhibit low

stability influenced by obstacles, such as buildings, trees or

even rain. Inevitably, high-frequency base stations have to

be placed densely to preserve high signal quality with edge

computing servers to arrange low latency and offload complex

computations on end devices, e.g., cars. A principal idea

of the edge servers is based on placing them near to the

end devices to predominantly delegate complex computations

towards the edge of the network. In this manner, it attenuates

the overall cost of the end device with the absence of powerful

and expensive GPUs. It signifies the bridge between process-

ing trivial and crucial decisions with frequent offloading of

the task relative to the complexity and importance. NeRFs

can play an eminent role in processing of their synthetic

images for computer vision tasks, such as object detection

and panoptic segmentation a few seconds ahead within the

predefined route of the car. Trained 3D scenes can facilitate

data transfer between autonomous vehicle and edge server

by sending only difference between NeRF and real image

from the camera of the vehicle to reduce latency and enhance

immediate interactions with the environment. Fig. 2 depicts

edge servers participating in a wide range of tasks including

object detection, object tracking and prompt decision-making

processing of autonomous cars. The aforementioned ideas are

the source for future investigations in the form of a diverse

set of simulations to verify the possibilities of deployment of

the proposed system into the real environment.

V. CONCLUSION

The research paper has introduced an underlying NeRF

architecture. The cornerstone algorithm is basis for opti-

mizations in performance, accuracy and advanced control of

the 3D scene. They encompass applications in augmented

reality, as avatars in the metaverse, in the reconstruction of

controllable 3D scenes in conjunction with the concept of DT,

and autonomous mobility using MEC networks.
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Abstract—The increasing number of cyber-attacks, such as
Distributed Denial of Service attacks, is a major concern for
the security of network services providing the Internet. The
most common form of attack is Denial of Service attacks where
attackers try to cause a website or service to fail by sending
a large number of requests to the target website. To prevent
such attacks, it is crucial to have a mechanism that can detect
DDoS attacks in real time. Options for detecting attacks also
include machine learning algorithms that show promising results
in detecting Denial of Service attacks attacks. To implement
these algorithms, the TensorFlow framework can be used, where
data obtained from the NFStream library, which provides a
description of the network using pre-defined parameters, enters
the model. The most important part of training the model is the
creation of a large set of records of network attacks, which are
then used to create a machine learning model with the help of
the interface of the tensorflow framework, which can be used to
detect anomalies.

Keywords—NFStream, NetFlow, Machine learning

I. INTRODUCTION

The growth of the Internet and the increasing use of

online services have resulted in an increase in cyber attacks,

especially the use of Distributed Denial of Service (DDoS)

attacks [1]. The HTTP protocol is used for communication

between clients and servers and is an integral part of the online

world that continues to expand [2]. The use of HTTP traffic

for DDoS attacks is becoming more and more popular, so

it is necessary to provide methods to protect against these

attacks in real time. As a protection system, it is possible to

use the basic technologies of HTTP protocol analysis, mainly

the analysis of access to data on the server. The use of machine

learning algorithms in DDoS attack detection enables real-time

analysis of network traffic and has the potential to quickly

and accurately detect attacks. Combining machine learning

algorithms with TensorFlow and NFStream frameworks [3]

can provide a robust solution for detecting DDoS attacks in

HTTP traffic. TensorFlow is a machine learning and deep

learning platform developed by Google [4]. The platform

provides a number of tools and techniques for developing and

training machine learning models, making it an ideal choice

for developing a DDoS attack detection system. The NFStream

platform is a high-performance and scalable network data

analysis framework optimized for processing large volumes

of network traffic. NFStream provides a number of tools and

techniques for network traffic analysis, making it an ideal

choice for HTTP analysis. In this research paper, we focus

on exploring the use of machine learning algorithms with

TensorFlow and NFStream frameworks to detect DDoS attacks

in HTTP traffic [5].

II. RESEARCH ENVIRONMENT ARCHITECTURE DESIGN

DDoS attacks are a significant threat to the availability

and reliability of online services. These attacks use multiple

compromised systems to overload the target network with an

excessive amount of network traffic. This paper describes the

design of a research environment architecture for detecting

DDoS activity in HTTP traffic using machine learning algo-

rithms. The architecture uses the TensorFlow framework and

the NFStream framework to create a scalable and efficient

DDoS attack detection system. The architecture is designed to

handle high-volume HTTP traffic and provide fast and accurate

DDoS detection at high speed or even in real time. The

proposed architecture of the resulting environment consists of

the following components:

• Data Collection - The first part in the architecture is to

collect HTTP traffic data. Data can be collected from

various sources such as routers, switches, firewalls or web

server metrics. The collected data is passed through a

pre-processing function where it is subsequently filtered

to remove irrelevant information to reduce the size of the

data and improve the processing efficiency.

• Data analyze via NFStream Framework - The NF-

Stream library is used in the architecture as a real-

time data processing and analysis tool. NFStream is a

high-performance, distributed network stream processing

and analysis framework optimized for real-time network

traffic analysis. The NFStream library provides an API

for processing network streams in real time. This library

can be used to handle HTTP and HTTPS protocol usage

and DDoS attack detection.

• Data Preprocessing - The preprocessed data is then passed

through a series of filters to extract relevant features and

remove any noise from the data. This process involves

normalizing the data and transforming the data into a

format suitable for use in machine learning algorithms.

The resulting feature set is used as input to machine

learning algorithms.

• Machine Learning Algorithms - The machine learning

algorithms used in this architecture are designed to detect

DDoS activity in network flows targeting the HTTP

49



protocol. These algorithms include supervised learning

methods such as decision trees, random forests, and

support vector machines, as well as unsupervised learning

algorithms such as k-means clustering and self-organizing

maps. Algorithms are trained on a data set containing

network transmissions of the HTTP protocol as well as

other protocols. Increasing the amount of data that enters

the model creation process affects the accuracy, which

depends on learned patterns of network traffic behavior

and the behavior of network traffic associated with DDoS

attacks.

• TensorFlow Framework - The TensorFlow library is used

as a basic framework for creating and deploying machine

learning algorithms. TensorFlow provides an API for

building and training machine learning models, as well

as tools for deploying the models in production envi-

ronments. TensorFlow also provides support for GPU-

accelerated processing, which is critical for detecting

attacks from large amounts of real-time data.

• Model Deployment - Once a machine learning model is

created, this model is deployed to real network traffic,

focusing on the NFStream library. The deployed model

is used to process incoming HTTP traffic in real time,

where DDoS attacks are detected and logged.

III. IMPLEMENTATION OF MACHINE LEARNING MODEL

The ability to analyze network traffic with high accuracy

can make a big difference in protecting the network and its

users from the disruptive and potentially devastating effects of

DDoS attacks. The important step is to prepare a set of suitable

data for network traffic analysis. Creating a large dataset of

data is possible in several ways, using already created datasets

containing various attack methods or by creating your own

simulated environments for creating network attacks.

Fig. 1. Dataset analysis procedure

The fig. 1 shows the procedure for processing pre-prepared

datasets, where processing results are stored and prepared data

that can be implemented into a machine learning model [6].

As input data to the process, it is necessary to provide PCAP

(Packet capture) samples of the required attacks on the HTTP

network. These PCAPs are subsequently analyzed using the

NFStream framework, and with the use of the API interface,

the required parameters are converted into CSV files that

can then be further processed. The most important part of

the processing is the addition of LABEL parameters to the

given data samples, which are additional data for the process

of creating machine learning models. As a categorization for

the machine learning model, the samples were labeled with

numerical attributes from the number 1 to the number 5, where

each number represents the type of attack in the given data

sample:

• Label 1 – SYN Flood

• Label 2 – UDP Flood

• Label 3 – HTTP

• Label 4 – SCAN port

• Label 0 - Other

The HTTP type attack consisted of several attack samples

and variants, specifically attacks aimed at the following vul-

nerabilities of the HTTP infrastructure:

• HTTP Flood (TCP, UDP)

• Slow Read

• Slow Post

• Slow Get

• HULK attack

• Goldeneye attack

These most common types of attacks were included in the

datasets, which were subsequently used in the creation of a

machine learning model for detecting DDoS attacks.

IV. CONCLUSION AND FUTURE WORK

In this work, we analyzed network traffic using NFStream

and subsequently created machine learning methods using

TensorFlow to detect DDoS attacks in HTTP network traffic.

The proposed solution used the TensorFlow library to train a

deep neural network model with a dataset containing normal

network traffic and network traffic containing various DDoS

attacks aimed at overloading the server or network infrastruc-

ture used. Among the analyzed parts in this work was the

creation of various datasets using a simulated environment or

the use of currently available public datasets of various attacks

on network infrastructures. The accuracy and credibility of

these attacks ensures higher accuracy of the model when

detecting HTTP attacks on the given network. As part of

the work, a model was designed in which the metrics of the

recorded network traffic are analyzed using the API interface

of the NFStream framework. This framework ensures the

extraction of the required parameters that describe the given

network flow. With the use of the NDPI (open source deep-

packet inspection) [7] library, it is possible to analyze what

kind of network communication is involved, or even extract

from the headers the Internet browser used. In future work, it

is necessary to focus on the implantation of:

• Implement known blacklists of known IP addresses that

contain unwanted network traffic into the data analysis

process

• In the analysis process, implement the results from the

honeypot device, which can more accurately describe

possible attacks or scan the network infrastructure

By including these requirements, it is possible to increase

the accuracy and detection speed of the machine learning

model. The more parameters we make available to the machine

learning algorithm, the more accurate a model can be trained

to analyze network traffic.

ACKNOWLEDGMENT

This publication has been published with the support of the

Operational Program Integrated Infrastructure within project:

Research in the SANET Network and Possibilities of Its

Further Use and Development (ITMS code: 313011W988), co-

financed by the ERDF. Development and innovation of TUKE

SCYR 2023 – 23rd Scientific Conference of Young Researchers – FEEI TU of Košice

50



simulation environment in the field of technical sciences

(004TUKE-2-1 / 2021)

REFERENCES

[1] Y. Fu, F. Lou, F. Meng, Z. Tian, H. Zhang, and F. Jiang, “An intelligent
network attack detection method based on rnn,” in 2018 IEEE Third

International Conference on Data Science in Cyberspace (DSC). IEEE,
2018, pp. 483–489.

[2] G. A. Jaafar, S. M. Abdullah, S. Ismail et al., “Review of recent
detection methods for http ddos attack,” Journal of Computer Networks

and Communications, vol. 2019, 2019.
[3] Z. Aouini and A. Pekar, “Nfstream: A flexible network data analysis

framework,” Computer Networks, p. 108719, 2022.
[4] M. Abadi, P. Barham, J. Chen, Z. Chen, A. Davis, J. Dean, M. Devin,

S. Ghemawat, G. Irving, M. Isard et al., “Tensorflow: a system for large-
scale machine learning.” in Osdi, vol. 16, no. 2016. Savannah, GA,
USA, 2016, pp. 265–283.

[5] A. A. Galtsev and A. M. Sukhov, “Network attack detection at flow
level,” in Smart Spaces and Next Generation Wired/Wireless Networking.
Springer, 2011, pp. 326–334.

[6] M. Hasin, M. Chovanec, J. Palša, and M. Havrilla, “Analysis
and collection data from ip network,” Acta Electrotechnica et

Informatica, vol. 22, no. 3, pp. 18–23, 2022. [Online]. Available:
https://doi.org/10.2478/aei-2022-0013

[7] G. B. Satrya, F. E. Nugroho, and T. Brotoharsono, “Improving network
security-a comparison between ndpi and l7-filter,” International Journal

on Information and Communication Technology (IJoICT), vol. 2, no. 2,
pp. 11–11, 2016.

SCYR 2023 – 23rd Scientific Conference of Young Researchers – FEEI TU of Košice

51



Comparison of various magnetoelastic 
compressive force sensor models 

1aimon GANS (2nd year) 
Supervisor: 2Ján MOLNÁR 

1,2Dept. of Theoretical and Industrial Electrical Engineering, FEI TU of Koaice, Slovak Republic 

1simon.gans@tuke.sk, 2jan.molnar@tuke.sk 

 

Abstract4This paper addresses the problem of a meaningful 

comparison of various magnetoelastic sensors. Because the 

mechanical and electromagnetic fields inside the sensor bodies can 

quantitatively differ quite drastically between them and 

mechanical loading can be applied to various surfaces of the 

sensor, comparing them solely just on their electrical output 

signals is not enough to compare them fairly. Therefore a more 

intricate classification system is introduced.  

 

Keywords4magnetism, magnetoelastic, mechanical, sensors  

 

I. INTRODUCTION 

Magnetoelastic sensors have gained a lot of popularity in the 

field of electrical and non-electrical measurement. They have 

been found useful for the sensing of compressive[1], tensile[2], 

bending[3], and torsional forces[4]. When manufactured into 

thin wires and ribbons, they can be used for temperature and 

pressure sensing[5], the measurement of the environment9s 
pH[5] or viscosity[6], and much more. When coated with glass, 

the sensor9s body is protected from harsh environments and can 

operate under nearly any conditions[7]. 

The sensing principle of such sensors is based on the change 

of magnetic properties due to mechanical action. A stress-

induced change of permeability is evaluated, which mostly 

manifests itself as a change of coil inductance or a change of 

coupling between transformer coils[8]. Other evaluation 

principles like a change in mechanical resonant frequency or a 

change of harmonic contents in the output signal are also 

used[9]. 

In the field of compressive force measurement, they are 

mostly used for the measurement of very large forces that are 

present in rolling mills[11], or bridge structure monitoring[10]. 

For other everyday applications like personal or kitchen scales 

usually, resistive tensometric force sensors are used, due to 

their excellent linearity and their ability to work with DC input. 

On the other hand, magnetoelastic sensors made from bulk 

materials tend to be linear in a small interval of forces and they 

usually require AC waveforms to operate[8]. However, they are 

mechanically extremely robust, and their output signal is many 

times larger and is more sensitive to stress than it is in the case 

of tensometers. They are also immune to electromagnetic 

interference[8]. These factors invite us to spend resources and 

time optimizing such sensors to possibly broaden their 

application scope in today9s industry.  

However, when choosing a metric of how well a sensor 

performs, we suggest that it is not enough to just focus on the 

output characteristics of the sensor, but also on how the loading 

affects the sensor's structural integrity, the linearity of the 

sensor's response, and more. Therefore a new metric of 

quantitative sensor comparison is proposed. 

II. SENSOR CHARACTERISTICS 

Multiple sensor characteristics were chosen that characterize 

it individually from the mechanical and electromagnetic points 

of view, which will be described in this chapter. The analysis 

steps will be demonstrated on the shown sensor model (Fig. 1). 

 

Fig. 1: An example 2D model of an elastomagnetic sensor that is the 

subject of analysis. 

A. Output voltage 

For the measurement of static compressive forces, an AC 

input energy source is mostly used[8]. Permanent magnet 

excitation has been employed as well, but it is more commonly 

used for dynamic force measurement[12]. The output voltage 

of the sensor, therefore, is a periodic signal, which 

characteristics vary with the action of force. The amplitude, 

RMS value, and frequency components vary with force 

application. The RMS value was chosen for the evaluation of 

this change (1), 

 

 ýýýþ = :1ÿ + þ2(ý)�ýý+ÿý  (1) 

 

Ferromagnetic 

body 

Air Force  

Magnetizing coil 

Sensing coil 
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where u is the output voltage waveform and T is the period of 

the waveform. The change of RMS voltage as a function of 

force is then considered. A metric that characterizes the 

performance of the sensor from the viewpoint of this 

characteristic is the sensitivity of the sensor (the slope of the 

line in Fig. 3).  

 

Fig. 2: The output voltage waveforms (voltages induced on the 

secondary coil) of the analyzed sensor at different compressive 

mechanical stresses. The magnetizing current flowing through the 

magnetizing coil was a sine wave with 1 A amplitude and 50 Hz 

frequency. 

 

Fig. 3: Graph of the RMS voltage changes computed from the 

waveform in Fig. 2 as a function of compressive stress. 

B. Mechanical loading 

When a force is acting on mechanical structures, the analysis 

of internal stresses is an important branch of mechanical 

engineering. Every structure has a maximum yield point after 

which the structure mechanically fails or plastically deforms. 

In the case of sensor technology, measurement repeatability is 

an important factor so the material should be loaded only in its 

linear elastic region of the corresponding stress-strain curve to 

ensure that the internal structure does not undergo any changes. 

Loading the sensor further can lead to irreversible deformation 

or material failure which drastically changes the sensor's 

characteristics. To estimate the amount of stress a given sensor 

under load experiences, with the assumption that the material 

behaves like a linear elastic material, the Huber-Mises-Hencky 

theory of maximum energy of distortion was employed. The 

output of this analysis is the von Mises stress distribution inside 

the material[13]. The analysis was also done with the help of 

finite element analysis models. 

 

Fig. 4: 2D plot of the internal mechanical stress analysis (von Mises) 

and the point of maximum stress highlighted by the red circle. The 

input load was a mechanical compressive stress of 1 MPa in the force 

direction shown in Fig. 1. 

The stress alone is not enough to evaluate the mechanical 

strength of the structure. The applied load and its placement 

must be considered because internal stresses vary when loads 

act in different regions of the body. The maximum stress 

observed in the stress analysis of the sensor body is divided by 

the mechanical stress load acting on the body (force divided by 

unit area). This gives a number that is invariant of load size due 

to the linearity of the analysis and defines the mechanical 

structure strength of the sensor in correspondence to the given 

load placement. The higher this number is, the worse the 

structure performs mechanically. It is described by equation 

(2), 

 

 ýþÿ�/ = ÿþÿýÿýýÿý (2) 

 

where xmech is the described mechanical structure metric, Ãmax is 

the mechanical stress at the most stressed point of the material 

and Ãload is the force per unit area that is being applied to the 

sensor body. The xmech value for this sensor is 2,817. 

C. Static characteristic nonlinearity 

An ideal elastomagnetic sensor has a linear relationship 

between the output voltage change and the acting force. When 

non-linearities are introduced, then the force that acts on the 

sensor must be interpolated (or in some cases extrapolated) 

from a look-up table or it must be computed from some fitting 

formula, which makes the evaluation process more 

computationally expensive and prone to errors. The maximum 

nonlinearity error is computed in reference to the linear 

regression curve that is fitted from the static sensor 

characteristic shown in Fig. 3[15].  

 

MAX = 2.817E6 N/m^2 

N/m^2 
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Fig. 5: An example showing how the nonlinearity error is computed. 

  

The linear model is given by equation (3), 

 

 �ýýýþ = ÿý + � (3) 

 

where a and b are constants, F is the applied force to the sensor 

and �URMS is the output RMS voltage of the sensor compared 

to the unstressed state. The maximum relative nonlinearity 

error of the force measurement is defined by equation (4), 

 

 ÿý = max (|ÿý22 ��ýýþ+�ÿ;ýþÿý | ; 100) (4) 

 

where F9 is the corresponding force for the given RMS voltage 

change in the real sensor characteristic and Fmax is the 

maximum force that was applied to the sensor. 

 

 

Fig. 6: The relative linearity error computed from the output voltage 

data of the analyzed sensor. The maximum linearity error was 

0,251 %. 

III. THE FINAL COMPARISON METRIC 

Evaluating the performance of different sensors numerically 

should be a combination of all mentioned individual metrics. 

An approach was introduced in which many sensors were 

simulated and analyzed by the specified metrics mentioned in 

the last chapter. The metrics are then normalized in between the 

set of sensors so that every sensor gets assigned a value 

between 0 and 1 in the given metric linearly. The metric will 

then get combined into a final value that characterizes the 

performance of the sensor for static load measurements. This 

metric orders the set of sensors performance-wise. The formula 

for the final characteristic is expressed by (5), 

 

 þ�ÿÿ = ÿþ�þý�þý + �þþÿ�/ + �þýÿÿ (5) 

 

where yfin is the final metric of the sensor performance, youtput is 

the normalized metric that quantifies the sensor performance, 

ymech is the normalized mechanical loading characteristic of the 

sensor and ylin is the normalized nonlinearity error 

characteristic and a, b, and c are constants of proportionality 

that determine the importance of the characteristics in the final 

metric. For the comparison, we used a = 2, b = -1, and c = -2, 

which means that we set the linearity and the sensitivity to be 

twice as important compared to the mechanical metric. The 

negative numbers were assigned to a metric in which higher 

numbers define a worse-performing sensor (a higher 

nonlinearity error is worse than a smaller the same applies to 

the mechanical characteristic). Some problems can arise with 

the usage of this type of sensor description as when the set 

contains a sensor that is numerically very different from the 

others metric-wise, then the other sensors are more closely 

grouped in the normalized interval which diminishes their 

differences. Therefore, when a sensor is very underperforming 

compared to the rest it should not be added to the comparison 

set. 

IV. RESULTS 

A set of 16 sensors were simulated and analyzed by the given 

metric. The sensor models can be obtained from the 1st author 

of this work and were not included in this paper, because of 

length considerations. The comparison graph of the sensor 

performances can be seen in the graph below (Fig. 7). 

 

Fig. 7: A graph of different sensors' final metrics. We can see that the 

largest value of the metric is 1,47 and it belongs to the sensor depicted 

in Fig. 1. It combines high sensitivity, high linearity, and also good 

mechanical characteristics from the set of simulated sensors. The 

lowest value of -2,73 describes the performance of a sensor that is 

depicted in Fig. 8. 

 

Fig. 8: The worst-performing sensor geometry with a performance 

metric of -2,73. 
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V. FUTURE WORK 

This is one example of a metric that will be used as a cost 

function in the optimization process of the depicted sensor 

geometry (Fig. 1) and its characteristics to maximize its 

performance. Parameters like coil turn count, input current 

amplitude and waveform, dimensions of the sensor, placement 

of holes of the coil, and their shapes and orientation will be 

varied to find the optimum configuration for a given scenario. 

The output of this process should be an optimized sensor 

geometry with optimized input power characteristics. The 

analysis of such a model and its experimental verification will 

be the subject of future work. 

 An example of a geometry variation of the sensor depicted 

in Fig. 1 is shown in Fig. 9. The <sides= of the sensor are 

parametrically defined via an ellipse arch with a given 

eccentricity and the holes for the coils are defined by their 

eccentricity, orientation, and position. By sweeping through 

many different combinations of parameters, the best-

performing sensor will be selected and tested experimentally in 

reference to worse-performing sensors to confirm the reliability 

of the model. 

 

 

Fig. 9: Parametric model of the sensor body 
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Abstract4 This paper is a summarization of the last year of 

post-gradual study. Amorphous glass-coated microwires are 

perfect materials for theoretical study and technical applications. 

The study of the dynamic of a domain wall (DW) moving in 

bistable microwire in a region of rapidly-changing magnetic field 

under influence of lower temperature is presented. Peaks in wall 

velocity were observed as DW passed through the region of 

rapidly increased magnetic field. The propagating DW is forced 

to change its parameters in a very short time, resulting in an 

increase in velocity above its equilibrium value after the DW 

passes through a region of rapid magnetic field increase. 

Keywords4 Glass-coated microwires, domain wall dynamics, 

bi-stable behavior. 

INTRODUCTION 

Mechanical stress and strain sensors are increasingly used in 

countless industrial applications like aerospace, automotive, 

process control, biotechnology, etc. [1-3]. Therefore, 

monitoring and recording the strains is crucial for the actual 

research and further analysis [4,5]. Nowadays, Structural 

Health Monitoring is often used, which involves the 

observation and analysis of a structural system over time using 

periodically sampled response measurements to monitor 

changes in the material and geometric properties of bridges and 

buildings. Magnetic-based sensors represent the possibility for 

contactless mechanical strain and stress monitoring. 

A specific group of magnetic materials for this application 

are ferromagnetic amorphous glass-covered microwires. They 

consist of a metal core with a diameter of a few micrometers to 

100 ¿m covered with a glass envelope with a thickness of a few 
micrometers up to 25 ¿m. They are prepared by drawing a glass 
capillary with molten melt through a stream of water, the so-

called Taylor-Ulitovsky method [6]. It is known that the 

domain structure of microwires with positive magnetostriction 

consists of a large axial domain in the metal core, which is 

surrounded by many antiparallel radial domains in the shell [7]. 

In addition, small closure domains (domain structures) appear 

at the wire ends to reduce stray fields [8, 9]. Magnetization 

reversal occurs with one large Barkhausen jump. 

For understanding the DW dynamics in amorphous 

microwires, the factors limiting the DW velocity as well as 

searching for the ways allowing further DW velocities 

improvement is therefore essentially relevant for the 

implementation in applications involving DW propagation in 

microwires. 

In this work, we present an experiment, which allows the 

dynamics of a DW propagating in a rapidly changing driving 

magnetic field to be studied. 

I. EXPERIMENTAL 

We studied the most typical Fe-rich amorphous glass-

coated microwire: Fe77.5Si15B7.5 (metallic core diameter 

d = 7.5 ¿m, total diameter D = 15 ¿m and sample length was 
12.5 cm) with positive magnetostriction coefficient »s. 

An experiment was set up to study the dynamics of one DW 

in bistable microwires in an inhomogeneous magnetic field. Its 

arrangement is schematically shown in Fig. 1. The bistable 

microwire is placed in two coaxial magnetizing coils So and 

So1. DW moves from one end of the microwire while passing 

through the coils So1(R=0.3 mm, l=30 mm, number of turns 

z=864) and through long pick-up coil PuC (l1=20 mm, number 

of turns n=285). Solenoid So1 creates the magnetic field H1 and 

long solenoid (So) creates the magnetic field H. PuC is used to 

monitor the single DW motion along the microwire. The region 

close to the end of solenoid So1 is the source of an 

inhomogeneous magnetic field. The end of solenoid So1 is 

located approximately in the centre of the PuC. The 

experimental method is described in detail in the article [9]. 

 

Fig. 1. Experimental set-up 

For an experimental temperature measurement, the coil 

system (mentioned above) is placed in a Dewar vessel filled 

with liquid nitrogen. The sample holder with a system of coils 

can be moved up or down over the surface of the liquid nitrogen 

using a computer-controlled stepper motor to change or 

stabilize the temperature. A thermometer (based on a Pt100 

resistor) is used to measure the temperature. Such an 

experimental set-up allows the measurement of velocity v(H) 

dependence at a constant temperature. 

II. RESULTS AND DISCUSSION 

We wanted to find out how temperature affects the shape of 

the observed velocity peaks in the inhomogeneous magnetic 

field. Samples with strong unidirectional effects [10, 11] were 

chosen for our measurements. 

The processing of induced voltage signals [12] at different 

magnetic fields H confirmed the presence of a unidirectional 

effect, and the measurement at different temperatures gave us 

local v(H) dependences for fast and slow DW (Fig. 2). 
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The presented results of measurements on microwires with 

unidirectional effect show that v(H) dependencies of fast 

(closed symbol ¥) and slow (open symbol ¥) DWs are less 
steep with decreasing temperature. This effect is more 

significant for fast DW than for slow DW. 

The effect of temperature is very similar to the effect of 

applied tensile stress. [12, 13]. The source of tensile stress are 

probably different thermal expansions coefficients of metal and 

glass. 
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Fig. 2. Dependences of DW velocity on axial magnetic field 

obtained for various values of temperature applied to the 

sample for slow (open symbols) and fast (solid symbols) DWs. 

From the measured time-dependent voltage induced in PuC 

due to the propagating DW, the local DW velocity as a function 

of wall position x in the PuC can be calculated [13]. 

When the DW propagates through a region of rapid change 

(region of application of increasing magnetic field) in the 

driving magnetic field a sharp DW velocity peak was observed 

[13]. We wanted to compare how the observed peak reacts 

when the temperature changes. In Fig. 3 we can observe a 

comparison of these peaks. Since the v(H) dependences 

decrease their steepness, we could not compare this rapid 

change when the temperature changes under the same 

conditions (same velocity). 
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Fig. 3. Fast DW velocity vs DW position in PuC for change in 

DW velocity at three different temperatures. 

It should be noted, that the peak does not change its 

parameters under the influence of temperature. We see that 

when there is a smaller change in velocity (smaller difference 

between initial and final velocity 3 Fig. 3), the peak is smaller. 

III. CONCLUSION 

This paper presents an experiment and processed data which 

provide information about changes in the velocity of a DW 

propagating along a microwire in a region of rapid change in 

the applied magnetic field under influence of temperature. The 

effects of temperature on DW velocity vs. axial magnetic field 

dependences were studied in a glass-coated microwire sample 

with a strong unidirectional effect. A sharp peak in DW 

velocity was observed as DW passed through a region of the 

increased magnetic field. We encountered a problem when 

comparing these peaks as we have different velocity 

differences at different temperatures. We need to ensure a rapid 

change in velocity (same initial and final velocity) during the 

measurement so that we can compare it. 
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Abstract—Deep learning is increasingly finding its application
in medical tasks. However, this also brings new challenges.
Certainly, deep learning has the potential to revolutionize health-
care and improve patient outcomes. However, to achieve this
potential, it is critical to address the challenges of privacy,
interpretability, and trustworthiness of AI models in medicine.
This paper presents an overview of publications that address
some of the challenges in using AI in medicine. One of the
problems is ensuring the privacy of patient data. Other articles
address the use of explainable methods for deep learning models
to explain the model and increase trust in AI models in the
medical field.

Keywords—Explainability, XAI, data synthetizing, ultrasonog-
raphy, ECG

I. INTRODUCTION

Deep learning methods are a current trend in data pro-

cessing. However, in the medical field, it is important to

be able to describe and explain the model’s behavior under

different situations, in addition to the actual performance of

the model. Moreover, this trend is also followed by legislation

that requires AI models’ decisions to be safe, ethically fair,

and transparent. The GDPR law offers us the right to an

explanation of the model when dealing with our data. In the

medical field, handling personal data is even more critical. The

explainability of artificial intelligence (XAI) is a type of artifi-

cial intelligence that can provide understandable explanations

about its decision-making processes. XAI is designed to make

AI systems more transparent and interpretable to humans,

so that we can understand how they arrived at a particular

decision.

This paper presents an overview of my recently published

papers in the medical domain and the current state of my

dissertation work. Most of the work focuses on using deep

neural networks and their explainability but also on problems

such as anonymization and synthesis of medical reports [1].

The papers [2] and [3] focus on the use of explainability

methods applied to deep learning models in different fields of

medicine and different types of data, like ECG heart sensory

data or CT lung images with COVID-19. At the same time,

we also published a survey paper [4] that focuses on video

processing problems in the medical domain, such as solutions

using explainable methods or a survey of freely available

datasets for medical videos.

This paper presents brief summary of the main research

results from our journal publications indexed in Current Con-

tents Connect database [4], [2], the peer-reviewed journal [1],

and a publication at the international conference CINTI 2022

[3].

II. REVIEW

A. Principles of Synthetizing Medical Datasets

In paper [1] we have addressed the issue of medical data

privacy. Working with personal and medical data requires

meeting legislative requirements and secure data handling, for

example, by using anonymization or synthesis. In this work,

we have made an overview of methods for data anonymization

and synthesis. Based on the analysis of the options for data

synthesis, we chose the GAN method, and its CTGAN [5]

architecture suitable for tabular data. We explored the data syn-

thesis options on three different sized datasets from the med-

ical domain. For evaluation, we used quantitative metrics for

the similarity of the datasets Kolmogorov-Smirnov - KSTest

[6] and Chi-squared - CSTest [7] as well as visualization of the

datasets in the form of correlation matrices. We evaluated the

quality of the synthetic data with a decision tree model whose

metrics were compared to the original and synthetic data. As

a result, on the cardiovascular disease dataset, we obtained

F1 score metrics for the original dataset of 0.73 and for the

synthetic dataset 0.72. For the tree trained on the synthetic

dataset and tested on the original dataset score was 0.70. The

results show that by synthesizing the data, it is possible to

approximate the original dataset very well and achieve similar

quality results for the prediction of machine learning models.

B. Explainability of deep learning models in medical image
classification

The possibilities offered by deep neural networks in image

data analysis can also be very beneficial in the field of

medicine. The requirements for medical AI applications tend

to be more demanding than in other fields and require the

model to be safe to use and as accurate as possible. We can

try to explain the model decisions to identify problems and

increase trust in AI models. There are now several explain-

ability methods that can, for example, highlight the areas in

the image that had the most influence on the model’s decision.

In the work [3], we focused on the possibility of using CNN

and DenseNet [8] network for CT (Computer tomography)

lung classification to detect patients with COVID-19. We used

public dataset available at Kaggle platform the SARS-COV-2

Ct-Scan Dataset [9]. The CNN model achieved an accuracy

of 0.9296 and F1 score of 0.9281, while pre-trained DenseNet

58



achieved results with an accuracy of 0.9960 and F1 score of

0.9955. We applied several explainability methods, namely

Lime, Vannilla Gradient, and SmoothGrad, to our models

in their standard form. To evaluate the explanatory power

of the models, we approached domain experts and provided

them with a questionnaire with sample outputs of the XAI

methods. An interesting outcome of this evaluation was that

the physicians focused on different domains of the CT scan

in their decision-making than the model focused on. These

results offer important information for future model building

and show that the model can learn decisions based on different

information than humans. In some cases, AI can alert the

physician to important areas of the scan that the physician

would not otherwise focus on.

C. Perturbation-based explainable AI for ECG sensor data

In the work [2], we have focused on exploring explainable

models in the domain of stream sensor data. A lack of research

focuses on XAI methods for this type of data. We focused

our research on the CinC 2021 (Computing in Cardiology

Challenge 2021) medical dataset. The dataset contains 10,344

labeled patient records, while it is 12-lead ECG data.

By analyzing the current state of the art, we found that ECG

data is often processed by CNN architectures that take the

ECG data on input as image. We chose to work directly with

raw time-series data, using a 1D CNN architecture sufficient

for this type of data. The simple architecture decreases the

computational time of the proposed post hoc explainability

method over 2D CNN architectures. However, the main con-

tribution of this work was the design and implementation of

a perturbation-based XAI method. The output of this method

was the visualization of the most important regions of the

ECG waveform that had the most significant influence on the

model decision. We had the results of our work evaluated

by domain experts (five final-year medical students). The

result of the questionnaire confirmed that adding explainability

to the solution increased their trust in the system and that

XAI methods are important in medicine. However, several

participants were concerned that using only the ECG recording

was insufficient. This is because many other records are used

in practice, such as patient records, test results, etc.

D. Explainability of deep learning models in medical video
analysis: a survey

In the survey paper [4], we offered an overview of recent

approaches for using explainable methods in deep learning

on video processing tasks in the medical domain. The paper

introduces the XAI domain and summarizes the most critical

requirements of explainability in medical applications. Next,

we present an overview of existing methods and metrics for

explainability evaluation, mainly focused on the application

area of video data processing in the medical domain. We

provided an overview of recent works that use XAI methods in

video analysis and freely available datasets used in the works.

Finally, we identified open research issues in this area. We

intend to focus on some of these in our future work.

III. WORK IN PROGRESS

We continue investigating explainable methods on lung

USG image and video data. Physicians have collected and

annotated the USG patient data over the past year. We

currently have labeled videos for different classification and

segmentation tasks, such as A-lines, B-lines, lung sliding, lung

point, or effusion detection.

In work focused on A-lines detection, we use the YOLOv5

[10] architecture, where we use the EigenCAM [11] method

in their standard form to represent the region important for the

decision model. However, in initial experiments, we found that

even when the model labels the correct object in the image,

it does not always focus only on the immediate surroundings

of the object (which is the expected state). By gradually fine-

tuning the model, we eliminated this problem while improving

the model’s performance. An example of the YOLO model

prediction can be seen in Fig. 1. XAI techniques can help

to identify potential biases or errors in the model’s decision-

making that may have been introduced during training or im-

plementation. By making the YOLO model more transparent

and interpretable, XAI techniques can help to ensure that it is

making fair and unbiased decisions.

Fig. 1. Results of YOLOv5 model. Left: object of pleural line detected in
image. Right: results of EigenCAM method for model explanations.

We further exploit the prediction from the output of the

YOLOv5 model to obtain the region of the USG record on

which the pleural line is located. If we select a 1px image

column in this region and pass, e.g., 128 frames of video,

we obtain a so-called B-Model image, e.g., an image of 128

pixels wide in the time domain of the video. The images thus

obtained form a new dataset for us, in which the attributes are

visible over time. This dataset is suitable, for example, for the

classification of lung motion and absence of lung motion.

On this dataset, we are currently investigating a self-

explaining xDNN [12] network, which works on the principle

of assigning a predicted image to a class based on the

similarity of images (or the comparison of parameters for given

images in the layers of the neural network). This principle

allows us to explain the model’s decisions in a way that is

understandable to the average person, e.g.: "I decided to assign

an image to a class because it most closely resembles an image

I already know, and it is this one." The user can directly

judge whether a given image is similar to the predicted one

or whether they are very different.

IV. CONCLUSIONS

My dissertation focuses on selected aspects of explainable

artificial intelligence methods in a medical data environment.

One of the aspects that needed to be explored in this context

was the legislative requirements for working with personal and

medical data. Another area I explored in this thesis was the use

of explainable methods in distinct medical tasks. Although my
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primary interest is in image and video data, I also addressed

the issue of using XAI methods with time series and ECG

sensor data. To evaluate the explainability of the models, I have

always tried to consult the outputs of the methods with domain

experts, and I have applied the knowledge gained in other

publications. My work continues to explore new approaches to

explain models that would address the shortcomings of using

current methods. I believe the output of my work will be useful

in future medical applications.
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Abstract—Model predictive control (MPC) has gained
widespread acceptance as an advanced control technique, not
only in academia but also in industrial environment. MPC has
become increasingly popular in the field of motor control over
the past two decades, mostly due to its reliability, flexibility,
potential to increase efficiency by reducing switching losses, etc.
Recently, MPC capabilities and qualities have been improved and
enhanced, and new control topologies have emerged. This paper
presents an introduction into model predictive control methods
suitable for applications in electrical drives, their fundamental
principles, analyse the current state of MPC control, and examine
innovative solutions to existing challenges.

Keywords—Electric drive control, finite control set, model
predictive control, motor control

I. INTRODUCTION

One of the first applications of MPC in power electron-
ics can already be found at the beginning of 1980s. [1]
However, the control algorithm requires a large amount of
calculations in relatively short time periods, which at the time
meant unsatisfactory results for motor control, mostly due to
lack of computational power. In recent years, popularity of
MPC in power electronics and motor control has increased
considerably, thanks to exponential increase in computational
capabilities of microprocessors. Furthermore, higher dynamic
performance, potential to include non-linearities, flexible and
intuitive design consisting of a predictor based on the system
model and the cost function increases interest of the scientific
community as well.

Nowadays, a requirement of precise motor control is re-
alized almost exclusively through the power converters with
semiconductor power switches, mostly IGBT or MOSFET
transistors. A variety of techniques are used to control the
states of the power switches, enabling a converter to generate
voltage with adjustable amplitude and frequency. The most
commonly used control method today is Field Oriented Con-
trol (FOC) using a linear regulator, which control the switching
states on a converter via PWM or SVM modulation [2]. At
its core, the approach using linear PI controllers on a non-
linear system. Compared to linear regulators, design of an
MPC allows to include non-linearities and to control switching
states directly without a need for a modulator.

This paper is an overview of MPC methods within the
context of motor control. More specifically, its aim is to
summarize current state of the research in predictive control of
electrical drives, assess major advantages and disadvantages of

MPC and to present an MPC as effective and reliable controller
to deal with modern issues and challenges in motor control.

II. PREDICTIVE CONTROL METHODS

Predictive control has numerous applications and has gained
popularity in the realm of power electronics relatively re-
cently. The key aspect of all predictive control methods is the
utilization of a model of the controlled system. This model
enables the controller to predict future behaviour and states of
controlled variables. This information is further used by the
controller to evaluate and apply the optimal actuation inputs
based on predefined optimization criteria.

In literature, the categorization of predictive control is
not uniform and the boundaries between what is considered
predictive control and what is not are vague. Anyway, from
perspective of motor control one of the ways to categorize
methods of predictive control are by ones that does require
modulator and ones that do not. A way to categorize predictive
control algorithms is provided in Fig. 1.

Deadbeat Predictive Control (DPC) achieves optimal actu-
ation by using system model to calculate required reference
voltage to ensure zero error in the next sampling interval. Cal-
culated value of reference voltage is applied using a modulator
[3]. Research in DPC achieved promising results. Today’s DPC
provides steady-state reference tracking performance and low
computational demands that is on par with PI control, and far
superior to Finite control set MPC (FCS-MPC) [4]. However,
DPC lacks in dynamics, efficiency, and all-around performance
of the system, compared to FCS-MPC.

The optimization criterion for hysteresis-based predictive
control (HBPC) is maintaining the controlled variable within
the area of hysteresis. This control methods doesn’t require a
modulator and can essentially be classified as variant of FCS-
MPC. In recent years, research in HBPC shown promising
result mostly in high-power generator applications as inverters
output voltage regulator [5].

Similarly, in trajectory-based control, the controlled variable
is forced to follow a pre-defined trajectory. This method has
found its application mostly in microgrid systems, where it
helps to minimize total harmonic distortion and decrease root-
mean-square error between reference and controlled value[6].

In the case of MPC, the optimization criterion is defined
using a cost function, which allows for higher flexibility in
the design of the controller, and the possibility of controlling
multiple variables with one controller. In the domain of motor
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Fig. 1: General overview of predictive control methods applied in electrical drives

control, the MPC offers exceptional dynamics and efficiency,
making it a highly attractive control method for demanding
drives. Furthermore, excellent flexibility allowed to effectively
implement MPC to variety of electric drives from six-phase in-
duction motor [7] to three-phase PMSM with position control
[8]. Although MPC controllers can be implemented in complex
systems, issues may still arise, such as high-frequency ripples
in the current, among others.

III. MODEL PREDICTIVE CONTROL

A common feature of all types of MPC controllers is that
they use system model to predict future behaviour and states
of the system. The prediction’s time horizon is predefined by
design, but often restricted by the desired dynamics of the
regulated system and also by the sampling frequency of the
microprocessor.

MPC design approaches can be divided into two groups:
Continuous Control Set (CCS) MPC and Finite Control Set
(FCS) MPC. Both approaches has the ability to predict future
behaviour of the system, and then selects the control input that
minimizes a predefined cost function, which leads to optimal
control actuation that will drive the system toward desired
goal. In CCS-MPC the control input is typically a continuous
variable, which can take any value within specified range. The
controller uses optimization algorithm to find the optimal con-
trol input that minimizes a predefined cost function. Optimal
actuation is then applied using a modulator. In contrast, FCS-
MPC has finite number of discrete control inputs. In electrical
drive applications, number of control inputs corresponds to the
number of inverter switching sequences. This method does not
require a modulator, as the actuations are directly applied to
the converter in the form of a switching sequence.

A. Finite Control Set Model Predictive Control

Most significant advantage of FCS-MPC, and also one of the
reason why it is still relevant and interesting topic of today, is
the potential to increase the efficiency and reduce the energy
consumptions of electric drives, particularly for high-power
motor applications [9]. Control techniques like FCS-MPC
and The FCS-MPC reduce the inverter’s switching frequency,

leading to lower losses and improved inverter efficiency [10].
Another significant advantages of MPC are:

• Dynamic performance: Improved dynamic performance
compared to conventional control techniques, resulting in
faster and smoother response to changes in the system’s
operating conditions.

• Versatility: FCS-MPC can be applied to wide range of
applications.

• Multivariable design: Possibility to include multiple vari-
ables within a single cost function.

• Robustness: Performance remains stable even when oper-
ating conditions change. Furthermore, the use of a math-
ematical model of the system facilitates the controller’s
ability to adapt to varying conditions. This results in high
robustness, stability and reliability.

• Nonlinearity handling: It is very simple to include non-
linearities into the cost function.

• Expandability: The MPC controller is suitable for further
expansion and modification if necessary.

The drawbacks of MPC controllers comes in form of high
demand on computation power. The quality of control is
directly linked to the quality of system’s model, which requires
complex calculations in the microprocessor. When operat-
ing conditions and system’s parameters are time-varying, an
adapting algorithm might be necessary. This further increases
computing requirements. [11] Another disadvantages of MPC
are:

• When controlling a large number of variables, it can
become challenging to monitor each of them separately,
due to their interrelated nature. One of the solutions is
to use multiple MPC controllers, though this increases
computing demands [12].

• Due to variable switching frequency of FCS-MPC, spec-
trum of frequencies where higher harmonic distortions
can occur is significantly wider compared to using PWM
or SVM. This results in complicated signal filtering [13]-

• Sensitivity to disturbances: MPC can be sensitive to dis-
turbances, measurement noise, and model uncertainties.
Simple solution to this issue is to incorporate disturbances
and measurement noise into the model or to mitigate
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their impact by using a filter. Due to the noisy nature of
speed measurement it is necessary to implement observer.
Using the Kalman Filter as an observer is beneficial due
to its attributes that enable it to meet both requirements
effectively.

The FCS-MPC control the power switches and switching
sequence directly. Depending on the optimization method,
FCS-MPC can be further divided into Optimal switching vec-
tor (OSV-MPC) [14] and Optimal switching sequence (OSS-
MPC) [15] algorithms. When designing an MPC controller it is
important to consider the type of power converter. For a three-
phase motor, the most commonly used converter is the three-
phase, two-level converter with six power switches, commonly
known as voltage source inverter (VSI). It has eight switching
states in total. For OSV-MPC each state generates their own
voltage vector, which includes six active voltage vectors (U1

- U6), each composed of a unique combination of switched
power switches (S1 - S6), and two zero voltage vectors (U0

and U7), as shown in Fig. 2. The main drawback of this method
is that it only uses a single output voltage vector throughout
the entire switching cycle, which can lead to repeated use
of the same output voltage vector over multiple consecutive
switching cycles. This generates variable switching frequency
with wide range of harmonic disturbances [16].

Fig. 2: Voltage Vectors of VSI

The OSS-MPC approach overcomes this issue by imple-
menting control set composed of limited number of possible
switching sequences per switching period. In this way, OSS-
MPC takes the time into account as an additional decision
variable, which in a way resembles a modulator.

B. System Model

A model of a controlled system is necessary for implemen-
tation of MPC controller. It is used to predict future behaviour
based on current inputs and measurements. The quality of the
predictions depends on the accuracy of the system model,
and therefore it is critical to have a good understanding of
the controlled system. The MPC model can be linear or non-
linear, and it can be derived from first principles or obtained
by system identification methods.

If the model of a controlled system is available, it has to be
discretized for its further implementation into microcontroller.
Discretization techniques can affect quality and complexity of

the model. Typically, this is achieved through the use of an
Euler approximation or a Taylor series expansion. Recently,
study [17] has shown new discretization method based on the
input-state linearization of non-linear control. Other studies
also explored the use of model-free predictive control [18].
The results indicated that the prior knowledge of the physical
model of the inverter and the load is not a necessity for the
implementation of predictive control. In addition, these results
confirm that this strategy is much less susceptible to model
inaccuracies compared to regular MPC.

C. Cost Function

As was stated before, the optimal voltage vector is selected
by minimizing the cost function. Cost function design and
complexity is dependent on number of controlled variables
and constraints. The majority of terms in a cost function
represent the deviation of a variable from a reference. In
other words, it is the absolute, square, or integral value of
an error of controlled variable. To limit or reduce control
effort an actuation constraints can be implemented. In drive
applications, the control effort is associated with voltage,
current or switching frequency variations. Thus, it is crucial
to reach a compromise between control effort and optimal
operation [19]. The fundamental cost function with constraints
can be expressed as

g = λ1|xref (k)− xp(k)|
2 + λ2|y(k − 1)− y(k)|, (1)

where xref is the reference value of controlled variable, xp

is predicted value of controlled variable, λ is a weighting
factor that allows the level of compromise to be adjusted. The
second part of cost function is actuation constraint where y is
actuation. This part is usually expressed in form of a more
complex function. There is no typical way of determining
the value of weighting factors. The most basic approach is to
assign random values and tune them depending on simulation
results, what is known as trial-and-error method. Usually,
higher values are assigned to weighting factors of variables
with higher time constant.

A significant attention in research is focused on optimizing
the cost function and determining the optimal weighting
factors. Weighting factor selection techniques can be split into
offline and online methods, and further divided into multiple
groups, as shown in Fig. 3.

Recently, there have been promising attempts at offline
optimization of a cost function utilizing artificial neural net-
work [20]. There were also attempts at online optimization

Weighting factor
selection criteria for MPC

Aggregation of function Optimization

ONLINEOFFLINE

Elimination

Trial & Error Linear matrix
inequality

Genetic
algorithm Fuzzy decision

Neural
network,

AI
Ranking based

Trial & Error Trial & Error

Fig. 3: Weighting factor selection methods used in MPC.
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Fig. 4: Control Scheme of Feedforward FCS-MPC [8].

by improving MPC design to reduce torque ripples [21].
Further improvements was achieved with online weight tuning
using fuzzy [22], which however can be impractical due to
already high computational demands. Another more promising
online optimization strategy replaces the minimization of a
cost function with a multi-objective optimization using fuzzy
decision making [23]. The results demonstrate that this strat-
egy compares favourably with conventional predictive control
approaches in terms of harmonic disturbances, torque ripples,
and computational demands.

D. Control Structure

Final control scheme consist of predictor with a discretized
system model, optimization part where cost function is min-
imized and voltage vector is selected. The example of such
control scheme proposed in [8] is shown in Fig. 4. It was
used for position control of permanent magnet synchronous
machine (PMSM). It used linear Kalman filter (LKF) for
estimation of unknown load torque and for estimation of drive
speed with high sampling rate. A generation of reference
trajectories for a drive was provided by standard motion profile
generator. Weighting factors were selected by trial-and-error
method. It was shown that proposed FCS-MPC controller is
able to track reference position with satisfactory accuracy.

IV. FUTURE EFFORTS

The crucial components of any MPC strategy applied to
power converters and drives are the prediction model, cost
function, and optimization algorithm, as determined through
analysis. Despite extensive research efforts in the fields pre-
dictive control strategies applied to power converters and
drives, various challenges and limitations have been recog-
nized. Although progress has been made in addressing some
of these issues, others remain unresolved and require ongoing
research efforts. Currently, our focus is to improve existing
algorithms of FCS-MPC, by implementing optimization al-
gorithm that would not significantly increase computational
demands. Moreover, we will try to utilize the flexibility and
expendability of the MPC to efficiently control electric drives
powered by battery system.
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Abstract4The increasing demand for efficient and cost-

effective battery systems has spurred research in the field of 

electric vehicles. The use of li-ion batteries is described, along with 

the battery management system and the difference between 

passive and active cell balancing. The future work for this system 

involves simulations and building a battery pack. The goal is to 

move the research of electric vehicles battery systems forward. 

 

Keywords4Battery, battery management system, cell 

balancing, electric vehicle, li-ion, modular battery system.  

 

I. INTRODUCTION 

The popularity of electric vehicles (EVs) has risen in recent 

years, as they offer a solution to reduce dependence on fossil 

fuels and the environmental impact of transportation. The 

effectiveness of EVs, is highly dependent on the efficiency and 

reliability of its battery system (BS). The BS in an EV is a 

crucial factor in determining the vehicle9s range, performance, 

and reliability. To meet the increasing demand for EVs, there 

is a growing need for advanced energy storage solutions that 

are efficient, scalable, and cost-effective [1], [2]. 

A modular battery system, consisting of multiple 

interchangeable battery modules, holds great promise for 

meeting the energy storage needs of electric vehicles. This 

system provides the flexibility to adapt to changing 

requirements, whether it be adjusting for user preferences or 

driving conditions that require varying ranges on a single 

charge. Another type of module can consist of supercapacitors 

that can be used to relieve strain on the battery while 

performing energy recovery braking. Additionally, the ability 

to add or remove modules enhances maintenance of the BS. 

These modular systems have the potential to fulfill the 

performance and cost requirements of EVs while providing the 

flexibility to adapt to changing needs [3], [4].  

The battery management system (BMS) is an integral part of 

the EV BS and ensures safe operation and optimal 

performance. The BMS monitors the state of the cells and 

performs functions such as voltage and temperature 

monitoring, cell balancing, fault detection or protection. Cell 

balancing is a critical aspect of the BMS, it ensures equal 

distribution of charge and discharge among the cells in a battery 

pack. This helps to prevent overloading of individual cells, 

which can lead to reduced performance, increased wear, and 

potential safety hazards. Currently, passive cell balancing is a 

widely utilized technique in electric vehicles [1]. An alternative 

solution, active cell balancing, is more efficient and involves 

the transfer of energy between cells, thus avoiding energy 

wastage [2], [3]. 

This paper provides an overview of the technology used in 

EVs, including lithium-ion (li-ion) batteries and their required 

battery management systems. Passive and active cell balancing 

techniques and their corresponding circuit topologies are 

discussed, along with specific monitoring and balancing 

circuits. At the end, the concept of a modular battery system 

and its future challenges are also presented. 

II. CURRENT EVS STATE AND BATTERY SYSTEM 

The latest advancements in battery technology and 

manufacturing processes have made EVs more practical and 

accessible for a wider range of consumers. The demand for EVs 

is increasing rapidly, and with it, the need for longer range and 

more efficient battery systems. One of the key areas of research 

in the field of EVs is increasing the range of the battery 

systems. This involves developing new technologies that can 

store more energy in a smaller and lighter package. 

Another trend in the EV battery industry is the increasing 

demand for efficient battery management systems. Passive 

balancing, which relies on the difference in self-discharge 

between cells, has been the standard for many years. However, 

as battery systems become larger and more complex, active cell 

balancing is becoming a more popular choice. 

The demand for EVs continues to grow, however the cost of 

electrical energy is also increasing, which leads to a greater 

focus on energy efficiency and reducing the EV9s overall cost.  

A. Lithium-ion batteries 

Li-ion batteries have become a key component in the growth 

of EVs. Li-ion batteries are characterized by high energy 

density, long cycle life, a negligible memory effect, and a low 

self-discharge rate. These characteristics position li-ion 

batteries as a highly competitive player in the global battery 

market, making them superior to other battery types in various 

applications [1].  

Li-ion batteries are manufactured for EVs in cylindrical cell, 

prismatic or pouch cell. Cylindrical cells are the most common 

used type (Fig. 1). Prismatic cells are flat and rectangular, while 
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pouch cells (Fig. 1) are flexible and can be molded to fit 

different shapes. Cylindrical cells are commonly used for EVs 

due to their strong casing and shape that helps prevent stress on 

edges when assembled into a battery pack [2], [3], [4]. 

 

Fig. 1 Battery cells, battery module, battery pack [5] 

The arrangement of battery cells in a battery pack is 

customized to meet the specific voltage and capacity needs of 

an electric vehicle. The cells are connected in series to reach 

the desired voltage, and when a higher capacity is required, 

additional cells are connected in parallel. This configuration 

which is shown in Fig. 1 allows for a battery module to be 

formed from multiple connected cells, and multiple battery 

modules to form the final battery pack [1].  

B. Battery management system 

Despite of li-ion batteries having a wide range of 

applications and numerous advantages, they can be quite 

unforgiving if not operated within their safe operating area 

(SOA) [6]. Especially, li-ion batteries used in EVs require 

proper safety measures to be in place, particularly due to the 

increased risk posed by varying driving conditions or 

environmental temperatures. SOA is determined by the 

operation range of voltage, current and temperature [7]. For li-

ion cells safe operating voltage is within range from 2,4 V to 

4,2 V [8]. The temperature is safe within -20 °C to 60 °C. The 

charge and discharge current are rated in the C- rate, which is a 

measure of the current relative to the cell9s capacity.[9]. 

BMS in an EV is a crucial component responsible for 

ensuring the safe and efficient operation of the battery pack. In 

EVs, BSM primarily performs monitoring and control 

functions for the battery pack. BMS key functions are 

following [1]: 

" Battery cell monitoring 

" Input/output current and voltage monitoring 

" Charge and discharge control 

" State estimation (SOC, SOH) 

" Battery protection 

" Cell balancing and equalization 

" Power management control 

" Operating temperature control and heat management 

" Communication and networking 

" Data storage and acquisition  

" Fault diagnosis and assessment  

These functions are essential for ensuring the reliability of 

batteries, increasing the discharge rate, prolonging the range of 

EVs, maximizing power, and extending the overall lifetime of 

the battery pack [10], [11]. 

Accurate estimation of the state of the battery is a crucial 

aspect of BMS operation. This concerns the state of charge 

(SOC) and state of health (SOH). The SOC of a battery 

indicates the amount of charge remaining in the battery. The 

SOH of a battery refers to the battery9s capacity compared to 

its original capacity when it was new. It can be represented by 

the amount of capacity loss or increase in resistance over time 

[12]. 

C. Cell balancing 

Because of the cell-to-cell variations or different charging 

history, cells may be imbalanced in four ways. Cells in a series 

connected pack can differ from each other in terms of SOC, 

leakage current (self-discharge), resistance, and capacity [7]. 

When battery module or battery pack is imbalanced, the SOA 

is then limited by the cell with the lowest voltage during 

discharge and the highest voltage during charge, thus reducing 

the overall capacity of the battery pack [7]. 

To perform accurate balancing in a battery pack, the voltage 

of each cell in the series must be measured [7]. By measuring 

the voltage of each cell, it is possible to determine which cells 

are imbalanced and require balancing. There are two main 

types of balancing techniques used in battery management 

systems: passive and active cell balancing. In passive balancing 

method the energy is wasted in heat. Active balancing method 

transfers the energy from cells with higher SOC to cells with 

lower SOC. This method can be done by using capacitors, 

inductors, or transformers [13]. Balancing can be done within 

individual battery modules or within the entire battery pack. 

Passive cell balancing utilizes dissipative resistors to 

remove energy from specific cells (Fig. 2). It is the simplest and 

cheapest balancing method. Cells with higher SOC will be 

selected to be discharged via shunt resistor by controlling 

specific switch [16]. Another way of passive balancing is by 

fixed resistor, without additional switch. There is continuous 

current passing through the resistors. Balancing of cells can be 

achieved without the need for active control, as the dissipative 

currents are proportional to the cell terminal voltages.  

However, the energy waste and slow pace of balancing may 

result in certain cells being overcharged [14].  

 

Fig. 2 Passive cell balancing using shunt resistors and switches [15] 

Passive cell balancing can be operated continuously, with the 

resistors turning on and off as required to balance the cells in 

the battery pack. The effectiveness of the method depends on 

several factors, including the size and design of the shunt 

resistors, as well as the control algorithms used to manage the 

balancing process. Properly designed passive balancing 

systems can effectively maintain balance in a battery pack but 

may not be as precise or efficient as active cell balancing 

methods. One of the main disadvantages of passive cell 

balancing is high energy losses, which can reduce the energy 

efficiency of the battery pack. Despite this drawback, passive 

cell balancing is a widely used method in electric vehicle (EV) 

applications due to its simplicity, low cost, and ease of 

implementation [16]. 

Active cell balancing is another method of balancing 

batteries that is generally more efficient. Active cell balancing 

uses active electronic components, to transfer energy between 

cells. This allows for more precise control of the balancing 

process and reduces energy loss, resulting in higher energy 

efficiency. However, active cell balancing is typically more 

complex and expensive compared to passive cell balancing and 

may not be the best option for all applications. 
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" Capacitor based active cell balancing 

From all energy storage options in active cell balancing 

capacitor is preferred the most. It has no magnetic components, 

it is small in size and cost effective [17]. The switched capacitor 

method is one of the most common techniques used in 

capacitor-based active cell balancing. There are several 

variations of structures used in these circuits. Single tiered 

switched capacitor requires 2n switches and n-1 capacitors 

(Fig. 3.a). This circuit has only one disadvantage which is 

relatively long balancing time, as only adjacent cells can be 

balanced directly. By adding additional tier of capacitors 

balancing speed can be improved because of more charge 

transfer paths [14], [17]. Fig. 3.b shows the structure of double 

tiered switched capacitor. The second tier of capacitors helps to 

transfer energy between nonadjacent cells in single switching 

cycle [17].  

 

(a)                                             (b) 

Fig. 3 Capacitor based active balancing: (a) Single tiered switched capacitor 

(b) Double tiered switched capacitor [14] 

Different structures can be used in capacitor based active cell 

balancing to improve the balancing time and precision. Chain 

structure may be utilized to balance cells at two ends directly 

with additional capacitor. Parallel structure allows balancing 

two cells at any positions but increases the balancing circuit 

equivalent series resistance. Delta or mesh structures are more 

complex and require more components but can provide more 

precise and efficient balancing [14]. 

" Inductor based active cell balancing 

Inductor based cell balancing is another common method 

used in battery balancing. Like capacitor based balancing, it 

also uses switches and similar circuit topologies with single or 

multi inductors (Fig. 4). This method is known for its fast 

balancing time compared to capacitor based balancing [18], 

[19]. However, inductors are also more complex to implement 

and are more expensive than capacitors. 

 

Fig. 4 Inductor based active cell balancing [19] 

 

Basic inductor active cell balancing topology, as shown in 

Fig. 4, typically only allows balancing between adjacent cells 

[18], [19]. To balance cells that are not adjacent, more complex 

topologies are required, which may need additional 

components and increase the complexity of the system. Such as 

system is inductor based balancing circuit combined with 

capacitors or chain structure with additional capacitors [14], 

[20], [21]. 

" Transformer based active cell balancing 

Another method of energy transfer in active cell balancing is 

the use of transformers. Magnetic field created by transformer 

is used to transfer energy from cells with higher SOC to lower 

SOC. A simple transformer with primary and secondary 

windings can be used in form of single flyback converter [14], 

[22]. Other way of transferring energy is by use of multi-

winding transformer [23]. Primary winding of transformer is 

usually connected to battery pack side. Secondary winding is 

connected to every cell in balancing circuit [24]. Connection of 

multi-winding transformer is shown in Fig. 5. 

 

Fig. 5 Active cell balancing using transformer as flyback converter [24] 

" Other methods of active cell balancing 

Another method of active cell balancing in a battery system 

is to use a buck-boost converter connected to each cell. This 

allows for individual control of each cell and can be more 

effective in balancing their voltage levels. However, this 

method requires a separate buck-boost converter for each cell, 

leading to a larger scale of the balancing circuit [14]. The added 

complexity and size of this method may also affect its 

efficiency and reliability compared to other methods. 

" Monitoring and balancing circuits 

On the market there are several circuits that can be used for 

either monitoring or balancing cells from various 

manufacturers. For future purposes a monitoring circuit can be 

used BQ76952 from Texas Instruments. It offers monitoring 

from 3 to 16 cells in series [26]. Another circuit MM3513 from 

Minebea Mitsumi can be used with MM3474 for monitoring 

and balancing with capacitor active cell balancing [27]. Analog 

devices offer large scale of products with active cell balancing 

circuits like LT8584, which is for transformer based balancing 

as flyback converter [28]. 

III. MODULAR BATTERY SYSTEM PROPOSAL 

Recently, there has been an increasing demand for energy-

saving and cost-effective battery systems. This leads 

researchers to the development of new technologies in car 

battery systems. This also includes the development of modular 
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battery system which consist of interchangeable battery 

modules. This new technology has the potential to greatly 

impact the range, modularity, maintenance, or recycling of EV 

batteries. 

Webasto recently launched their innovative "plug-and-play" 

battery system, offering 35 kWh of energy per battery pack. 

This system aims to provide a cost-efficient solution for 

manufacturers by eliminating the need for a separate battery 

system for each vehicle. The battery packs can be connected in 

parallel to achieve 400V with five modules or in series to 

achieve 800V with ten modules [25]. 

One of the main benefits of modular battery systems is that 

they allow for easier replacement of individual battery 

modules, rather than having to replace the entire battery pack. 

Another advantage of modular battery systems is that they 

can be easily upgraded as new, more efficient battery 

technologies become available. This allows EV owners to 

extend the lifespan of their vehicles by simply replacing 

individual modules, rather than having to purchase a 

completely new battery pack. 

These systems consist of interchangeable battery modules, 

which can be swapped out as needed to adjust the vehicle9s 

battery capacity. This is particularly useful for larger vehicles 

like buses, as they can carry only the amount of battery needed 

for the specific road, reducing weight and increasing range. 

IV. FUTURE WORK 

The aim of this project is to design and develop a modular 

battery system using active cell balancing technology. The 

study will begin with simulations comparing active and passive 

cell balancing and then proceed to build three modular battery 

packs using cylindrical li-ion cells 3 approximately 10 in series. 

BMS for these packs will be designed using existing 

monitoring and balancing circuits. The design will consider 

communication between the battery pack and the overall 

vehicle9s system, as well as ensuring the safety and protection 

of the entire battery system. 
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Abstract4 We have studied TmB4, a strongly anisotropic 

Ising antiferromagnet with a geometrically frustrated 

Shastry-Sutherland lattice exhibiting fractional 

magnetization plateaus, through transport experiments in 

the presence of a magnetic field. The change of a electrical 

resistance (R) in response to an external magnetic field (H) 

provides important information for the characterization of 

its electronic properties and has found applications in 

sensor and storage related technologies. In good metals, 

Boltzmann9s theory predicts a quadratic growth in 
magnetoresistance (MR) at low H and saturation at high 

fields. On the other hand, a number of nonmagnetic 

materials with weak electronic correlation and low carrier 

concentration, such as inhomogeneous conductors, 

semimetals, narrow gap semiconductors and topological 

insulators, and two-dimensional electron gas, show positive, 

non-saturating linear magnetoresistance (LMR). In case of 

TmB4, there was shown a non-saturating <3/2= power law 
magnetoresistance in region of low magnetic field and 

current directions I u [110] and I u [100], respectively. 

These results are in strong contrast with work [1], where 

authors claim tuning magnetoresistance from quadratic to 

linear. 
 

Keywords4 low temperature physics, tetraborides, frustrated 

systems, magnetoresistance 

  

I. INTRODUCTION 

Properties of quantum spins with antiferromagnetic (AF) 

coupling on frustrated lattices have attracted widespread 

interest in recent years due to the discovery of a variety new 

quantum ground states as e.g. spin ice [2], quantum spin liquid-

like states [3], and fractional magnetization plateaus on the 

Shastry-Sutherland lattice [4], among them on insulating 

SrCu2(BO3)2 [5] as well as on the family of metallic and 

magnetic rare earth (RE) tetraborides, REB4 [6]3[15]. In 

insulating SrCu2(BO3)2 the exchange interaction is of the 

Heisenberg type, but on the other hand in metallic REB4 

magnets, the AF exchange interaction between their magnetic 

moments is of long-range Ruderman-Kittel-Kasuya-Yosida 

(RKKY) type mediated by conduction electrons. On the other 

hand, in such systems also the transport properties can be 

strongly influenced by the magnetic structure. This interplay 

between charge carriers and magnetism therefore enables to use 

transport experiments as an indirect probe of the magnetic 

structures that are present in such systems. 

Probably the most investigated REB4 is thulium tetraboride 

TmB4, which orders antiferromagnetically at TN = 11.7 K, has 

attracted attention for its rich magnetic phase diagram which is 

strongly biased by crystal field effects at Tm3+ ion sites that lift 

the degeneracy of the J = 6 multiplet and lead to a MJ = ± 6 

ground state doublet [6], [16]3[19]. The most distinctive 

features of magnetization M along the c axis are various 

fractional magnetization plateaus which depend on applied 

field H. Very recent results concerning the properties of 

fractional plateaus based mainly on magnetization and heat 

capacity measurements can be found in [20]3[22].  

Nevertheless, in metallic TmB4, as mentioned above, also 

conducting electrons can provide additional information about 

various magnetic states. Such information, based on resistivity 

Ã, magnetoresistance and Hall effect measurements, were 

recently obtained in [1], [19], [23]. They show that electronic 

transport as a function of temperature and magnetic field is a 

very sensitive probe of scattering processes on the magnetic 

order / disorder in these frustrated systems. 

Here, we present a detailed magneto-resistance measurement 

in two current direction I u [110] and I u [100]. Both directions 

show same 3/2 growth of magnetoresistance with increasing 

magnetic field. It seems that temperature does not influence this 

3/2 dependence significantly as it was observed in perform 

measurements at various temperatures. 

II.  EXPERIMENTAL 

The used TmB4 single crystalline samples were grown by 

inductive, crucible-free zone melting method, with residual 

resistivity ratio slightly larger than 14, documenting their high 

quality. All used samples were cut from one large oriented 

single crystal. More information about sample preparation can 

be found e.g. in [24]. 

Magnetoresistance ôò/ò(ú, H) = [ò(ú, H)-ò(ú, H=0)]/ò(ú, 

H=0) measurements were performed using a standard low-

frequency ac technique in a commercial PPMS unit equipped 

with a sample rotation option. The current I was applied along 

the [110] and subsequently along [100] direction of the Shastry-

Sutherland (a-b) plane, whereas those directions were also the 

axis of rotation. The sample orientation to external magnetic 

field was changed with a step of ôú = 1ð. In case of axis of 

rotation along [110] orientation of sample to magnetic field 

changed from [001] via [1�11] and [1�10] to [001�], this 

experimental configuration ensured that magnetic field crossed 

all crystallographic directions in the sample. In our 

measurements there was always H § I, but the field could 

change its orientation, during sample rotation from 

70



perpendicular to parallel alignment to the Shastry-Sutherland 

plane (for details see Fig. 1a) and Fig. 1b)).     

Since the fractional magnetization plateaus depend on field 

history [19], [22], the same measuring protocols were used for 

magnetoresistance as for magnetization measurements. 

 

 

Fig.  1. Layout of magnetoresistance measurements a) current I and axis of 

rotation along [110] direction, b) current I and axis of rotation along [100] 

direction. The orientation of applied magnetic field H, which is always 

perpendicular to I, changed from 0° to 180°. Bottom picture c) shows the 

evolution of low field dependencies of magnetoresistance �Ã/Ã(ú,H) with 

increasing angle ú between the applied field H and the sample c-axis fitted by 

(H/H0)
x expression [1] measured at temperature T = 2 K. This measurement 

was performed with experimental setup according to Fig. 1a. Inset: the 

variation of exponent x with angle ú. 

III. RESULTS AND DISCUSSION 

 

 Fig. 1c shows the �Ã/Ã(ú, H) dependencies for various angles 

between ú = 0ð and ú = 90ð, with current direction along [110]. 

The analysis of these dependencies shows that ôÃ/Ã(ú, H) is for 

all angles positive and in small magnetic fields varies as ôÃ/Ã 
= (H/H0)x, with x depending on ú (see inset of Fig. 1c). At ú = 

0ð is x û 1.54, and at ú = 90ð is x û 1.70. At Fig. 2 are shown 

the �Ã/Ã(ú, H) dependencies for current flow in [100] direction 

at two temperatures a) T = 2 K and b) T = 4 K. The obtained 

results are not in accordance with those in [1] where MR 

changes from a linear dependence at ú = 0ð to a quadratic 

dependence at ú = 90ð, nevertheless our experimental layout 

was the same. Authors in [1] support their result of linear MR 

with DFT calculations but they also admit that the calculations 

are unable to capture the effects of strong correlations 

precisely. The discrepancy between our results and these 

obtained in [1] can be explained by the various sample quality 

(rR = 38 in [1]). The only theoretical prediction of the 3/2 power 

law magnetoresistance, we are aware of, has been drawn for 

two-dimensional electron gas in the presence of small 

modulated magnetic field with zero average [25], the model 

which is not in the best match as we did not use a modulated 

magnetic field. Otherwise, our results are in good agreement 

with those in [26] and [27], where magnetoresistance of 

hexaborides SmB6 and LaB6 shows approximately H3/2 

dependence. According to these papers, 3/2 power law in 

magnetoresistance has origin in presence of carriers in open 

orbit on the Fermi surface. 

 

 

Fig.  2a) and 2b) shows the evolution of low field dependencies of 

magnetoresistance �Ã/Ã(ú,H) with increasing angle ú between the applied field 

H and the sample c-axis fitted by (H/H0)
x expression [1] measured at 

temperature T = 2 K and T = 4 K, respectively. This experimental setup (current 

along [100] direction according to Fig 1b) was exactly the same as in [1], we 

have not observed any evolution of exponent x. Insets: the variation of exponent 

x with angle ú. 

IV. CONCLUSION 

 

 In summary we measured dependencies of 

magnetoresistance of TmB4 in two different current directions 

([110] and [100]). Despite the previously observed quadratic to 

linear dependence of magnetoresistance with plausible 

explanation of the origin of linear magnetoresistance in [1], we 

have not seen any evolution of exponent x in our ôÃ/Ã = (H/H0)x 

dependencies. On the other hand, we observed approximately 

ôÃ/Ã þ H3/2 dependence over the entire angle range. However, 

the difference between these two works is interesting and it 

should be investigated more detail in the future. 
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Abstract4My thesis is focused on the experimental study of the 

mechanism of the superconductor-insulator transition (SIT) in 

strongly disordered superconducting thin film systems. In this 

article, the physical properties of highly disordered 

superconducting ultrathin ³-Mo2N films are studied by applying 

magnetotransport measurements. We show, that SIT in this 

system occurs at thicknesses between 2-3 nm. The magnetic field 

vs. temperature (B-T) phase diagrams of our samples, constructed 

from the transport measurements show, that with the increasing 

disorder, the mechanism of the magnetic suppression of 

superconductivity is changing. The results, presented in this paper 

serve as supplementary material for a forthcoming review article 

on SIT in thin ³-Mo2N films and will be an important part of my 

thesis. 

Keywords4superconductivity, molybdenum nitride (Mo2N), 

orbital pair-breaking effect, spin-paramagnetic pair-breaking 

effect, magnetotransport. 

 

I. INTRODUCTION 

The superconductor-insulator transition (SIT) in two 

dimensions is a continuous quantum phase transition in the limit 

of low temperatures driven by external parameters like disorder, 

magnetic field, or carrier concentration [1]. Two general 

mechanisms of SIT are known. These mechanisms can modify 

the superconducting wave function ÿ(ÿ÷) = �ÿÿ�(ÿ÷) either by 

suppressing the amplitude � 3 fermionic scenario [2] or by 

breaking its phase coherence � 3 bosonic scenario [3]. Our 

previous articles have shown that increased disorder in ³-Mo2N 

ultrathin films leads to the fermionic scenario of the suppression 

of superconductivity [4,5]. 

It is well known, that the application of an external magnetic 

field will suppress the superconducting properties [6]. The 

magnetic field can break Cooper pairs of the superconducting 

condensate in two different ways. The first mechanism is the 

orbital pair-breaking effect, which is explained by the 

suppression of superconductivity via the formation of 

Abrikosov vortices. It9s typical for this mechanism, that the B-T 

phase diagram (temperature dependence of the upper critical 

magnetic field BC2(T)) has a linear character at temperatures ÿ ³ ÿÿ . The second mechanism is the spin-paramagnetic pair-

breaking effect, which is explained as the effect of the magnetic 

field on the spin of the paired electrons of the Cooper pairs. At 

this mechanism, the B-T phase diagram has a typical square root 

dependence ? :ÿÿ 2 ÿ at ÿ ³ ÿÿ  [7]. 

The present paper deals with the transport measurements and 

the effect of increasing magnetic field on the transport 

properties of the investigated ³-Mo2N thin films. We show, that 

the mechanism of the magnetic pair-breaking in disordered 

³-Mo2N thin films depends on the degree of disorder. While in 

weakly/mediately disordered thin films superconductivity is 

suppressed with orbital pair-breaking, we identified the 

presence of a paramagnetic pair-breaking in the ultrathin film 

that was close to critical disorder. 

 

 
 

Fig. 1. Temperature dependence of sheet resistance RS(T) in a zero 

magnetic field. Transport measurements (a) were performed on 2 nm (cyan), 

3 nm (red), 10 nm (green), and 30 nm (blue) samples. The thickness 

dependence of the normal state sheet resistance of the superconducting samples 

RS
N in the reciprocal 1/d scale is shown in (b). The solid orange line is a guide 

for the eyes. 

 

II. EXPERIMENT 

Our Mo2N thin films of 2 nm, 3 nm, 10 nm, and 30 nm 

thicknesses were prepared by reactive magnetron sputtering 

onto a sapphire substrate from a Mo target in an argon-nitrogen 

mixture gas atmosphere. The subsequent crystallographic 

structure of our samples was characterized by X-ray diffraction. 

It was detected that our films are formed by a stoichiometric 

³-Mo2N phase with a typical NaCl structure [8]. 

The magnetotransport measurements were realized in a 

Quantum Design Physical Properties Measurement System 

(PPMS) using transport and resistivity options in the 

temperature range from 300 K to 0.4 K. This device allows for 

measurements in magnetic fields up to 9T. First, the sample was 

attached with vacuum grease on a standard Quantum Design 

Helium-3 Puck and DC Resistivity/ETO Sample Puck for 

resistivity measurements. These Pucks represent a simple and 

effective way to secure and wire samples for electrical 

measurements. Then contact connections were made using 

73



50 µm silver wires that were fixed to samples via silver paint. 

These were attached to the samples in a four-probe Van der 

Pauw configuration [9]. During the measurement of our 

samples, the lowest possible current from the PPMS 

measurement mode of 0.01 mA at a frequency of 30 Hz was 

applied. Subsequently, measurements of temperature 

dependencies at different external magnetic fields were carried 

out on our ³-Mo2N samples. The transport measurements of the 

sheet resistance RS(T) were performed using the Van der Pauw 

four-probe technique. The magnetic field was applied 

perpendicular to the plane of the ³-Mo2N thin films. 

 

 
 

Fig. 2. Temperature dependencies of sheet resistance RS(T) in different 

magnetic fields. Magnetotransport measurements were performed on 3 nm (a), 

10 nm (b), and 30 nm (c) samples. Fig. (d) shows B-T phase diagrams of the 

thin films with thicknesses of 3 nm (red symbols), 10 nm (green symbols), and 

30 nm (blue symbols). The normal state transitions were determined from 

magnetotransport data at 90 % of the normal state sheet resistance RS(T) (grey 

dashed line in a-c). 

 

III. RESULTS AND DISCUSSION 

Figure 1 (a) shows data, which were obtained from transport 

measurements of sheet resistance RS(T) in a zero magnetic 

field. These measurements were performed on 2 nm, 3 nm, 

10 nm, and 30 nm ³-Mo2N samples. As can be seen, with 

reducing thin film thickness, the normal state sheet resistance 

increases and the critical temperature TC is suppressed. Our 

samples reveal superconductivity down to 3 nm thickness. The 

RS(T) curve of the 2 nm thin film already shows an insulating 

character, which indicates that the SIT occurs somewhere at 

thicknesses between 3 nm and 2 nm. This is in agreement with 

our previous studies [5], but also with the observations of other 

groups [10,11]. Figure 1 (b) shows the thickness d dependence 

of the normal state sheet resistance RS
N of the studied samples 

on a 1/d scale. The RS
N(1/d) dependence of the disordered films 

is often used for basic characterization of the quality of a series 

of thin films with different thicknesses. Good quality 

continuous thin films reveal linear suppression of RS
N in the 

reciprocal thickness scale [10]. The quasi-linear dependence of 

RS
N(1/d) of our thin films confirms the high quality of our 

samples. 

Our magnetotransport data are shown in Figure 2. 

Temperature dependencies of the sheet resistance RS(T) of the 

3 nm, 10 nm, and 30 nm samples measured at different fixed 

magnetic fields are shown in panels  (a), (b), and (c), resp. 

Samples with 3 nm and 10 nm thicknesses were measured up 

to B = 3 T and the 30 nm thin film to B = 8 T magnetic fields. 

It can be seen that as the value of the applied magnetic field 

increases, the sheet resistance remains constant in the normal 

state and the superconducting transition shifts to lower 

temperatures in all our samples. It9s the typical behaviour of 

superconductors in the presence of a magnetic field. 

Figure 2 (d) shows the B-T phase diagram of the studied 

samples. The TC values were determined at 90 % of the normal 

state sheet resistances of the RS(T) curves measured at different 

fixed magnetic fields, which are marked with grey dashed lines 

in Figure 2 (a-c). The determined B(TC) dependencies are 

shown in Figure 2 (d) with red (3 nm), green (10 nm), and 

blue (30 nm) symbols. Although our B-T phase diagrams show 

the BC2 values only from the proximity of TC it is obvious, that 

with increasing disorder not only the values of TC and BC2 are 

changed, but also the curvature of the BC2(T) curves is 

changing. The BC2(T) values determined on the 30 nm and 

10 nm thin films show linear temperature dependencies near 

TC, which is typical for the orbital pair-breaking mechanism. 

On the other hand, the critical field of the 3 nm thin film reveals 

a negative curvature with a square root dependence ? :ÿÿ 2 ÿ. 

Such a curvature is typical for the paramagnetic critical 

field ýÿ  [12], where the magnetic pair breaking is realized 

through Zeeman spin-splitting effects. These results point to the 

apparent change in the pair-breaking mechanism due to 

increasing disorder in ³-Mo2N thin films. 

 

IV. CONCLUSION 

This paper is dealing with the experimental study of transport 

properties in the series of ³-Mo2N thin films with thicknesses 

2, 3, 10, and 30 nm. We have shown, that the reduced thickness 

causes an increase in disorder, leading to a superconductor-

insulator transition at thin film thicknesses between 3 nm 

and 2 nm.  

The B-T phase diagrams of our samples show that with 

increasing disorder not only the values of BC2 and TC are 

suppressed, but also the mechanism of the magnetic pair 

breaking changes. The orbital pair breaking effect, observed on 

samples with the lower disorder, changes to the paramagnetic 

effect in close proximity to the superconductor-insulator 

transition. These surprising results will be further studied using 

local spectroscopic measurements in our following papers. 
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Abstract4 Due to the high consumption of plastics and their 

adverse effects on the environment, new materials based on 

biodegradable polymers are being investigated. Starch is a 

versatile natural polymer material used mainly in the food 

industry. Modification plays an important role in the application 

of starch in other fields. The most common modifications are 

plasticization, cross-linking, mixing with other polymers and 

reinforcing starch with (nano)fillers to create (nano)composite 

materials. The physical and mechanical properties of starch-based 

materials depend on their structure and molecular mobility, 

which can be studied using X-ray diffractometry, dynamic-

mechanical thermal analysis and nuclear magnetic resonance. 

 

Keywords4 cross-linked starch, dynamic-mechanical analysis, 

nanocomposites, nuclear magnetic resonance, thermoplastic 

starch, X-ray diffractometry 

 

I. INTRODUCTION 

Polymer materials are an invaluable part of our daily lives. 

The largest representative of these materials are plastics, which 

are used in various branches of industry. The massive 

production of plastics is also associated with a large impact on 

the environment, particularly in terms of plastic waste and lack 

of recycling. Another problem is that plastics are mostly 

obtained from fossil (non-renewable) resources. The solution 

to these problems lies in replacing conventional synthetic 

plastic materials with biodegradable ones that can be obtained 

from renewable sources like cellulose, chitin, chitosan, starch, 

and others [1][2]. Native starch has found wide use in the food 

industry. In order to use starch in other branches of the industry, 

it has to be subject to thermomechanical processing together 

with small molecular weight compounds (called plasticizers). 

The resulting material is starch with thermoplastic properties 

(TPS) [3]. TPS has some unsatisfactory properties in wet and 

dry environments like high viscosity, and insufficient thermal 

stability. The main disadvantage of TPS is its retrogradation 

which causes embrittlement of the material. To eliminate these 

drawbacks and to improve (selected) TPS properties, TPS with 

cross-linked chains, its blends with other polymers and 

(nano)composite TPS-based materials can be prepared [3][4]. 

II. STARCH 

Starch is a natural renewable polymer material that belongs 

to polysaccharides. Starch is produced in higher plants in 

amyloplasts (by photosynthesis) and serves as a storage 

substance accumulating in the storage organs of plants in the 

form of grains. Among the most commercially used sources of 

starch are potato, rice, wheat, maize, cassava, banana, and 

others [1][2]. Starch grains can be found in seeds, tubers, roots, 

leaves, fruits, stems and pollen of plants. Depending on the 

plant species, starch grains occur in different sizes (0.1-100 

¿m) and morphologies (polyhedral, elliptical, semi-spherical, 

spherical, irregular). Different morphologies of starch grains 

can also be observed in different parts of the same 

plant [3][4][5]. 

Starch grains are heterogeneously composed of two main 

different polysaccharides 3 primarily linear amylose and highly 

branched amylopectin (Fig. 1) which are formed by glucose 

units connected to each other by ý-D-(1,4) and ý-D-(1,6) 

glycosidic bonds [3][5]. Other (minor) components of the 

starch grains are water, proteins, lipids, different forms of 

phosphorus and other substances which can interact with 

polysaccharides [2][4]. The percentage of amylopectin in the 

starch grain is around 65-85% depending on the source. The 

subscript n on Fig. 1 is known as degree of polymerization (DP) 

and specifies the length of polymer chain. Red numbers in 

Fig. 1 represent labelling of carbons in the glucose unit. 

 

Fig. 1.  Chemical structure of amylopectin a) and amylose b) 

Starch extracted from starch grains is semicrystalline. The 

percentage of crystalline phase is approximately 20-45% given 

by the starch source. The short branching chains of amylopectin 

are mainly responsible for crystallinity in starch grains. On the 

other hand, branching points of amylopectin and linear amylose 

chains form amorphous regions [1][3]. 

A. Amylopectin 

Amylopectin is a highly branched macromolecule, ý-D-(1,6) 

glycosidic bonds are amylopectin branching points (Fig. 1a). 

The molar mass M of amylopectin chains is 107-108 

g/mol [1][2][3]. 

Parallel-arranged amylopectin chains form a double-helices 

that are arranged in crystalline regions of the A-, B-, or C-type. 

The disordered (amorphous) regions contain branching points. 

Amylopectin chains may be intertwined with amylose 

chains [3][5][6]. 
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B. Amylose 

Amylose chains are predominantly linear formed by ý-D-

(1,4) glycosidic linkages (Fig. 1b). The molar mass M of 

amylose is 105-106 g/mol. Some amylose chains may contain 

side chains. Most starches contain a mixture of both linear and 

branched amylose chains [2][5]. 

The amylose chains form left-handed single-helical 

structures. In this state, amylose is unstable. The amylose 

chains can interact with minor components in starch grains to 

form inclusion complexes that are arranged in V-type and EH-

type crystalline regions. In some types of starches, the linear 

chains of amylose can group together and create double-helical 

structures (thus increasing the stability of the system) and both 

A- and B-type crystalline structures can be formed [3][5]. 

III. THERMOPLASTIC STARCH 

Starch is widely available with minimal extraction costs. 

Due to multiple H-bonds between chains (strong inter- and 

intra- molecular forces) native starch does not behave as a 

thermoplastic and it cannot be melted as it degrades before 

melting [1][3]. For this reason, native starch has to be modified. 

Chemical modification includes various methods like 

hydrolysis, etherization, esterification or oxidation [7]. 

Thermomechanical processing involves various physical and 

chemical processes (water diffusion, expansion of starch 

grains, gelatinization, and crystallization). In terms of phase 

transitions, plasticization/gelatinization is very important 

because it is involved in the conversion of native starch into a 

thermoplastic material [3][4]. 

The process of plasticization is quite complex, as the starch 

undergoes significant structural changes and thus also changes 

in its properties. The preparation of TPS includes the following 

steps: the starch grains are mixed with water or with an aqueous 

solution of a low molecular weight compounds called 

plasticizers (glycerin, urea, formamide, sorbitol, &) at elevated 

temperature (usually around 60-120°C). This swells the starch 
grains and also disrupts the ordered structures of the 

amylopectin chains - a gel is formed that is cooled down 

immediately. In the last step, the sample is dried to remove 

excess water from the material [1][8]. 

TPS is composed of a destructured (gelatinized) starch 

containing one or more plasticizers in his structure. TPS 

behaves like a thermoplastic and (as well as native starch) is 

completely biodegradable [3][9]. An important property of 

starch-based materials is the glass transition temperature Tg. 

The glass transition is a process in amorphous regions of a 

polymer in which the polymer chains gradually undergo 

transition from a glassy state to a rubbery (highly elastic) state 

as the temperature increases (the process is reversible), due to 

the changes in their molecular mobility. In the glassy state 

(below Tg), the polymer is brittle, hard (behaves like glass), the 

chain segments are frozen in their conformations. In the 

rubbery state (above Tg) the high molar mass polymer is elastic 

(the low molar mass polymer is liquid) because the chain 

segments can move relatively freely [1][3].  

TPS is a hydrophilic and flexible material. His flexibility 

depends on the type (source) of starch and the amount and type 

of plasticizers. As the plasticizer content increases, the 

flexibility of the material can increase as it is e.g. for glycerol, 

when the starch chains and their parts can move more freely, 

and the Tg decreases [1][3][9]. 

The plasticizer has the ability to form starch-plasticizer 

hydrogen (H-) bonds instead of bonds between starch chains, 

resulting in release of chain segmental motion. At higher 

plasticizer content, some plasticizer molecules are not bound to 

the starch chains, thus domains rich in plasticizer and in starch 

are present in TPS bulk (Fig. 2). In the plasticizer-rich domains, 

the mobility of the starch chains (segments) is determined by 

the mobility of the plasticizer molecules and the glass transition 

is observed at lower temperature than in the starch-rich 

domains [10]. 

 

Fig. 2  Inhomogeneous structure of starch-plasticizer mixture 

TPS has several drawbacks 3 mainly insufficient mechanical 

properties and an unstable structure (especially in humid 

environments). When stored at temperatures above its glass 

transition, crystallization of amylose chains and rearrangement 

of amylopectin chains into ordered structures occur, i.e. the 

proportion of crystalline phase in TPS increases and the 

material becomes brittle [9]. 

IV. CROSS-LINKED STARCH 

Another way to tune the starch properties is chemical 

treatment to cross-link native starch chains. Many compounds 

can be use as cross-linking agents, such as carbodiimides, 

tannic acid, aldehydes, epichlorohydrin, aldehydes, and many 

others [7][11]. Cross-linking of starch is possible in the 

presence of chemical agents capable of forming ester or ether 

linkages between hydroxyl (3OH) groups. During starch cross-

linking, new covalent bonds are formed between chains acting 

as intra- and inter- molecular bridges. Cross-linking causes a 

change in functional properties, water resistance, mechanical 

strength (limited mobility of starch chains) and thermal 

stability of starch. Starch cross-linking increases the degree of 

polymerization and consequently starch molecular mass 

[12][13]. Oxidation is a widely used chemical modification that 

leads to the cross-linking, as in the case of dialdehyde starch 

(DAS) [7][11]. 

Native starch can be oxidized to predetermined dialdehyde 

content, thereby modifying its properties in a targeted manner 

[11][14][15]. DAS is mainly used in the paper industry as wet 

strength improver. However, due to intrinsic toxicity of the 

cross-linked agents, use of the DAS in foodstuffs is very risky 

and it is not permitted. Nevertheless, DAS has great potential 

as a component of biodegradable plastics for packaging 

purposes [11][14]. 

If the DAS is mixed with, for example, (at least) 25% of 

glycerol and then heat-treated, thermoplastic dialdehyde starch 

(TPDAS) with thermoplastic properties and a cross-linked 

structure heat-processable into thin films is produced [7][11]. 

Some DAS with specific cross-linking agents 

(disemicarbazone, dihydrazone, etc.) form stable complexes 

with heavy metals with a possibility of use as biodegradable 

traps for heavy metal ions from sewage and soil [14]. 
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TPDAS shows longer biodegradation process than TPS but 

its resistance to starch re-crystallization during storage is 

higher. TPDAS can be applied in the medical, drug release, 

packaging, and agricultural fields [7][15]. To extend the use of 

these materials as biodegradable for various biotechnological 

applications, further research monitoring the effect of 

microorganisms on their biodegradation process is 

important [7]. 

V. TPS NANOCOMPOSITES 

A composite material (composite) is composed of two 

different components referred to as matrix and filler 

(reinforcement). The matrix is a continuous component of the 

composite, its task is to bind and protect the filler that is 

dispersed in it. The properties of a given composite material are 

influenced by the chemical and physical properties of the 

matrix and filler, the amount and shape of the filler, 

matrix/filler and filler/filler interaction, and the type of 

preparation process. In most cases, the final product 

(composite) has different properties than the substances from 

which it was made up. Polymer composites, sometimes referred 

to as reinforced plastics, are the most widely used in materials 

engineering. Compared to other composites, they are 

characterized by corrosion resistance, low density, ease of 

preparation and resistance to external influences. They have 

high specific strength and specific modulus. Most of these 

composites are also recyclable [16][17][18]. 

Polymer nanocomposites are composites consisting of a 

polymer matrix and a nanofiller whose particles have (at least) 

one dimension smaller than 100 nm. Currently, they are one of 

the most advanced and prospective materials in terms of 

research. The disadvantage of polymer (nano)composites is 

their inferior heat resistance [18][19]. 

The most widely used nanofiller for polymer matrices is a 

clay called montmorillonite (MMT). Montmorillonite belongs 

to the group of smectites, i.e. highly expandable silicate clays, 

sometimes referred to as phyllosilicates or layered silicates. 

Each layer is composed of two tetrahedral sheets with an 

octahedral sheet between them. The large value of the active 

surface area together with the short distances between the 

nanofiller particles dispersed in the polymer matrix cause 

significant changes in the properties of the nanocomposites at 

very low nanofiller concentrations (<3-5% wt.) [18][20]. 

Phyllosilicates allow introducing surrounding molecules 

(including polymer chains) into their interlayer space resulting 

in an intercalated structure. Individual layers of phyllosilicates 

are separated in exfoliated nanocomposites [20]. 

Several scientific studies have shown that the reinforcement 

of TPS with nanofillers improves its water and water vapour 

resistance, and some TPS mechanical properties. However, all 

properties of TPS nanocomposite depend on both the amount 

and the distribution of nanofiller in the TPS 

matrix [1][3][4][21]. 

VI. POLYMER BLENDS WITH TPS 

Preparing of blends of TPS with other (biodegradable) 

polymers is an important modification of TPS. It is very useful, 

easy to prepare, and low-cost technique. By blending TPS with 

different polymers it is possible to obtain a material with 

different properties (mechanical, thermal, water-resistant, 

rheological, etc.) which increases the range of TPS use. Most 

blend components are not thermodynamically compatible and 

therefore they form a multiphase system. In TPS blends, starch 

can be a continuous or dispersed phase according to its amount 

in the blend [1][3][4][22]. 

VII. TECHNIQUES FOR STUDY OF TPS-BASED MATERIALS 

Experimental techniques used to characterize properties and 

structure of starch-based materials include X-ray powder 

diffractometry, small angle neutron scattering, dynamic-

mechanical analysis, differential scanning calorimetry, 

thermogravimetric analysis, nuclear magnetic resonance, 

infrared, Raman spectroscopies, transmission and scanning 

electron microscopies, and rheology [23]. 

A. X-ray diffractometry 

X-ray diffractometry (XRD) is an inexpensive and non-

destructive method that is used to detect crystalline phases in 

material under study. The principle of XRD is the interaction 

of X-rays with atoms or ions forming the crystallographic 

lattice of the material under study. The diffraction process on 

polycrystalline samples is described by Bragg's law: 

 2ýhkl sinÿ = ÿÿ, (1) 

where ýhkl is the interplanar distance of two crystallographic 

planes, hkl are the Miller indices, ÿ is the angle that the incident 

X-ray beam makes with the sample plane (diffraction angle), ÿ 

is an integer (the order of diffraction), and ÿ is the wavelength 

of the incident (ideally) monochromatic (radiation of the same 

wavelength) X-rays. Obtained diffractograms, i.e. the 

dependences of the intensity of diffracted X-ray on the 

incidence angle ÿ. Diffracted X-rays carry information about 

structure of the material [24][25][26]. In the diffractograms of 

starch-based materials, a broad amorphous maximum 

corresponding to the amorphous phase can be observed which 

is superimposed with diffraction peaks at particular angles ÿ, 

according to which the type of crystalline structure of starch 

can be identified [3][26]. 

B. Dynamical-mechanical analysis  

The dynamic-mechanical thermal analysis (DMA) method 

examines the response of a material to an applied external 

harmonic force as a function of temperature. Based on these 

measurements, we can assess mechanical properties of 

materials in the relevant temperature ranges. If we write the 

applied mechanical stress in the form: 

 ÿ(ý) = ÿ0 sin(ýý), (2) 

then for the resulting strain lagging behind the stress we get the 

equation: 

 ÿ(ý) = ÿ0 sin(ýý 2 �), (3) 

where ÿ0 and ÿ0 have the meaning of stress and strain 

amplitude, respectively, ý is the angular frequency of applied 

harmonic stress, and ý is time. Equation (3) describes the 

harmonic deformation of a viscoelastic material (a material that 

combines elastic and viscous behavior characterized by a 

storage (ý´) and loss (ý´´) moduli, respectively), for example 

polymeric materials. The parameter · is the phase shift, also 

called the loss angle. In the case of polymers, various relaxation 

transitions associated with changes in the molecular motion can 

be investigated, such as the glass transition, secondary 

transitions, melting, the effect of additives or structural changes 

during storage. Relaxation processes are manifested in the 

temperature dependences of tan � and loss modulus as local 

maxima, storage modulus decreases with increasing 

temperature [27][28]. This information is important for 

appropriate use of the studied material. 
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C. Nuclear magnetic resonance 

Nuclear magnetic resonance (NMR) is nondestructive 

spectroscopic method to investigate the structure and molecular 

dynamics/mobility of starch-based materials. NMR is based on 

the interaction of a radio-frequency (MHz) electromagnetic 

field (rf-EMF) with the magnetic moments (related to spins) of 

the nuclei of atoms, which are placed in a strong external 

magnetic field ý0 [25][26]. A nucleus with nuclear spin I (Ib0) 
in a magnetic field ý0 takes on 2I+1 orientations with different 

energies. A given nucleus interacts also with the local magnetic 

fields generated by the adjacent nuclei. These local magnetic 

fields are unique to the structure of the material. By irradiation 

the sample (immersed in the magnetic field ý0) with rf-EMF, 

the nuclei absorb energy changing the orientation of the nuclear 

spins from a low-energy to high-energy state (excited state) and 

the magnetization (total magnetic moment) of the sample 

changes. This absorption of energy, called resonance, occurs 

only if the resonance condition is met: 

 |&ý| = |ÿ'ý0|, (4) 

where &ý is the difference in the energy of two states with 

different orientation of magnetic moment in the ý0 field, ÿ is 

the gyromagnetic ratio and ' is the reduced Planck constant. 

When the rf-EMF is removed, the nuclei relax back to their 

low-energy state, the sample magnetization changes; it is 

detected as an induced signal so called free induction decay (in 

time domain) which is recorded. This signal is then converted 

via Fourier transformation into frequency domain 3 NMR 

spectrum, which provides information about the structure and 

molecular dynamics/motion of the samples [26][29]. 
1H NMR experiments are frequently used for characterizing 

molecular dynamics in the studied samples. Proton NMR 

spectra of solids are usually broad and in the case of rigid 

structure poorly resolved due to the strong dipole-dipole 

interactions between 1H nuclear spins which are not averaged 

by molecular motion, the widths of NMR signals narrows with 

increasing molecular mobility. Using 13C NMR measurements, 

it is possible to observe the changes in morphology in TPS-

based materials in detail, because the shape of the resonance 

signal of carbon C1 in starch structure (Fig. 1) is very sensitive 

to the ordering of starch chains in the scale smaller than nm, 

which cannot be detected by XRD [8]. 

 

My research is focused on the characterization of 

thermoplastic starch and thermoplastic starch-based 

biodegradable polymer blends. These materials will be studied 

using above mentioned experimental techniques, which can 

provide comprehensive information about their structure and 

changes of its properties over time. 
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Abstract—This paper describes the Industry 5.0 concept and
its enabling technologies. With regard to this concept, the paper’s
main focus is also to provide an overview of the human-
machine collaboration concept, which aims to enhance the
working capabilities of humans and machines. In this case, new
challenges for researchers and scientists arise when designing
collaborative applications that put humans at the center of
production while maintaining the flexibility and effectiveness of
different applications. Our next research step is to design an
appropriate framework and methods of AI and suitable enabling
technologies to build these applications, which will tackle all the
upcoming challenges.
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I. INTRODUCTION

The final form of the Industry 5.0 concept was introduced

in 2021 [1] by the European Commission to shift the focus of

industries to new values. Unlike its predecessors, this industrial

revolution did not bring a big technological leap, and it is said

to be a complement to the existing Industry 4.0 paradigm. This

also results in a way that we should not take the fifth industrial

revolution as the chronological continuation of the fourth, but

rather as the co-existing one. Industry 5.0 is defined by its three

key elements - human-centricity, sustainability, and resilience.

These elements, also called core values of Industry 5.0, have

brought different perspectives we should take when developing

or implementing new technologies. It has also brought a need

to develop already existing technologies further.

One of these areas that need to be further developed is the

concept of human-machine collaboration, which focuses on

collaborative solutions where human workers and machines

share their skills and tasks. The new paradigm shift has

brought a need to tackle all the challenges of using the best

capabilities of robots and machines while keeping the focus on

humans. Human-machine collaboration is becoming the new

frontier in industrial applications and is set to be implemented

in more applications in many areas in the future.

The first section describes the concept of Industry 5.0, its

core values, and enabling technologies. The second section

will focus on human-machine collaboration and analyze this

concept and its applications in recent years. Subsequently, new

approaches and challenges for human-machine collaboration

are examined. The third section will be dedicated to future

research directions.

II. INDUSTRY 5.0

The Industry 5.0 vision is to recognize the power of industry

to achieve societal goals beyond jobs and growth, to become a

resilient provider of prosperity by making production respect

the boundaries of our planet and placing the wellbeing of

the industry worker at the center of the production process

[1]. The document also says that the main difference is that

Industry 4.0 is technology-driven, while Industry 5.0 is value-

driven. Industry 5.0 has its roots in Industry 4.0, which was

also focused on societal goals and sustainability, but not

as much on digitalization to increase the effectiveness and

flexibility of manufacturing. The concept of Industry 5.0 has

brought a different perspective, emphasizing the importance of

research and innovation to support humanity in the long term.

Industry 4.0 also addresses the issues of human-centricity,

sustainability, and resiliency, but in the case of Industry 5.0,

there is a shift to focus from individual technologies to a

systematic approach [2].

While creating the concept of Industry 5.0, EU also iden-

tified its 6 key enabling technologies [3]. Each of the tech-

nologies introduced by the EU is believed to unfold its full

potential only when combined with others to create complex

systems. For that, we also need to develop a systematic

approach [3]. These technologies are:

1) Individualised human-machine interaction - human-

centric technologies that combine and interconnect the

strengths of machines and humans. These technologies

include multi-lingual speech and gesture recognition,

human intention prediction, technologies to track the

mental and physical state of the patients, collabora-

tive robots, augmented, virtual, and extended reality,

exoskeletons, or decision support systems.

2) Bio-inspired technologies and smart materials - They

allow the creation of products with advanced capabilities

from materials, which could be recycled, self-repaired,

self-healed, or have embedded sensors technologies or

biosensors.

3) Digital twins and simulation - technologies for model-

ing, controlling, and supervising the entire system to op-

timize production, test products, and processes, predict

maintenance or failures, and measure environmental and

social impact.

4) Data transmission, storage, and analysis technologies -

cybersecurity, interoperability, edge computing, trace-

ability, networked sensors, and big data management.

5) Artificial Intelligence - technologies capable of finding

correlations and causality in dynamic systems, brain-

machine interface, ability to respond to new situations

without human support.

6) Technologies for energy efficiency, renewables, stor-
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age, and autonomy - increasing energy demand of the

mentioned technologies requires using renewable energy

sources, low-energy data exchange, and smart dust to

achieve emission neutrality.

These 6 enabling technological concepts also cross paths

with nine enabling technologies of Industry 4.0, which were

identified by BCG [4]. Therefore it is undoubtful that the

technologies of Industry 4.0 will help to accomplish the

goals of Industry 5.0. Furthermore, while these technologies

were being discussed, there was a consensus that social and

environmental needs must be better integrated into technology

development.

The mentioned concepts have to support three key elements

of Industry 5.0: human-centricity, sustainability, and resilience.

Instead of taking new technology as a starting point and

investigating its ability to increase efficiency, human-centric

solutions place basic human needs and interests at the center

of the production process. It also means ensuring that new

technologies do not interfere with workers’ fundamental rights,

such as the right to privacy, autonomy, and human dignity.

The industry should respect the limits of the planet and

must be sustainable. It needs circular processes that reuse,

re-evaluate and recycle natural resources, waste, and recy-

cling environmental impact. Artificial intelligence and additive

manufacturing technologies can also significantly optimize

resource efficiency and minimize waste. Resilience means a

higher level of resilience in industrial production to better arm

it against external disruption and ensure that it can provide and

support critical infrastructure in times of crisis. Geopolitical

changes and natural crises such as the COVID-19 pandemic

highlight the fragility of our current approach to globalized

production.

III. HUMAN-MACHINE COLLABORATION

Human-machine collaboration (HMC) is a term we use to

describe humans and machines working together simultane-

ously in a shared workspace on the same tasks with possible

physical contact. It involves parties with different capabilities,

competencies, and resources, which must be coordinated to

maximize their strengths. When we talk about human-machine

collaboration in general, we do not limit the connotation of

the word "machine", so in our case, it may refer to any

physical equipment or software like an autonomous system,

robot, algorithm, or AI. The first subsection of this chapter

will focus on analyzing human-machine collaboration and its

current research state. The second subsection analyzes the

challenges of human-machine collaboration, while the third

subsection focuses on my next work on this topic.

A. Review of HMC concepts and technologies

Since the introduction of Industry 4.0, there has been an

increased focus on different types of human-machine interac-

tion and collaboration. Most of the research on the Industry

4.0 focused on system-centric human-machine collaboration

[5]. Some concepts created in the era of Industry 4.0 that

already tried to shift their focus on a socially sustainable

manufacturing workforce, for example, Operator 4.0 [6], in

the context of human cyber-physical systems and human-

automation symbiosis.

Before the introduction of Industry 5.0, many studies on

human-robot collaboration focused on effective collaboration

Fig. 1: Digital twin of human-robot collaboration [10]

between humans and cobots. Subsequently, they led to the

creation of human-robot collaborative assemblies [7], [8].

Cobots or collaborative robots are designed to interact phys-

ically with humans in a shared environment without barriers

or protective cages. To collaborate with the cobot, we can

use voice processing, gesture recognition, haptic interaction,

brainwave reception, or deep learning for classification, recog-

nition, and context awareness identification. These applications

also proved useful to be extended and used with their digital

twin (Fig. 1), which enabled real-time control and dynamic

skill-based task allocation. Using predictions and simulations

led to optimized behavior without the risk of human injury

or financial loss [9], [10]. These human-robot collaboration

applications were implemented and tested in manufacturing

workspaces regarding their safety. However, these applications

and studies were limited only to cobots, which are usually

implemented in closed industrial cells.

New research regarding human-machine collaboration in the

context of the Industry 5.0 focuses more deeply on its core

values, making the collaboration human-centric, resilient, and

sustainable. In this new industrial revolution, there has been

a focus on new human-centric concepts of human-machine

collaboration like human-machine symbiosis [11], [12], which

focuses on mutual benefiting of humans and machines through

the concept of emergence, where high-level, complex system

emerges from the interaction of low-level system components.

Similarly, the industrial human needs pyramid (Fig. 2) was

proposed [5], which classifies the human needs in the human-

machine relationship in the industrial environment into five

layers that follow the 5C journey - coexistence, cooperation,

collaboration, compassion, and coevolution. Levels 1 to 3

of human needs have been primarily addressed by research

in coexistence, cooperation, and collaboration relationships,

while compassion and coevolution relationships, which need

to be addressed in levels 4 and 5, could be the next direction

of Industry 5.0 human-centric manufacturing. Based on this

pyramid model, a human-centric human-machine collaboration

framework in manufacturing was designed to extend stan-

dard human-robot collaborative practices to achieve human-

centricity alongside production efficiency. This framework

consists of three parts:

1) Dynamic human understanding - refers to developing

a personalized digital twin of human wellbeing and

modeling human states and intent.

2) Empathetic robot control - proactive human assistance,

which involves the generation of empathetic action based

on changing human behavior or working preferences.
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Fig. 2: Human-machine relationship levels mapped to Industrial Human Needs Pyramid [5].

3) Dynamic task scheduling - dynamic human-robot task

scheduler formed through collaborative intelligence.

Researchers found that companies achieve the most signif-

icant performance when humans and AI join forces together

to create collaborative intelligence [13]. Through collaborative

intelligence, humans and AI can actively enhance each other

strengths. Humans can are better at leadership, creativity, and

social skills, while AI could improve speed, scalability, and

quantitative capabilities.

When designing human-machine collaboration in Industry

5.0 concept, there is also a focus on resilient human-machine

teams and collaboration within them. The human-machine

team is a team that consists of human actors with different

skills, collaborative robots, and AI-based systems for super-

vision or assistance. One of the main concerns of resiliency

can include task allocation to utilize the best capabilities of

all actors in human-machine teams. These teams of humans

and machines need to adapt to changing situations where the

division of work and responsibility must be altered smoothly

[14].

B. Challenges of Human-machine collaboration

Designing human-machine collaboration according to the

new principles of the Industry 5.0 concept has brought new

opportunities and challenges. Before these challenges are

solved, they need to be identified and described first. Based on

the reviewed literature [15], [16], [17], [18], [3], [5], we put

some of these identified technical and social challenges into

Table I. Overcoming these challenges would result in improved

human well-being and flexible manufacturing, where humans

and machines develop their capabilities [11].

In [16], authors proposed a framework with guidelines and

recommendations for three complexity levels of the influenc-

ing factors presented when designing human-centered human-

machine interaction workspaces in an industrial setting. It

was concluded that challenges from designing human-machine

collaboration workspaces in industrial settings require multi-

disciplinary and diverse knowledge of fields with a framework

to systematize research findings.

Authors in [18] addressed decision-making risks while

using AI or other algorithms in human-machine collaboration.

Humans are vulnerable to cognitive biases, while machines

cannot handle incomplete information well. In their paper,

the authors proposed research challenges covering organizing

efficient and healthy human-machine teams with effective

mental interfaces.

Having humans working with cobots seems an efficient way

to develop personalized products, but it creates issues and

considerations we should address. As described in [17], these

issues may include human fear of losing jobs, psychological

concerns, or dynamic task allocation. The authors described

the human-robot co-working in the factory as better when

cobots complement humans in repeated activities and let

humans do creative and innovative jobs.

C. Research gap

Based on our research, we believe there is a need to design

a new approach for developing human-machine collaboration

applications, which would also be suited to use with hetero-

geneous multi-robotic systems. Our focus is that it would also

apply to different mobile robots, including unnamed ground

and aerial vehicles working simultaneously in the same shared

workspace. The expected result of my work is to design a

conceptual framework for different types of human-centered

solutions which focuses on human-machine collaboration ap-

plications. This framework will be subsequently tested in lab-

oratory conditions using physical devices. Our goal is to also

focus on implementing the Industry 5.0 enabling technologies

while focusing on Industry 5.0 core values and addressing the

challenges of designing human-centric applications. We would

use a diploma thesis application focused on laboratory multi-

robotic systems as a starting point.

My diploma thesis mainly focused on machine-machine

and human-machine cooperation between aerial and ground

unmanned vehicles. The terms cooperation and collaboration

are sometimes used interchangeably in human-machine inter-

action research, but they are different types of interactions

[19]. In human-machine cooperation, humans and machines
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TABLE I: Challenges of human-machine collaboration in Industry 5.0

HMC Challenge Description

Human-centric AI AI personalized to individual workers, focusing on enhancing human productivity rather than replacing humans.
Transparency, Explainability Understanding of the machine and AI decisions and reasons behind their actions.

Technology acceptance and trust Human fear of losing jobs and psychological concerns.
Training People Continuous up-skilling or re-skilling to ensure smooth human-machine interaction performance.

Safety Safe collaboration and anticipation of potential emergencies
Performance measures Metrics and means of measuring human and machine wellness to define the quality of collaboration.

work on common goals but do not share tasks. This is common

in manufacturing, where robots start to do one part of the

manufacturing process, and humans finish the process after-

ward. My diploma thesis focused on creating an application to

control cooperation between human, drone, and ground mobile

robot. The result of the thesis was a mobile application that

human operators can use to control the devices. It gives them

tasks via an interface with buttons and a map on the screen,

including ground robot navigation or drone landing on this

ground mobile robot.

Machines in real industry applications should be capable

of responding to unexpected or new situations while making

real-time decisions when working with human operators and

other machines. Most of the human-machine collaboration

frameworks proposed by other authors focus on what we need

to focus on regarding human-centricity and resiliency, but not

on the specific use of all Industry 5.0 enabling technologies

in one framework to create a complex system. For this

process, we need to design a framework capable of gathering,

processing, and analyzing a large amount of data. Both humans

and machines will generate a large amount of data, which

will be gathered and processed. We will use this data to

make simulations and predictions using the digital twin of the

workspace and human-machine teams. Some decisions must

be processed or decided on the cloud; others must be processed

on edge devices to accomplish real-time responses to different

situations. There will be a need to develop personalized and

human-centric AI.

Our identified research gaps we would like to focus on in

the next steps are, therefore:

1) Identify and implement technologies and methods suit-

able for the different types of human-centered solutions.

This could include improving enabling technologies to

their full potential when designing personalized AI or

digital twin of HMC.

2) Design dynamic task allocation plan between humans

and machines in HMC. This would result in better

flexibility and resilience of the human-machine team.

3) Design a systematic approach to building safe and

trustable robots using appropriate technologies and ma-

terials.

IV. FUTURE WORK

Many technologies and concepts mentioned in this pa-

per could be used when developing future human-machine

collaboration applications. In our next research, we would

like to analyze methods and approaches of AI further and

enable IT technology suitable for different types of human-

machine collaboration applications that will follow Industry

5.0 principles. As part of our work, we could further explore

augmented reality when interacting with machines, create a

digital twin of both human and machine, implement human-

centric and transparent AI, and conclude the results using

appropriate metrics.

ACKNOWLEDGMENT

This publication was supported by the grant AI Based

Approaches and Enabling IT Technology for Human-Machine

Collaboration in Industry 5.0 (07/TUKE/2022) and VEGA

1/0480/22, EDEN: EDge-Enabled intelligeNt systems.

REFERENCES

[1] E. C. D.-G. for Research and Innovation, “Industry 5.0 - towards a
sustainable, human-centric and resilient european industry,” 2021.

[2] X. Xu, Y. Lu, B. Vogel-Heuser, and L. Wang, “Industry 4.0 and industry
5.0—inception, conception and perception,” Journal of Manufacturing
Systems, vol. 61, pp. 530–535, 2021.

[3] E. C. D.-G. for Research and Innovation, “Enabling technologies for
industry 5.0,” 2020.

[4] B. C. Group, “Industry 4.0,” 2023. [Online]. Available: https:
//www.bcg.com/capabilities/manufacturing/industry-4.0

[5] Y. Lu, H. Zheng, S. Chand, W. Xia, Z. Liu, X. Xu, L. Wang, Z. Qin,
and J. Bao, “Outlook on human-centric manufacturing towards industry
5.0,” Journal of Manufacturing Systems, vol. 62, pp. 612–627, 2022.

[6] D. Romero, J. Stahre, and M. Taisch, “The operator 4.0: Towards socially
sustainable factories of the future,” p. 106128, 2020.

[7] L. Wang, R. Gao, J. Váncza, J. Krüger, X. V. Wang, S. Makris,
and G. Chryssolouris, “Symbiotic human-robot collaborative assembly,”
CIRP annals, vol. 68, no. 2, pp. 701–726, 2019.

[8] E. Magrini, F. Ferraguti, A. J. Ronga, F. Pini, A. De Luca, and F. Leali,
“Human-robot coexistence and interaction in open industrial cells,”
Robotics and Computer-Integrated Manufacturing, vol. 61, p. 101846,
2020.

[9] A. Bilberg and A. A. Malik, “Digital twin driven human–robot collab-
orative assembly,” CIRP annals, vol. 68, no. 1, pp. 499–502, 2019.

[10] A. A. Malik and A. Brem, “Digital twins for collaborative robots: A case
study in human-robot interaction,” Robotics and Computer-Integrated
Manufacturing, vol. 68, p. 102092, 2021.

[11] C. S. e. a. Lu Y., Adrados J., “Humans are not ma-
chines—anthropocentric human–machine symbiosis for ultra-flexible
smart manufacturing,” Engineering, vol. 7, pp. 734–737, 2021.

[12] Y. Yao, “Human-machine co-intelligence through symbiosis in the smv
space,” Applied Intelligence, pp. 1–21, 2022.

[13] H. J. Wilson and P. R. Daugherty, “Collaborative intelligence: Humans
and ai are joining forces,” Harvard Business Review, vol. 96, no. 4, pp.
114–123, 2018.

[14] E. Kaasinen, A.-H. Anttila, P. Heikkilä, J. Laarni, H. Koskinen, and
A. Väätänen, “Smooth and resilient human–machine teamwork as an
industry 5.0 design challenge,” Sustainability, vol. 14, no. 5, p. 2773,
2022.

[15] S. Nahavandi, “Industry 5.0—a human-centric solution,” Sustainability,
vol. 11, no. 16, p. 4371, 2019.

[16] S. J. e. a. Simões A., Pinto A., “Designing human-robot collaboration
(hrc) workspaces in industrial settings: A systematic literature review,”
Journal of Manufacturing Systems, vol. 62, pp. 28–43, 2022.

[17] B. P. e. a. Maddikunta P., Pham Q., “Industry 5.0: A survey on
enabling technologies and potential applications,” Journal of Industrial
Information Integration, vol. 26, 2022.

[18] M. L. e. a. Xiong W., Fan H., “Challenges of human—machine collabo-
ration in risky decision-making,” Frontiers of Engineering Management,
vol. 9, pp. 89–103, 2022.

[19] A. Kolbeinsson, E. Lagerstedt, and J. Lindblom, “Foundation for a
classification of collaboration levels for human-robot cooperation in
manufacturing,” Production & Manufacturing Research, vol. 7, no. 1,
pp. 448–471, 2019.

SCYR 2023 – 23rd Scientific Conference of Young Researchers – FEEI TU of Košice

83



Measuring and Monitoring Particulate Matter in 
an Industrial Environment 

1Simona KIREaOVÁ (2nd year) 

Supervisor: 2Milan GUZAN 

1,2Dept. of Theoretical and Industrial Electrical Engineering, FEI TU of Koaice, Slovak Republic 

1simona.kiresova@tuke.sk, 2milan.guzan@tuke.sk 

 

Abstract4 Particulate matter are small particles that have 

negative effects on human health. In this paper, we outline the 

measurement and monitoring system for particulate matter used 

in an industrial environment 3 a small company that is focused on 

producing medical supplies, which must meet the conditions of 

ISO Class 8 of air cleanliness as defined by the STN EN ISO 

14644-1 standard. We point out the benefits of long-term 

monitoring as opposed to once-per-year measurement. 

 

Keywords4Classes of air cleanliness, ESP8266, InfluxDB, 

number concentration, particulate matter, SPS30 

I. INTRODUCTION 

Particulate matter (PM) are small particles of varying size: 

PM10 3 particles with a diameter <10 µm, PM2.5-10 or coarse 

particles (2.5310 µm), PM2.5 or fine particles (<2.5 µm),  and 

PM0.5 or ultrafine particles (<0.5 µm) [1]. PM can be described 

by their mass concentration, number concentration, surface 

area, and size distribution. Mass concentration measurements 

are generally used for the estimation of the health effects of PM. 

Number concentration and size distribution measurements are 

usually used to assess the impact of PM on the climate [2], but 

they are also useful in measuring ultrafine particles [3].  

Measuring PM is important due to the negative effects of the 

particles on human health on the cardiovascular and respiratory 

systems. Exposure to PM can cause decreased lung function, 

difficulty breathing, asthma, high blood pressure, irregular 

heartbeat, and heart attack [4]-[6]. The health effects of PM are 

more pronounced with decreasing size since fine particles can 

penetrate deeper into the respiratory system and reach lung 

alveoli and ultrafine particles can reach the bloodstream [3].  

In our previous research, we measured the concentrations of 

particulate matter in urban and rural areas from short-term [7] 

and long-term [8] point of view. We have also analyzed how 

the distance from the source of PM affects the mass 

concentration [9], as well as how often the measurements 

should be carried out [10]. In [11] we focused on determining 

the correlation between PM mass concentration and 

meteorological factors such as temperature, humidity, and 

atmospheric pressure. In [12] we focused on measuring fine 

and ultrafine particles. However, all those measurements were 

focused on outdoor particulate matter concentrations. Papers 

[13] and [14] serve as a more detailed overview of methods of 

measurement of PM. However, all those measurements were 

focused on measuring PM outdoors.  

This paper will be focused on measuring PM indoors, in a 

controlled environment in a company, which must meet certain 

conditions of air quality.  

II. MEASURING PM IN AN INDUSTRIAL ENVIRONMENT 

A. Classes of Air Cleanliness 

The classes of air cleanliness are defined in the STN EN ISO 

14644-1 standard [15]. There are 9 classes of air cleanliness by 

particle concentration defined by the standard. Each class is 

defined by the maximum allowable number concentration of 

particles (in #/m3) for particles of various sizes in Table 1. The 

stricter classes are defined by smaller particles, as the sampling 

and statistical limitations make the measurement of larger 

particles inappropriate. On the other hand, the less strict classes 

are defined by the number concentration of larger particles, as 

the concentration limits of smaller particles are not applicable 

due to high particle number concentration. 

TABLE I 

ISO CLASSES OF AIR CLEANLINESS BY PARTICLE SIZE [15]. 

ISO 

Class 

Max. concentration (#/m3) for particles of equal or greater size: 

0.1 µm 0.2 µm 0.3 µm 0.5 µm 1 µm 5 µm 

1 10 - - - - - 

2 100 24 10 - - - 

3 1000 237 102 35 - - 

4 10000 2370 1020 352 83 - 

5 100000 23700 10200 3520 832 - 

6 10000000 237000 102000 35200 8320 293 

7 - - - 352000 83200 2930 

8 - - - 3520000 832000 29300 

9 - - - 35200000 8320000 293000 

 

The measuring of PM took place in a small company in 

Slovakia that focuses on the production of medical tools such 

as gauze, bandages, disposable sterile surgical operation sheets, 

and medical masks. This company must meet the conditions of 

ISO Class 8 (highlighted by grey color in Table 1) in the 

production hall, where 21 HEPA filters are installed to ensure 

the required air cleanliness. This means that the limit value for 

PM g 0.5 µm is 3 520 000 particles per cubic meter (#/m3). 

Once per year, the company undergoes a certification when PM 

is measured. The floor plan of the production hall is depicted in 

Fig. 1, where the positions of the HEPA filters are marked as 

F14F21 and two measurement devices for particulate matter 

as M1 and M2 (they will be described in more detail in Section 

II.B). 
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Fig. 1.  The floor plan of the production hall with the marked positions of 

HEPA filters and PM measurement devices. 

B. The Measurement System 

The measurement system was based on the Wemos D1 R2 

development board with the ESP8266 microcontroller. The 

block diagram of the measurement system is shown in Fig. 2. 

 

 
 

Fig. 2.  The block diagram of the measurement system. 

 

The sensors used in the systems were the PM sensor SPS30, 

the temperature and humidity sensor SHT30, and temperature 

and atmospheric pressure system. SPS30 is an optical particle 

sensor. It is based on the principle of laser diffraction. SPS30 

detects the intensity and angle of a laser beam after it has been 

struck and scattered by a particle. An algorithm then determines 

mass concentration, number concentration, and the typical size 

of the particles. It measures PM0.5, PM1, and PM2.5 with an 

accuracy of ±10% and PM4 and PM10 with an accuracy of 
±25% [16]. 

Sensor SPS30 was chosen because of its large range of 

measured particle sizes, availability on the Slovak market, its 

cost, as well as the possibility to interface the sensor with the 

Wemos D1 R2 development board. At the time of the design 

and implementation of the measurement system, SPS30 was 

one of the few low-cost PM sensors available on the Slovak 

marker. Of course, since then, as more PM sensors found their 

way to the market, have also been considered. For example, 

sensors SEN5x (SEN50, SEN54, SEN55) can measure mass 

concentration of PM1, PM2.5, PM4 and PM10 as well as 

number concentration of PM0.5, PM1, PM2.5, PM4 and PM10, 

however the accuracy of SEN5x sensors is the same as SPS30 

(±10% for PM0.5, PM1 and PM2.5 and ±25% for PM4 and 
PM10). However, some of the SEN5x sensors can also measure 

other physical quantities, such as temperature, humidity, VOC 

index (SEN54 and SEN55), and NOx index (SEN55) [17]. 

Sensor HPMA115C0-003 can measure PM2.5 with an 

accuracy of ±15% and PM1, PM4, and PM10 with an accuracy 
of ±25% [18], which is worse than the accuracy of SPS30. 

Other PM sensors do not provide the measurements of multiple 

PM size categories. For example, sensor HPMA115S0-XXX 

can only measure PM2.5 and PM10 with an accuracy of ±15% 
[19]. Several months after the deployment of the measuring 

system, a new type of PM sensor arrived on the Slovak market, 

sensor IPS-7100. It can measure more categories of PM such as 

PM0.1, PM0.3, PM0.5, PM1, PM2.5, PM5, and PM10, all with 

an accuracy of ±10%, thus improving the measurement 

accuracy of the coarse particles [20]. This sensor was later 

implemented into a measurement system for outdoor 

monitoring of PM and meteorological factors, as it was 

described in [12].  

We use sensors SEN54, SEN55, and IPS-7100 in other 

measurement systems, deployed for outdoor measurements in 

urban and rural areas. 

As for the rest of the measurement system, the measured data 

is logged in a *.csv file on the microSD card every 5 seconds. 

Real-Time Clock module timestamps new entries with the date 

and time of the measurement.   

All the measured values of PM concentrations, temperature, 

humidity, and pressure are periodically sent to the InfluxDB 

database via WiFi. A potentiometer is included in the 

measurement system for adjusting the interval of sending data 

to the InfluxDB cloud. This interval ranges from 30 seconds to 

10 minutes and it is independent of the 5-second measurements 

recorded on the microSD. This interval of sending the 

measurements to the database is currently set by the 

potentiometer as once per minute and it is less frequent than the 

5-second SD card logging interval to reduce the amount of data 

sent to the InfluxDB database, while still retaining enough 

measurements to track the dynamic changes in PM 

concentration in real-time. However, we use the data logged on 

the microSD card for a more thorough analysis. Several 

dashboards were created in the database, which display the 

graphs of the measured physical quantities. 

Some of the measured values (not all) are displayed on the 

20x4 LCD display, namely, the number concentration of PM 

with diameter g 0.5 µm, temperature, humidity, and pressure, 
along with the current date and time and the interval of sending 

data to InfluxDB set by the potentiometer (this was set for 60-

seconds after the prototype of the measurement system was 

assembled). 

The case was modeled in Fusion 360. It comes in two parts 

3 the case and the cover, which are put together using screws. 

The case includes openings for the sensor on one side and for 

the SD card as well as USB and power cables on the other side. 

It also contains vent holes in four of its sides. The cover 

contains an opening for the display, a potentiometer, and 

screws. Both parts were 3D printed using PLA. Two prototypes 

of the measurement system were assembled and one of them is 

shown in Fig. 3. 
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Fig. 3.  The prototype of the measurement system. 

C. The Results 

The results are obtained from the measurements which were 

taken every 5 seconds and logged on the microSD card in *.csv 

files. They were processed in MATLAB, where the hourly 

averages were calculated, and the graphs were plotted. These 

measurements are long-term. They started on August 10, 2022, 

and they are still ongoing. To confirm the effectiveness of the 

filtration system from a more long-term point of view, hourly 

averages of PM0.5-10 number concentration from 10/8/2022 to 

14/10/2022 were plotted in the same graph in Fig. 4. Different 

colored lines represent measurements during each day. The x-

axis on the graph represents hours in a day (date not specified, 

since we want to compare the daily measurements). The 

horizontal red dashed line represents the limit value set by STN 

EN ISO 14644-1. Vertical black dashed lines mark 6:00 and 

14:00 (the start and end of the working time in the company). 

Only the workdays were plotted in Fig. 4 (measurements during 

the weekends and holidays were ignored). After the weekends 

and holidays were filtered out, a total of 45 days of 

measurements during workdays remain in Fig. 4, from which it 

can be seen that the number concentration decreases 

significantly for the duration of working hours (6:00 3 14:00, 

as indicated by the black dashed lines) when the filtration 

system is active. In all 45 measurements, the number 

concentration of PM fell under the limit value (red dashed line). 

 

 
Fig. 4.  Hourly averages of PM0.5-PM10 number concentration measured 

during the workdays from 10/8/2022 to 14/10/2022 (a total of 45 measured 

days represented by different colored lines). 

 

Similarly, Fig. 5 shows the hourly averages of typical 

particle size for the same 45 workday measurements (like in 

Fig. 4) represented by the different colored lines, which are 

plotted against hours in the day on the x-axis. Two black dashed 

lines mark 6:00 and 14:00. It is apparent from Fig. 5, that while 

the filtration system is off (before 6:00), the typical particle size 

tends to be between 0.4 and 0.5 µm. As soon as the filtration 
system is turned on at 6:00, typical particle size starts 

increasing (usually right until it is turned off). There is more 

variation between typical particle sizes between 6:00 and 14:00 

3 the particle size ranges from over 0.5 µm to over 1.1 µm. 
However, as the filtration is turned off at 14:00, we can observe 

a sharp decrease in typical particle sizes back in the ranges 

similar to their morning/pre-filtration levels. 

 

 
Fig. 5.  Hourly averages of typical particle size measured during the workdays 

from 10/8/2022 to 14/10/2022 (a total of 45 measured days represented by 

different colored lines). 

III. CONCLUSION 

For the vast majority of the working time, the conditions in 

the company regarding particulate matter meet the Class 8 

standard set by STN EN ISO 14644-1. The effect of the 

filtration system is apparent, in all 45 days of measurement 

displayed in Fig. 4 and Fig. 5. Still, long-term monitoring of 

PM is invaluable for keeping the necessary conditions in 

controlled spaces. Not only does monitoring of PM provide an 

overview of the current working conditions, but it can also help 

alert us about failures in the filtration system faster. Long-term 

monitoring can also alert the company for a possible subtler, 

long-term deterioration in the functionality of the filtration 

system, which might not be uncovered as easily otherwise. 

More measuring devices need to be designed and realized. Two 

storage rooms and one smaller production hall also need to be 

monitored. With additional devices, all bases of production and 

storage will be fully monitored. Furthermore, while InfluxDB 

offers visualizations of the measured data, an application for 

the processing, analysis, and visualization of the data logged in 

the *.csv file would also be valuable, as the *.csv file contains 

data measured every 5 seconds (as opposed to data in InfluxDB 

what was sent to the database in 60-second intervals). 

This part of my dissertation focused only on measuring and 

monitoring PM in an industrial environment. Another part of 

my dissertation is focused on PM measurement in a home 

environment and outdoor measurements in urban and rural 

areas. Of course, different places of measurement will have 

different conditions that will affect the levels of PM 

concentration and air quality. In outdoor measurements, 

meteorological factors such as temperature, humidity, 

atmospheric pressure, and wind speed become important 

factors that might influence the concentrations of PM. Human 

activity such as wood combustion, construction, and traffic also 

impacts air quality in residential areas. If a network of 
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measurement stations situated in different locations is created, 

we will be able to see how PM correlates with meteorological 

factors. Some (but not all) of the outdoor measurement stations 

in this network have been deployed. Based on the measured 

data, both linear and non-linear correlation of several variables 

need to be investigated since the relationship between the 

variables may not be linear. Further analyses are also possible 

using cloud computing in InfluxDB, e.g., calculating hourly or 

daily averages, or calculating the Air Quality Index (AQI), 

which is a parameter with a more informative value about the 

air quality. Machine learning is another tool that could be used 

for creating a prediction model of PM based on the other 

measured physical quantities. 
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Abstract4The development of mobile ad hoc networks and the 
popularization of cloud technologies led to the emergence of 
Cloud MANET. The new approach for routing-based artificial 
intelligence in Cloud MANET is proposed in this paper.  The 
experimental part of the article compares the standard AODV 
reactive routing protocol and the AODV protocol with an 
embedded cloud. According to the comparison results, 
implementing cloud technologies increases the packet delivery 
ratios and reduces packet loss and end-to-end delay. 
 
Keywords4 MANET, cloud technologies, Cloud MANET, 

routing protocols, AODV.  
 

I. INTRODUCTION 

MANET (mobile ad hoc network) is decentralized, without 
infrastructure and has a constantly changing topology due to 
the high mobility of nodes. Each node in the network acts as a 
router and can forward information to other nodes. The use of 
such networks can be useful in areas where fixed 
infrastructure does not exist or has been destroyed, for 
example in areas affected by earthquakes [1]. 

Cloud MANET combines two areas - mobile ad hoc 
networks and cloud technologies. The main goal of such a 
combination was to achieve a high data transfer rate and 
reduce latency [2]. In Cloud MANET, in addition to mobile 
nodes in the network, the cloud also participates in decision-
making and traffic redirection [3]. All mobile nodes in the 
network are grouped into clusters. Each node can belong to 
only one cluster at a time. One node is selected as the cluster 
head (CH) in each cluster). It is usually responsible for 
connecting to the cloud. To transmit information from one 
cluster to another, the information is first sent to the cloud, 
then the cloud sends the data to the corresponding CH of the 
other cluster, which forwards it to the destination node [4]. 

Link quality and mobility are major routing issues in 
MANET due to frequent disconnections and the need to 
update routes in real time. Therefore, the second main task is 
the selection of the optimal routing algorithm. 

II. PROPOSED METHOD OF ROUTING IN CLOUD MANET 
This section describes the proposed design of the routing 

model in Cloud MANET. 
When we talk about Cloud MANET, then there can be a 

cloud in the network that receives all information about nodes 
and paths. The network can also contain several MANET 
networks, each connected to a personal cloud, and these 
clouds will already be able to communicate with each other. 

In this case, nodes from one MANET network will be able to 
communicate with nodes from another MANET network 
through clouds. In the absence of the cloud, the network 
operates in the same mode based on standard routing using 
artificial intelligence methods. The basic idea of the new 
routing algorithm is shown in Fig. 1. So artificial intelligence 
methods will be helped for routing in MANET without 
present the Cloud, within the Cloud and in case of two Cloud 
communications.  

 

 
Fig. 1. The basic idea of the routing algorithm in Cloud MANET. 

Thus, when the cloud is presented, it will know about all 
the nodes that are within reach of any other node connected to 
the cloud directly or through another node. 

The principle of operation of the proposed algorithm is 
described below and in pseudocode 1. 

 

1. When a node wants to send a packet to the destination, it 
must first find out whether the destination is its neighbor and 

PSEUDOCODE I 
THE PRINCIPLE OF OPERATION 

Algorithm 1. The principle of operation of the proposed algorithm 
Input: Set of nodes 
1. Start routing:  
2. If (the node has a route to the destination in the routing table): 

Then Sends the packet to the destination. 
3. Else if (the node has a connection to the cloud) and (the node is a 

CH): 
The node sends a packet to the cloud and Cloud chooses the 
appropriate path using the AI. 

4. Else if (the node has a connection to the cloud) and (the node is not 
a CH): 
The node sends a packet to the CH and Cloud chooses the 
appropriate path using the AI. 

5. Else: 
The node sends the packet using a standard routing protocol.  

Output: Routing path to the destination 
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does not already know the route to the destination. If so, it 
sends directly to the target node. 

2. If he does not know the way to the destination, he must 
verify that he is not connected to the cloud. If it is, it will send 
it directly to the cloud, which will decide either to send the 
packet to another CH, or another cloud, and it will decide on 
the next path of the packet. 

3. If it is not connected to the cloud, it must choose a CH 
using artificial intelligence. If there are no nodes among the 
known nodes that would be connected to the cloud, it sends 
the packet using the standard routing protocol. 

4. If the node chooses CH, it sends a packet to CH. If the 
CH does not know about the route to the destination, it sends 
the packet to the cloud and thus point 2 of the algorithm is 
repeated. 

Thus, the use of cloud technologies in combination with 
decentralized MANET can reduce route search time, and 
network latency and lead to increased throughput. The 
implementation of artificial intelligence methods in the CH 
selection and routing process will be the basis for further 
research.  

III. EXPERIMENTAL STUDY 
 NS-3 simulator was used for Cloud MANET simulation 

[5]. In this paper, a cloud environment was added to reactive 
routing protocols AODV. Table I shows the simulation 
parameters. There are 2 scenarios simulation, one of them is 
the network which consists AODV routing protocols between 
MANET nodes and the cloud. The second scenario is the 
network which consists of only AODV routing protocols 
between MANET nodes. In both scenarios, some nodes are 
selected that exchange packets with each other.  

 

TABLE I.  SIMULATION PARAMETERS 

Parameter Value 
Simulation Area 300 x 300 m2 

Simulation Time 20 s 

Number of MANET nodes 50 
Max. transmission range of MANET 
node 50 m 

Channel type Wireless 
Mobility Model Random waypoint 
Moving Speed 20 m/s 

Performance metrics 
The following performance metrics were selected to 

evaluate the proposed simulation scenario: packet delivery 
ratio, packet loss ratio and end-to-end delay [6].  

Comparative study 
Fig. 2 shows a comparison of packet delivery ratios of the 

two scenarios (AODV and AODVCloud). From the 
comparison, we conclude that scenarios AODV with cloud 
achieve a better packet delivery ratio than scenarios with only 
AODV routing protocol. 

Also Fig. 2 shows a comparison of packet loss ratios of the 
two scenarios. From the comparison, AODV with cloud 
achieves a lower packet loss ratio. It is 20% better than in 
scenarios with only AODV routing protocol. 

The comparison of the end-to-end delays and throughput of 
the two scenarios (AODV and AODVCloud) is showed in 
Fig. 3. From the comparison, we conclude that scenarios 
AODV with cloud achieve a lower end-to-end delay and 
higher throughput than scenarios with only AODV routing.  

 

Fig. 2. Comparison of packet delivery and packet loss ratios 

 

Fig. 3. Comparison of end-to-end delay and throughput 

IV. CONCLUSION 
In this article, we proposed a new model in Cloud MANET, 

which will be implemented in subsequent works. In 
conclusion, a comparative analysis of two network operation 
scenarios was presented - with and without an embedded cloud 
in the AODV. In future work, we plan to implement the 
presented routing scheme, and artificial intelligence methods in 
the CH selection and routing process and compare it with 
existing models. 
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Abstract—This article provides an overview of graph rep-
resentation learning, which involves creating low-dimensional
representations of complex systems represented as graphs. We
cover three main groups of graph representation learning meth-
ods: factorization-based, random walk-based, and deep learning-
based methods, discussing the advantages and limitations of each
approach. In this paper, we also present the current state of our
research focused on knowledge graphs in various domains and
the use of graph representation learning for prediction tasks.
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I. INTRODUCTION

Graphs are both a data structure and a universal language

used to describe complicated systems. It is a mathematical

model for representing the connections between objects. In ad-

dition to being widely utilized in computer science to represent

networks like social networks and the Internet, these structures

are also frequently used in other disciplines, including biology,

physics, and linguistics. At their most fundamental level,

graphs are a collection of objects (nodes) and interactions

(edges) between pairs of these nodes [1]. Nodes, also known

as vertices, are fundamental building components of a graph;

they represent entities (objects) in the graph, while edges are

the connections (links), which reflect the relationship between

the vertices. Both nodes and edges can be given attributes,

which are extra pieces of information or characteristics. Node

attributes may include information like the node’s name, label,

weight, or any other relevant data or metadata. For instance, in

a social network graph, a person’s node attribute may be their

name, age, or address. Edge attributes can include information

such as the weight of an edge (representing the strength of the

connection between two nodes), the edge’s direction, or any

related data or metadata. If we take again as an example a

social network graph, the edge attribute between two people

could be the type of relationship between them—whether they

are friends, relatives, or colleagues.

II. MACHINE LEARNING ON GRAPHS

The standard procedure of machine learning on graphs typ-

ically starts with creating a meaningful representation for the

objects of interest (nodes, edges, or whole graphs), and then

using that representation to train a predictor for the intended

task. We want to mathematically constrain these objects so

that similar objects are mathematically close. However, it

might be challenging to characterize this similarity precisely

in graph machine learning because, for example, two nodes

could be more similar when they have the same labels or

the same neighbors. Generally, there are 3 main groups of

tasks in machine learning problems that can be solved on

graphs - Node-level tasks (most often solves the problem of

node classification) [2], Edge-level tasks (solves problem of

relation prediction) [3], and Graph-level tasks (tasks like graph

generation and graph classification). The traditional machine

learning approach is about designing right features for nodes,

links, or graphs; the process of designing features is called

feature engineering. However, this process is time-consuming

and takes most of the effort. The most efficient way would

be to do this process automatically, meaning we would learn

the features and structure of the graph we are interested in.

This automation is called representation learning – efficient

task-independent feature learning for machine learning with

graphs [4].

Graph representation learning focuses on learning mean-

ingful and low-dimensional representations of graph data. The

idea behind representation learning is that we map the graph

(or parts of the graph) into d-dimensional space and represent

it as a vector of d numbers. This vector is also called a feature

representation or an embedding, and it can be used for machine

learning tasks. The goal of an embedding is to preserve the

structural information of the original space in the embedded

space in a way that makes it easier to perform mathematical

operations and analysis. There are a variety of methods for

graph representation learning, each with its own strengths and

weaknesses. We divide these methods into 3 main groups -

factorization-based methods, random-walk based methods and

deep learning-based methods.

A. Factorization-based Methods

Factorization-based methods factorize the matrix, which

represents the connections between nodes (i.e., the adjacency

matrix), to generate the embedding. It tries to represent each

node’s embedding as a linear combination of its neighbors’

embeddings [5]. Their biggest advantage is that they are simple

to implement and interpret. They are computationally efficient

and can handle large-scale graph data. The ability to capture

complex graph structures and relationships is their biggest

limitation. The factorization can be performed using various

techniques, including Singular Value Decomposition (SVD), or

Non-negative Matrix Factorization (NMF).
SVD is a mathematical technique used to break down a

matrix into three components: left singular vectors, right sin-

gular vectors, and singular values. These components provide

a way to understand the underlying structure of the matrix

and identify the most important information in it. The left and
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right singular vectors are matrices that represent the direction

of maximum variance in the row and column spaces of the

matrix, respectively. The singular values are numbers that

represent the amount of variance in the data that is captured

by each singular vector. By decomposing a matrix using SVD,

we can identify the most important features of the data and

represent it in a more compact form [6].

Non-negative Matrix Factorization (NMF) is a technique

used to break down a non-negative matrix into two non-

negative matrices of lower rank. We approximate the original

matrix as a product of two matrices, one representing the basis

vectors and the other representing the coefficients that combine

the basis vectors. The advantage of NMF is that it produces

a sparse factorization (many of the coefficients in the matrix

are zero), which can make the factorization more interpretable

and can help identify the most important features in the data.

B. Random Walk-based Methods

Random walk-based methods simulate a random walk on

a graph, where the walker randomly traverses the nodes and

edges of the graph. By repeating this process multiple times

and collecting the resulting sequences of visited nodes, these

methods construct a neighborhood matrix or transition matrix

that can be used to derive node embeddings. The neighborhood

matrix captures the local structural information of the graph,

where each entry represents the number of times a node was

visited in the context of another node. The transition matrix,

captures the global structural information of the graph, where

each entry represents the probability of transitioning from

one node to another. These two matrices are then used to

perform matrix factorization or other dimensionality reduction

techniques to obtain embeddings of the nodes in the graph.

Some of the well-known random walk-based methods are

DeepWalk and Node2Vec.

Deepwalk was first introduced by Perozzi, Al-Rfou, and

Skiena in 2014 [7]. The idea behind DeepWalk is to use a

random walk algorithm to generate sequences of nodes in the

graph. The node sequences are then used as input to a neural

network that learns to predict the likelihood of a node being

present in the context of another node. The network is trained

using a Skip-gram model (neural network architecture used in

natural language processing). Once the network is trained, the

node embeddings can be extracted from the learned weights

of the hidden layer. These embeddings capture the structural

information of the graph.

Node2Vec was introduced by Grover and Leskovec in

2016 [8]. It is very similar to DeepWalk - it generates node

sequences for training a Skip-gram model to learn node

embeddings. However, Node2Vec uses a biased random walk

algorithm to generate the node sequences.The biased random

walk algorithm in Node2Vec is based on two parameters: p and

q The parameter p controls the likelihood of returning to the

previous node, while the parameter q controls the likelihood

of exploring a new node. By varying the values of p and q,

the algorithm can perform breadth-first sampling, depth-first

sampling, or a balance between the two, capturing different

types of network structures.

C. Deep Learning-based Methods

The rising popularity of deep learning has led to the use of

deep learning based methods on graphs. With their power, it

is easier to model non-linear structures, so deep autoencoders

have been used for dimensionality reduction.

One of the most common deep learning-based methods

for graph representation learning is the graph convolutional

network (GCN), which was introduced by Thomas Kipf and

Max Welling in 2016 [9]. GCNs are an extension of con-

volutional neural networks (CNNs) to graph-structured data,

and their main goal is to learn a representation for each node

and capture its local and global structure within the graph.

The main idea behind GCNs is to apply a convolutional

operation on the graph data, similar to how CNNs apply

convolutional filters to images. In a GCN, the convolution

operation involves aggregating the features of each node and

its neighboring nodes and then applying a weight matrix to

compute a new feature vector for each node. The aggregation

step is performed using a message passing scheme, where

the feature vectors of neighboring nodes are combined and

transformed into a message vector. The message vectors are

then combined with the original node feature vectors, and the

result is passed through a non-linear activation function (such

as the ReLU). The model can capture increasingly complex

features of the graph structure by stacking multiple layers of

GCNs.

Another popular deep learning-based methods are Graph

Attention Networks (GATs), which were introduced in 2018 by

Veličković et al. [10]. The main idea behind GATs is to use an

attention mechanism to dynamically weigh the contributions

of neighboring nodes when computing the new feature vector

for a given node. In GAT, the attention mechanism involves

computing attention coefficients for each pair of nodes, based

on their current feature vectors. The attention coefficients are

then used to compute a weighted sum of the feature vectors of

the neighboring nodes, which is combined with the original

node feature vector to compute a new feature vector. Using

this attention mechanism, GAT can learn to assign different

weights to different nodes, based on their relevance to the task,

allowing the model to capture more nuanced information about

the graph structure. GATs also use multi-head attention, which

involves computing multiple attention coefficients and feature

vectors for each node and then concatenating them together,

allowing the model to capture multiple aspects of the graph

structure simultaneously.

III. CURRENT PROGRESS AND FUTURE WORK

In the past year we have focused on extracting and building

a knowledge graph from data provided by the Ayanza company

[11] from beta version of their application. We successfully

extracted and built a heterogenous, dynamic, collaborative

knowledge graph, which we designed in last year’s article

[12]. After building the graph, we conducted several exper-

iments focused on link prediction using graph representation

learning. To achieve this goal, we employed various methods

to transform the nodes of the extracted graph into embed-

ding representations. Our focus was primarily on random

walk-based techniques, including the widely used DeepWalk

and Node2Vec algorithms. Given that the knowledge graph

contains substantial amounts of textual information, we also

experimented with the popular BERT (Bidirectional Encoder

Representations from Transformers)[13] language model. Us-

ing the knowledge graph in embedding representation as

input, we evaluated the performance of various popular link
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prediction models, including TransE [14], ConvE [15], and

autoKGE [16]. Across all of our experiments, the mean

reciprocal rank (MRR) was always up to 0.69, with the best

performing model being autoKGE. Upon further review of our

experimental results, we identified the sparsity of our graph

due to the limited number of users in the beta version as

a significant factor in our model’s performance. Since then,

we have been granted access to the production database of

Ayanza, from which we can extract a much denser graph.

Besides the data provided by Ayanza, we are currently also

creating a knowledge graph of botanical data, which we are

extracting from WikiData for application called Tomappo [17].

In our further research, we will focus on deep neural methods

for graph prediction that can embed both nodes and links. Our

goal is to design a deep neural network for graph prediction

that can be used regardless of the domain specification.

IV. CONCLUSION

The field of graph representation learning has made signif-

icant progress in recent years, with a wide range of methods

and algorithms proposed to learn effective representations of

graph-structured data. From more traditional methods like Sin-

gular Value Decomposition and Non-Negative Matrix Factor-

ization to more recent techniques like DeepWalk, Node2Vec,

GCNs, and GATs, each approach offers unique advantages in

terms of scalability, interpretability, and performance. In our

further research, we will focus on experiments using graph

representation learning methods for prediction tasks on various

graph data.

REFERENCES

[1] W. L. Hamilton, R. Ying, and J. Leskovec, “Representation learning on
graphs: Methods and applications,” CoRR, vol. abs/1709.05584, 2017.
[Online]. Available: http://arxiv.org/abs/1709.05584

[2] P. Kazienko and T. Kajdanowicz, “Label-dependent node classification
in the network,” Neurocomputing, vol. 75, pp. 199–209, 01 2012.

[3] M. Wang, L. Qiu, and X. Wang, “A survey on knowledge graph
embeddings for link prediction,” Symmetry, vol. 13, no. 3, p. 485, Mar
2021. [Online]. Available: http://dx.doi.org/10.3390/sym13030485

[4] J. Leskovec, “Cs224w: Machine learning with graphs,” 2021.

[5] X. Zhang, K. Xie, S. Wang, and Z. Huang, “Learning based proximity
matrix factorization for node embedding,” 2021. [Online]. Available:
https://arxiv.org/abs/2106.05476

[6] A. Fonarev, “Matrix factorization methods for training embeddings
in selected machine learning problems,” Ph.D. dissertation, Skolkovo
Institute of Science and Technology, 2018.

[7] B. Perozzi, R. Al-Rfou, and S. Skiena, “Deepwalk: Online learning
of social representations,” CoRR, vol. abs/1403.6652, 2014. [Online].
Available: http://arxiv.org/abs/1403.6652

[8] A. Grover and J. Leskovec, “node2vec: Scalable feature learning
for networks,” CoRR, vol. abs/1607.00653, 2016. [Online]. Available:
http://arxiv.org/abs/1607.00653

[9] T. N. Kipf and M. Welling, “Semi-supervised classification with graph
convolutional networks,” CoRR, vol. abs/1609.02907, 2016. [Online].
Available: http://arxiv.org/abs/1609.02907
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Abstract—This paper describes recent advances in developing
our upper limb rehabilitation solution. We are focusing on
the diagnostics and rehabilitation of patients suffering from
tremors. We are developing the Rehapiano device, which uses
load cells to measure forces exerted by the patient’s hands. We
describe various deep neural network architectures that combine
convolutional and LSTM layers to classify spectrogram images
of input signals. We propose to use this pipeline to classify the
type and severity of tremors and their underlying diagnosis.
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I. INTRODUCTION

Many people worldwide suffer from various motoric im-

pairments caused by diseases and injuries. These significantly

reduce their quality of life, making daily activities difficult.

A traditional way to heal these impairments is rehabilitation

consisting of endless repetitions of simple movements. Unfor-

tunately, patients’ willingness to perform these is declining,

and rehabilitation often fails. Furthermore, diagnosing these

impairments is very demanding for a physician who thor-

oughly examines the patient’s movements.

Advances in technology enable the gamification of rehabili-

tation. Gamification hides performed movements behind some

goal that is funny to achieve. It helps to increase and sustain

patients’ willingness to perform movements. Physician’s bur-

den is also significantly decreased. He can repeatedly examine

all recordings for a more precise diagnosis.

The use of rehabilitation devices also enables artificial in-

telligence processing of recordings. This approach can provide

better insight into the patient’s diagnosis, severity, and overall

state. It can also adapt the rehabilitation game’s difficulty and

other properties to the patient’s needs.

Our research focuses on developing upper limb rehabilita-

tion and diagnostics platform focused around a novel device,

the Rehapiano (Figure 1). The patient will insert fingers into

their respective posts and use them to exert force on load

cells. This force will control the rehabilitation game and serve

as input data to deep learning models.

We have validated the ability of Rehapiano to detect fre-

quencies of interest. We used a DC motor with an eccentric

load to generate controlled vibrations. In addition, we used

an incremental encoder and closed-loop control algorithm to

stabilize vibrations at specific frequencies.

This publication was realized with support of the Operational Programme
Integrated Infrastructure in frame of the project: Intelligent systems for UAV
real-time operation and data processing, code ITMS2014+: 313011V422 and
co-financed by the European Regional Development Found

Fig. 1. Rehapiano device CAD drawing and photograph

Fig. 2. Rehapiano device frequency response

Figure 2 shows the power spectra of all validated fre-

quencies. Here we can see that the Rehapiano can measure

all frequencies of interest. The amplitude of vibrations is

proportional to their frequency. DC motor dynamics mainly

cause this. We regulate frequency by changing motor power,

inevitably changing the amplitude of vibrations.

II. PROBLEM DESCRIPTION

We designed the Rehapiano device to diagnose and rehabil-

itate patients suffering from upper limb tremors. A tremor is

an involuntary oscillatory motion. Depending on the patient’s

diagnosis and condition, it can manifest during rest or various

activities. However, all tremors reduce the ability of the patient

to perform coordinated movements and, ultimately, any daily

activities.

As a diagnostics device, Rehapiano has the potential to help

physicians determine the proper diagnosis of the patient and

its severity.
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Fig. 3. Frequency and Time-Frequency representations [1]

Fig. 4. Basic CNN-LSTM network architecture [5]

III. SOLUTION DESIGN

Measurements from sensors come in time representation (as

a time series). In time representation, measurements have an

excellent temporal resolution but lack frequency information.

We can transform data to a frequency representation using

Fourier Transform (Figure 3 left) [2]. On the other hand, in fre-

quency representation, measurements have excellent frequency

resolution but lack temporal resolution. A simple solution is

to use Short Time Fourier Transform, sliding a window over

the signal, and computing the Fourier Transform of separate

windows (Figure 3 centre). It creates a Time-Frequency rep-

resentation, giving both temporal and frequency resolution.

However, there is a tradeoff situation between temporal and

frequency resolution. Another exciting transformation, which

does not have this disadvantage, is Wavelet Transform (Figure

3 right). It decomposes a signal into a mother wavelet function

combined with its scaled and translated copies.

The convolutional layer is an essential component of deep

neural networks [3]. Convolutional layers consist of kernels

that learn significant features on the input image. The convolu-

tional layer output is a feature map containing information on

where these features were detected. We can create an excellent

local feature extractor by stacking multiple convolutional

layers in series. However, they cannot detect global features

across the entire input.

In this, recurrent LSTM layers are helpful [4]. LSTM layers

contain cells containing hidden states and gates operating on

them. These hidden states help the layer detect significant

relations between distant data portions.

The basic architecture of a deep neural network that com-

bines Time-Frequency representations with convolutional and

LSTM layers is in Figure 4[5]. First, the authors transformed

input data into a Time-Frequency representation (essentially a

2D image). The authors used logarithmic and Mel scales to

create this image. In general linear scale can be used. Next,

the authors passed slices of this image through convolutional

layers. Then they passed the resulting sequence through LSTM

layers. Finally, they used a dense layer for the final classifica-

tion.

Jianyou Wang et al. have mitigated the time versus fre-

quency resolution tradeoff using two convolutional layers

with a different balance of resolutions and a dual-sequence

LSTM layer [6]. Soo Hyun Bae et al. instead used a parallel

combination of convolutional and LSTM layers [7].

We propose to use architecture similar to figure 4 to classify

tremor severity and likely diagnosis. First, we will transform

data from individual sensors using Short-Time Fourier Trans-

form and stack them over the third dimension. This transform

produces a 10-channel spectrogram image. Then we can

use convolutional layers, which classify virtually all images,

including spectrograms of periodic signals (like tremors).

A minor disadvantage of convolutional layers is that we

must slice signals of varying lengths to produce spectrogram

images with fixed dimensions. It can be mitigated by append-

ing recurrent layers. They have proven excellent extractors of

relations between distant parts of the input sequence. Recurrent

layers conclude the feature extraction stage. Dense layers will

produce the final classification of the patient’s diagnosis and

severity.

IV. FUTURE WORK

We have completed the Rehapiano hardware design and are

testing it to ensure fluent error-free operation in a clinical

environment. Meanwhile, we are finalizing software that will

allow clinicians to operate the device and enable the collection

of the dataset.

Soon, we plan installation in the clinical environment for

dataset collection. Dataset collection is a crucial step for future

research on the intelligent classification of patient status and

adapting the rehabilitation game.

After this, we plan to train and validate described deep

learning models on collected data..
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[2] M. K. Kıymık, İ. Güler, A. Dizibüyük, and M. Akın, “Comparison of stft
and wavelet transform methods in determining epileptic seizure activity in
eeg signals for real-time application,” Computers in biology and medicine,
vol. 35, no. 7, pp. 603–616, 2005.

[3] D. Huang and B. Chen, “Surface emg decoding for hand gestures based on
spectrogram and cnn-lstm,” in 2019 2nd China Symposium on Cognitive
Computing and Hybrid Intelligence (CCHI). IEEE, 2019, pp. 123–126.

[4] J. Zhu, H. Chen, and W. Ye, “A hybrid cnn–lstm network for the
classification of human activities based on micro-doppler radar,” Ieee
Access, vol. 8, pp. 24 713–24 720, 2020.

[5] A. Meghanani, C. Anoop, and A. Ramakrishnan, “An exploration of log-
mel spectrogram and mfcc features for alzheimer’s dementia recognition
from spontaneous speech,” in 2021 IEEE Spoken Language Technology
Workshop (SLT). IEEE, 2021, pp. 670–677.

[6] J. Wang, M. Xue, R. Culhane, E. Diao, J. Ding, and V. Tarokh, “Speech
emotion recognition with dual-sequence lstm architecture,” in ICASSP
2020-2020 IEEE International Conference on Acoustics, Speech and
Signal Processing (ICASSP). IEEE, 2020, pp. 6474–6478.

[7] S. H. Bae, I. K. Choi, and N. S. Kim, “Acoustic scene classification using
parallel combination of lstm and cnn.” in DCASE, 2016, pp. 11–15.

SCYR 2023 – 23rd Scientific Conference of Young Researchers – FEEI TU of Košice

94



Experimental Verification of High Frequency Signal

Injection Sensorless Control of PMSM
1Viktor Petro (3rd year),

Supervisor: 2Karol Kyslan

1,2Dept. of Electrical Engineering and Mechatronics, FEI TU of Košice, Slovak Republic

1viktor.petro@tuke.sk, 2karol.kyslan@tuke.sk

Abstract—One of the most recent high-frequency (HF) signal
injection method is the HF pulse signal injection. It is a simple
but effective approach for sensorless control of the PMSM.
Control sequences are introduced and one sequence consists of
three pulse width modulation (PWM) periods. One PWM period
is used for the field-oriented control (FOC) and the rest are used
for HF voltage pulse injection into the observed d-axis voltage
reference. In this paper an implementation and experimental
verification of the HF pulse signal injection-based sensorless
control is presented.

Keywords—Sensorless control, high-frequency signal injection,
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I. INTRODUCTION

Permanent magnet synchronous motor (PMSM) is preferred

in the industry due to its high torque density, efficiency, and

maintenance-free operation. The field-oriented control (FOC)

became a standard control strategy for precise motion control

over the full speed range. FOC for PMSM is usually based

on the position of the rotor magnetic field. Therefore, the

knowledge of the exact rotor electrical angle is essential.

Usually, mechanical sensors such as the incremental rotary

encoder (IRC) or resolver are used. However, the trend is to

eliminate the position sensor because of the electromagnetic

noise sensitivity, unreliability, and extra space requirement

for mounting purposes. Control approaches that eliminate the

mechanical position sensor are referred to as sensorless control

methods.

In general, these methods are applicable either for the

high-speed or low-speed regions. Methods used for the high-

speed regions are usually based on the back electromotive

force (back-EMF) estimation. These methods are not usable

for low-speed operation. On the other hand, high-frequency

(HF) signal injection methods have been successfully applied

for low-speed sensorless control of the PMSM. HF pulse

signal injection method is one of the most recent methods for

HF signal injection. This article will present an experimental

implementation and verification of the HF pulse signal injec-

tion using the OPAL-RT hardware-in-the-loop (HIL) real-time

simulator.

II. HF PULSE SIGNAL INJECTION

The mathematical background of the HF pulse signal in-

jection is described in [1]. The main idea of this approach

is to separate the FOC and the HF injection. It is achieved

by creating sequences. One sequence consists of three PWM

Fig. 1. A sequence of the FOC and HF injection periods, where γδ represents
that the injection is performed in the observed rotor reference frame

periods and in our application, the length of it was 300 µs

as can be seen in Fig. 1. In the first period within the sequence

the algorithm of the FOC is executed. It is followed by two

injection periods in which a positive and a negative voltages

are injected into the observed real axis (observed d-axis). The

currents are sampled at the beginning of each period. The

samples at the beginning and at the end of the injection periods

are compared resulting in the current differences. The HF

injection is performed only in the real axis while the voltage

in the imaginary axis is held at zero during the injection

periods. Therefore, if the electrical rotor position is correct, the

current differences on the imaginary axes will have zero value.

The current differences of the imaginary axes are serving as

an input to the phase-locked-loop (PLL). PLL is used for

electrical position estimation as shown in Fig. 2.

Fig. 2. The coordinate transformation and PLL used for position and rotor
speed observation during HF pulse signal injection [2].

In Fig. 2, ∆īαβ represents the current derivatives in αβ

reference frame, ∆īγδ are the transformed current derivatives

into the estimated rotor reference frame, θ̂e is the observed

electrical angle used for Park transformations, θ̃e is the imag-

inary part of the current derivatives in the estimated rotor

reference frame which is entering the PLL. The output of the

PLL is the observed electrical velocity ω̂e and its integral is

the observed electrical rotor position θ̂e.
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Fig. 3. Block diagram if FOC and HF injection separation in MAT-
LAB/Simulink

III. HF PULSE SIGNAL INJECTION IMPLEMENTATION

The sensorless control based on the HF pulse signal in-

jection was verified using the OP5600 real time simulator.

The software called RT-LAB was used. It offers a standard

MATLAB/Simulink interface where the execution source code

is obtained by automatic code generation from the model

which is developed directly in MATLAB/Simulink. Fig. 3

shows the block diagram with separation of the FOC period

from the periods with signal injection. The “FIELD ORI-

ENTED CONTROL” block contains the current and speed PI

regulators. Normally, the reference voltages from the current

regulators are directly entering the Park transformation. For

the HF pulse signal injection, a switch is placed between the

FOC and the Park transformation block. By proper control of

this switch either the FOC or the injection is enabled. The

signal entering the Park transformation is shown in Fig. 4. It

 

T [s] 

Fig. 4. A sequence of the FOC and HF injection periods.

can be seen in the upper part of Fig. 4, that a suitable voltage

(blue), calculated by PI controllers of current, is applied

to the PWM modulator. This period is followed by two

injection periods where a positive and a negative voltage with

the same amplitude is applied. The observed electrical position

is constant during one sequence. At the beginning of each

sequence the current sample is used as a feedback for the FOC.

Then a current sample at the beginning and at the end of the

injection periods is ignored by the FOC and these values

are used to calculate current derivatives. At the beginning of

the new sequence, the current differences are calculated from

the previous sequence, the PLL is executed and a new esti-

mated rotor position is observed. With the updated observed

electrical position the new current samples are prepared for

the next FOC period.

Fig. 5. Experimental results of sensorless control using the HF pulse signal
injectrion-based method.

IV. EXPERIMENTAL RESULTS

For the experimental verification, a 2.5 kW interior per-

manent magnet synchronous motor (IPMSM) was used

with the nominal current of 4.2 A, and the inductances

Ld = 22 mH, and Lq = 61.5 mH. The nominal speed

is 2300 rpm. In sensorless mode, the reference speed was set

to 100 rpm which represents about 4% of the nominal speed.

The experimental results are shown in Fig. 5. The observed

electrical position was used in Park tranformations and the

observed speed was used as a feed-back for speed regulator.

The mean observed position error is around 0.05 electrical

radians. The observation of speed and electrical rotor position

was stable.

V. CONCLUSION

In this article, experimental results of the HF pulse signal

injection based sensorless control of IPMSM was presented.

The results show the performance of this approach is suitable

for speed sensorless control. Further investigation is needed

on the amplitude of the injected voltage. Future work will test

the observation under loaded conditions.
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Abstract—Solar cycles have been observed for centuries and
are often linked to changes in Earth’s climate. It is said that
different numbers of sunspots affect the weather patterns, which
has a big impact on life on Earth. Even though there are
existing researches that study the correlation between solar cycles
and various events on the Earth, the relationship is still not
fully understood. This study aims to further investigate this
relationship by analyzing existing research papers using machine
learning and statistical approaches. Our research is focused on
the relationship between the solar cycles and the outbreak of
wars as well as the disruption and malfunction of electrical grid
networks around the world.
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I. INTRODUCTION

Solar cycles refer to the natural fluctuations in the activity

of the Sun [1]. Such changes include brightness, magnetic

field, and the number of sunspots. Each solar cycle has a

different length, but the typical duration of a solar cycle

is approximately 11 years. Solar cycles have a range of

impacts on Earth, typically it has major effects on climate

and weather patterns. Such influence is widely described in

the publication [2]. Due to changes in the magnetic field

and overall changes in space weather conditions, outages of

power grids also often occur [3]. The power outage topic

is widely discussed and researched in many research papers,

such as [4] where the operational reliability of electric power

systems during geomagnetic storms is reviewed. However, a

full understanding of the correlation between solar cycles and

their impact on Earth still needs to be achieved.

There have been many studies that contributed to this topic

over the years while they have been focused on one common

goal - to get a deeper understanding of how solar cycles affect

the Earth’s biosphere and how we can identify potential pat-

terns or trends. In this study, our objective is to investigate the

connection between solar activity and life on Earth through the

utilization of machine learning and statistical methodologies

applied to previously published research articles. Our goal is

to gain a deeper understanding of how Earth’s biosphere is

affected by solar cycles and to identify any patterns that were

not found yet.

To achieve this, we will conduct a systematic review of

existing data sets from a range of sources such as scientific

journals and online databases. The collected data will then be

analyzed using a variety of machine learning techniques, such

as ARIMA [5], Fourier analysis, and deep learning methods.

The results of this study have the potential to significantly

contribute to our understanding of the complex relationship

between solar activity and life on Earth and may have impor-

tant implications for future research in this area.

II. UNDERSTANDING SOLAR CYCLE AND SUNSPOTS

Solar cycles refer to the periodic variation of different forms

of solar activity, such as the number of sunspots, flares, or

mass ejections which occur directly on the surface of the Sun.

Scientists have been studying solar cycles for over a century

and one of the prevailing theories is that solar cycles are

caused by the interaction between the Sun’s magnetic field

and the flow of plasma. This interaction then transforms the

Sun’s magnetic field which leads to various solar activities

and the formation of sunspots, depending on the strength

and orientation of the magnetic field. An example of modern

observations is Solar Dynamics Observatory (SDO) NASA

mission [6], where the Sun is being observed since 2010. This

mission is part of the Living With a Star program [7].

The solar cycle has a period of approximately 11 years, but

the length can vary between 9 and 14 years, for example, one

of the shortest solar cycles was between the years 1766 and

1775 and the longest was between the years 1784 and 1798.

Each solar cycle is characterized by the increase of solar

activity, solar maximum, decrease of solar activity, and solar

minimum, which is then followed by another solar cycle.

The history of solar cycles is shown in figure 1. The solar

maximum is not always reached in the middle of the cycle.

There are several practical applications for understanding

solar cycles. For example, during solar maxima, electrical

devices are more often damaged than during solar minima. For

example, when rates and strength of solar flares are increased,

the satellites are prone to be damaged or electrical currents

on power lines are affected on power grids which can cause

power outages.

There are also periods with unusual low and high solar activ-

ity, for example, Maunder Minimum which occurred between

the years 1645-1715, the Dalton maximum which occurred

between the years 1790-1820, and the Modern maximum
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Fig. 1. Number of sunspots throughout the years 1755-2019

which occurred between the years 1933-2008. In our study,

we research if these minimum and maximum periods have an

impact on various events.

III. ANALYSIS OF CORRELATION BETWEEN

SOLAR CYCLES AND CLIMATE CHANGE

The Sun is a key driver of Earth’s climate and its activity

strongly influences climate change. Previous studies suggested

a link between solar cycles and climate, such as varying

temperatures due to changing CO2 concentration [8]. There-

fore we also aim to build on that research to gain a deeper

understanding of this relationship.

The authors in [9] compared the cycle length series to

global and northern hemisphere temperatures from differ-

ent temperature series. They found that all the series show

similarities in the period of 1870-1970 and deviate before

and after that period. Both global and northern hemisphere

temperatures increase sharply after 1979 while the cycle length

series decreased. Overall they found that there is a poor

correlation between the cycle length and temperature series.

The authors concluded that the previously reported correlation

between the cycle length series and temperatures on the Earth

was an artifact and that the warming influence on Earth is

predominantly due to increases in atmospheric greenhouse gas

concentrations since 1750.

IV. ANALYSIS OF THE CORRELATION BETWEEN

SOLAR CYCLES AND SPACE WEATHER

It is known that there is a specific correlation between

space weather and solar cycles, for example, the more frequent

occurrence of geomagnetic storms during solar minimum

and maximum and global disturbances in Earth’s magnetic

field. Some studies test hypotheses about the occurrence of

geomagnetic storms during the solar cycle. One example is a

study [10] that uses a 150-year record of global geomagnetic

activity and probabilistic models to test these hypotheses. The

results displayed in figure 2 show that storms occur more

frequently during the active phase around solar maximum and

the most extreme events are likely to occur more frequently

during longer solar cycles. The study also finds that extreme

events occur earlier in even-numbered cycles and later in odd-

numbered cycles. We can use these findings to estimate the

probability of extreme event occurrence in future solar cycles,

which emphasizes the importance of solar cycle prediction

to be more prepared for activities affected by extreme space

weather by planning and scheduling.

Another study [11] investigates the FORMOSAT-3 (FS3)

satellite under different space weather conditions. The results

Fig. 2. Top: Monthly sunspot number, with even-numbered solar cycles
shaded grey. Bottom: The occurrence probability of geomagnetic storms using
different thresholds for storm magnitude.

Image from: [10].

showed that more negative anomalies have a negative cor-

relation with the level of geomagnetic activity and sunspot

numbers during different parts of the solar cycle. The study

found that the anomalies mostly occurred during low solar ac-

tivity and they were most likely caused by high-energy trapped

protons and cosmic rays. Based on that finding, satellites

are prone to suffer during low solar or geomagnetic activity.

Previous studies have suggested that satellite anomalies are

often related to charged particles and that many anomalies

were attributed to high geomagnetic activity but focus on

satellites in geostationary orbit, not low-Earth orbit.

V. OBTAINING DATA SETS

There is a variety of sources for obtaining data sets, includ-

ing observational, simulation, and experimental data. Since our

study is focused on real-life data, we always try to obtain

observational data first. At the beginning of our study, we

tried to collect direct measurements of solar cycles, which

were measured by astronomical observatories. Such data sets

contain observational data for the number of sunspots, date,

solar flare counts, or measurements of the solar magnetic field.

These data sets are publicly available on public databases and

APIs.

Since we focus on the correlation between power outages,

war conflicts, and solar activity, our other field of interest

are data sets about power grid outages and world conflicts.

Such data sets were collected with a web scraping approach

from public sites or downloaded from other research or data

set sites like the IEEE (Institute of Electrical and Electronics

Engineers) DataPort site. One example is the electricity grid

outage data set [12] which is a simulation of an electricity

network in Western Sierra Leone. The data set contains

many useful information that we can use in our research.

It comprises 10 generators, 50 buses, and 40 load zones

serving 270,000 customers and it includes comma-separated

values files containing information on network components,

generators, load profiles, component failure modes, repair time

distribution, and maintenance team mapping. By combining

similar data sets and after preprocessing, we can use them

directly in our research.

It is always important to preprocess and clean the data

to ensure its quality, correctness, and completeness once we
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obtain the data. In solar cycle data sets, we filtered down

date intervals, where complete solar cycles are available. We

also added the information about Maunder minimum, Dalton

maximum, and Modern maximum, we marked the maximum

of the solar cycle and computed solar cycle duration.

VI. USE OF MACHINE LEARNING METHODS ON

FORECASTING SOLAR CYCLES

Machine learning methods have been increasingly used in

recent years to study solar cycle events, including solar flares,

coronal mass ejections, and sunspot activity. These methods

can be used to improve our understanding of these phenomena

and to make predictions about future solar activity.

One of the main advantages of using machine learning

methods is their ability to analyze large amounts of data and

to identify patterns and relationships that are not immediately

apparent to a human. For example, using machine learning

methods, researchers can analyze data from multiple instru-

ments and observatories to identify patterns in solar activity

that might not be visible in data from a single instrument.

One of the machine learning methods used for forecasting

solar cycle events, such as predicting the number of sunspots,

is ARMA. In the [13], authors used the method and made

predictions based on the data set of historical records from the

18th to 21st century. The proposed result has seemed correct as

is displayed in figure 3. We experimented with the proposed

ARMA model for forecasting by executing the exact model

as described in the publication on the test database. We then

forecasted the following solar cycle and got non-satisfactory

results as it is shown in figure 4.

Fig. 3. Actual and fitted values of the ARMA model

Other publications [14] that use statistical models like

ARIMA or AR relies on the correlation between their pre-

dictions and NOAA (National Oceanic and Atmospheric Ad-

ministration) predictions. In their work, they show that the

predictions made by the model and the predictions made by

NOAA on the estimated curve of monthly mean predicted

sunspot numbers during the years 2018 and 2019 are con-

sistent and that they are in good agreement. The correlation

coefficient between the predictions made by the model and

NOAA’s predictions were found to be 96.5%, indicating a

strong correlation.

In the paper [15], the authors conducted a comparative study

of non-deep learning and deep learning models as well as

Fig. 4. Forecast made with ARMA model

their ensemble models for sunspot number prediction. Three

non-deep learning models SARIMA, Exponential Smoothing,

and Prophet, four deep learning models (LSTM, GRU, Trans-

former, and Informer) are compared, as well as five ensemble

models (mean, median, error-based method, linear regression,

and XGBoost). The study found that the XGBoost-DL model,

which uses XGBoost to ensemble the four deep learning

models, has the best performance in comparison with other

models and the predictions of the National Aeronautics and

Space Administration (NASA). The study also proposed an

open-source Python package of the XGBoost-DL model for

sunspot number prediction and used it to forecast Solar Cycles

25 and 26, comparing the results with NASA’s prediction.

Good results also propose authors in [16] where the LSTM+

model was proposed as the optimal version of an LSTM

model to predict solar activity using F10.7 data and SSN

data from 1954 to 2019. Their model’s parameters were fine-

tuned for improved prediction accuracy. It was validated with

solar cycle 23 and 24 data, showing better results compared to

the backpropagation model. The long-term prediction for solar

cycle 25 was made with an average error of 6.6% supported

by a preliminary forecast from NOAA/NASA.

Fig. 5. Comparison of different forecasting algorithms for Solar Cycle 25.

Image from: [17].

However, it still looks like even with a neural network

approach, only the following solar cycle can be almost pre-

cisely predicted. The authors in [17] used five Recurrent

Neural Network algorithms to forecast Solar Cycle 25. Such

a comparision is shown in figure 5. The best performance
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was found with the Echo State Network (ESN) but even this

algorithm was limited to forecasting only one cycle ahead.

The authors then designed a Modified ESN (MESN) algorithm

which produced more accurate and robust forecasts. The best

forecasts were obtained when the training data was from the

rising phase of the cycle. Both MESN and ESN agreed that

Cycle 25 will last for about 10 years and the peak will occur in

April 2024 with a maximum number of sunspots forecasted

to be 137. Both algorithms indicated that Cycle 25 will be

slightly stronger than Cycle 24 and weaker than Cycle 23. The

authors used both simulated data from a physics-inspired solar

dynamo model and observational data to make their forecasts.

VII. USE OF MACHINE LEARNING METHODS ON FINDING

CORRELATION WITH SOLAR CYCLES

Scientists have been trying to find correlations between solar

cycles and other phenomena for many years. Solar cycles,

which are characterized by regular changes in the number of

sunspots, have been shown to have a significant impact on the

Earth’s climate and environment. Some researchers are trying

to find the correlation between solar-related events, such as

solar irradiance and terrestrial insolation [18]. Other researches

focus on the impact on satellites [19], GPS navigations [20]

and power grids [21]. Some research papers even try to find

correlations between the number of publications of specific

authors, as is described in [22].

In recent years, the use of Machine Learning methods has

also been used to study the correlation between solar cycles

and other phenomena. The ability of these methods to analyze

large amounts of data and identify patterns and relationships

that might not be immediately apparent to human analysts has

proven to be valuable in this research area. Such example is

research about the correlation with sunspot groups and coronal

mass ejections by determining source active regions using

neural networks [23].

In another research [24], authors trained an SVM model to

recognize patterns in the magnetic fields of active regions on

the sun, which are areas of intense magnetic activity. These

patterns can indicate whether a flare is likely to happen. The

model looked at various features of the magnetic fields, such as

the amount of energy stored in them, and how they change over

time. The model was able to successfully predict flares with

an accuracy of around 75-89%. The study found that certain

features of the magnetic fields are important for predicting

flares than others and that the amount of energy stored in the

magnetic fields increased significantly before a flare occurred.

VIII. CONCLUSION AND FUTURE WORK

The study of the relationship between solar cycles and other

aspects of the environment is a dynamic and rapidly evolving

field. Our study provides a comprehensive overview of current

studies in this field and serves as a basis for future research.

In our future work, we will investigate the correlation

between power outages, war cycles, and solar cycles. The

availability of data on power outages, solar activity as well

as other measurable data provides a valuable opportunity to

explore the connection between these factors. This research

could have important implications for the reliability and pre-

dictability of electrical systems in the future and could provide

insights into ways to mitigate the impact of solar activity on

power grids and other aspects of life on Earth.
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Abstract4 This article describe simulation of 64 channel 

DWDM (Dense Wavelength Division multiplex) system, which has 

been designed in the OptiSystem program. Optimalization of 

64x100 Gb/s DWDM include nonlinear phenomena affecting the 

transmission. The improvement of EDFA amplification is included 

in the scheme, which show us better transmission properties of 

developed system. Proposed optimalization of simulation DWDM 

and optical amplification is also included in this article. In chapter 

IV you can find achieved results of BER and Q factor parameters 

for 100 Gb/s systems with DQPSK (Differential Quadrature 

Phase-Shift Keying) modulation.  

Keywords4 BER, DPSK, DQPSK, DWDM,  Q-factor.  

I. INTRODUCTION 

In the mid-1990s, dense WDM (wavelength division 

multiplexing - DWDM) systems came with 16 to 40 channels 

and spacing from 100 to 200 GHz. At the end of the 20th 

century, DWDM systems reached the point where they were 

able to transmit 64 to 160 channels in parallel, separated by 50 

or even only 25 GHz [1,2]. At the same time as the length 

density increased, the systems developed their flexibility of 

configuration, transmission functions and control capabilities. 

By using wavelength division multiplexing technology, several 

wavelengths can be simultaneously multiplexed through the 

fiber [2,3]. Today, systems with 128 and 160 wavelengths are 

used. Many fiber optic applications, such as long-haul DWDM 

systems, require optical signal amplification. In the past this 

meant using expensive electronic amplifiers at midpoints every 

100 km. Today's modern long distance DWDM systems use 

several advanced optical components to replace multiple 

amplifiers with a single optical device. Once laboratory 

curiosities, these optical devices, called optical amplifiers, are 

now seeing widespread use in field deployments. One of the 

most common optical amplifiers is the Erbium Doped Fiber 

Amplifier (EDFA). 

II.  DWDM TECHNOLOGY 

In the case of DWDM, the frequency of the light is 

determined, not the wavelength. Because DWDM is based on 

long-distance transmission using an optical amplifier, only C-

band and L-band are used, which can be easily amplified, and 

the wavelength is very finely divided to increase the 

transmission capacity [4,5]. DWDM use serial optical 

components such as DWDM filters, MUX and DEMUX units, 

AWG modules, and optical add/drop modules  for wavelength 

division [5]. 

III. AMPLIFICATION METHODS 

Erbium Doped Fiber Amplifier (EDFA) was developed to 

replace numerous electronic amplifiers with fewer optical 

amplifiers, reducing overall system cost and complexity [4]. 

EDFAs also allow easy system upgrades by adding additional 

sources at different wavelengths and combining them onto a 

single fiber using a DWDM multiplexer. EDFA consists of a 

fiber doped with erbium ions with an energy level of Er3+. Ions 

can absorb radiation at the wavelength of 980 nm and generate 

radiation in the spectrum around 1550 nm, specifically in the C 

and L bands [5,6]. This fiber uses a laser pump signal at the 

level of 980 nm or 1480 nm for pumping. An integral part is a 

pair of optical isolators, where the isolator at the input of the 

amplifier prevents the radiation created during spontaneous 

emission to disturb the amplification [7]. The second isolator at 

the output prevents the emission of laser beams, and thus 

possible damage to the amplifier itself, when the beam is 

reflected into the amplifier [8,9]. A combination of several key 

factors has made the EDFA amplifier the number one choice for 

today's optical communication systems based on the WDM. 

The most important factors are: 

2 high-performance semiconductor laser pumps, 

2 polarization independence, 
2 there is no crosstalk when amplifying WDM signals.  

Due to the large EDFA gain of around 30-50 dB, simple 

construction and reliability, the EDFA amplifier is mainly used 

as a line amplifier [9,11]. Less used as a booster or preamplifier.  

. 

IV. SIMULATION OF 64 CHANNEL DQPSK  

Wavelength of transmitter is 1550 nm. Spacing frequency is 

200 GHz. Power of laser is 2 mW. EDFA (Erbium Doped Fiber 

Amplifier) amplify gain is 15 dB. Optical SMF(Single mode 

fiber) is 50 km long and DCF (dispersion compensating fiber) 

is 10 km long [10]. The Q factor represents the tolerance of the 

system in dB. We evaluate BER, Q factor and eye height. 

 Table I shows first channel result of our system. On Fig. 1 is 

shown scheme of a 64x100 Gb/s system that was simulated in 

OptiSystem. On Fig. 2 is shown DQPSK subsystem simulation 

scheme in OptiSystem. 

TABLE I RESULTS OF SIMULATION (FIRST CHANNEL) DWDM  

Parameters Channel 1  

Q factor 13.2 dB 

Minimal BER 3.201e-15 

Eye height 2.4256e-6 
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Fig. 1 General diagram of the 64-channel system from the OptiSystem program 

 

 

Fig. 2 DQPSK modulation scheme  

V. FUTURE WORK 

Our future work is defined by dissertation thesis: 

1) Optimalization of high-capacity Ultra-DWDM systems for 

the investigation of nonlinear effects (SPM, XPM and 

FWM) for transmission speed above 40 Gb/s and 100 Gb/s 

in fully optical transmission networks. 

2) Implementation of modified advanced optical modulation 

formats to reduce the impact of nonlinear phenomena for 

Ultra-DWDM optical transmission systems. 

3) Optimization of optical network with the optical 

amplification of transmission paths in high-capacity Ultra-

DWDM optical transmission systems. 
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Abstract—The presented paper deals with the results obtained
during the second year of my PhD study in the field of nonlinear
dynamical system experimental identification. The methodology
of the experimental identification is presented in four consecutive
steps with a description. Application of the presented methodol-
ogy is summarized in approximation model identification of the
magnetic levitation system. Also, the ALFRED application is de-
scribed with the outlook of using it in experimental identification.

Keywords—Nonlinear Dynamical Systems, Experimental Iden-
tification, Modeling, Digital Twin, Detector Control System

I. INTRODUCTION

The present trend in the rapid development of computer

technologies results in the system design phase being in-

creasingly approached fully digitally using the CAD software.

Many software tools allow the created design to be simulated

in a virtual environment to test the performance of the design

without the need to build a physical model [1]. This opens the

question of the credibility of the results that solely rely on the

system model. The model is therefore a virtual representation

of the real system - digital twin [2].

The model can be obtained in two standard ways - analytical
identification and experimental identification [1]. Analytical

identification (or first principles modeling) uses physics laws

to derive a model in the form of differential or difference equa-

tions. Conversely, experimental identification is based on data.

It is the growing number of sensors and the interconnection

of systems that enable one to collect a large amount of data

to create model by means of experimental identification [3].

II. PREVIOUS ANALYSIS AND ACHIEVED RESULTS

The experimental identification is a set of data-driven meth-

ods and algorithms. It is an iterative approach consisting of

four steps depicted in Fig. 1. Each step is supported by a priori

knowledge gained from experience with similar systems or as

a result of analytical identification [1].

The data collection step combines experiment design, data

gathering, and data preprocessing. The experiment design

takes into consideration dynamics and constraints of the sys-

tem to design the most informative experiment that is also

safe and economically viable [4]. The data gathering makes

use of sensors to digitally record data from the system. The

data is later preprocessed using signal processing algorithms

to mitigate the effects of the noise or to transform data [3].

The model structure selection step is influenced by the

amount of information taken from the analytical identification.

No

Yes

Data collection

Start

Model structure selection

Choice of parameter estimation method

Approximation model validation

A priori knowledge

Accept

End

Fig. 1. Experimental identification loop [3].

In case the model structure is obtained using analytical iden-

tification, the model is considered to be a gray-box model and

only the parameters are to be estimated [5]. On the other hand,

black-box models are obtained using data-driven methods to

estimate parameters and the model’s internal structure [4].

The choice of parameter approximation method step is

dependent on the selected model structure. Generally, the

parameter value estimation minimizes the output prediction

error ε(k) = y(k) − ŷ(k) [6]. Methods of local or global

optimization are utilized to estimate parameter values.

Finally, the goal of model validation is to prove the approx-

imation model meets application requirements (e.g., to design

a controller or perform diagnostics). Qualitative methods are

strictly goal-oriented and results are drawn from an expert’s

judgment [4]. Quantitative methods on the other hand use

statistical metrics and are better suited for the performance

comparison of multiple approximation models [3].

III. SOLVED TASKS AND RESULTS

During the second year of the PhD study, the author has

focused on the identification of the magnetic levitation system

(MLS) created by the Humusoft company. The mathematical

model has been derived first using the physics laws. The re-

sulting mathematical model included parameters that could not
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Fig. 2. Sample of triangle signal used to identify static properties of the
magnetic levitation system.
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Fig. 3. Application of the LQI controller on the real magnetic levitation
system.

be measured directly. Therefore it was necessary to perform

experimental identification to be able to design stabilizing

controller for this system. Further details will be published

in the Tkáčik et.al. article in the AEI journal that is currently

under the review.

Experimental identification of the MLS was performed ac-

cording to the methodology presented in the previous chapter.

The dynamics of the MLS stands out as very fast and unstable.

Since it is not possible to create even a crude controller for

this system, we opted for the experimental identification in the

open loop setup. Triangle and pseudorandom binary (PSRB)

signals were applied to measure the static and dynamic prop-

erties of the system respectively [7]. Sample of the triangle

signal applied to the MLS is shown in Fig. 2.

The analytically identified model structure was chosen as

the final structure of the approximation model. Initial parame-

ter values were estimated from static analysis data. Later these

values were refined using the nonlinear least squares method

in conjunction with PSRB data [8].

The approximation model validation was performed on

the different realization of the PSBR signal. The qualitative

approach of visual comparison between approximate and real

output was inconclusive. For the final validation, it was de-

cided to design a stabilizing LQI control algorithm. Applica-

tion results of the designed LQI control algorithm evaluated on

the real system are shown in Fig. 3. The created approximation

model in conjunction with designed communication interfaces

is the digital twin of the MLS.

The presented MLS is part of the research and development

platform at the CMCT&II that the author has been finalizing

during the last year. This platform will be used for the

validation of intelligent identification and control methods.

The author is also actively participating in the project

called Experiment ALICE on LHC in CERN: Study of strongly
interacting matter at extreme energy densities in collabora-

tion with the CERN. The author is working on the FRED

program module of the ALFRED application that is part of

the Detector Control System (DCS) used to control physics

experiments. The FRED module is used to generate command

sequences to control detector components based on requests

from WinCC OA [9].

Last year’s contribution was mainly in the performance

and testing of the FRED module. This included the creation

of scripts for automatic testing and the tool to simulate

ALF behavior thus mitigating the need for actual hardware

components of the detector during testing.

IV. FUTURE RESEARCH STEPS

Future research will be devoted to the exploration of the

knowledge transfer from gray-box models to black-box models

and to improve the overall quality of the approximation model.

In [10] the idea to combine gray-box models with neural

network-based black-box models proved to be successful.

Therefore, we see potential in the combination of analytical

and experimental identification approaches, especially with the

use of AI-based methods. Last but not least, the author will

be participating in the commissioning of the FRED program

module as part of the DCS and also in the experimental

identification of detector electronics.

V. CONCLUSION

The presented paper deals with a methodology for experi-

mental identification. It presents experimental identification as

the sequence of four steps supported by a priori knowledge.

The experimental identification of the magnetic levitation

system as the gray-box model is presented alongside the

improvements made to the ALFRED application.
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Abstract—This study investigates the use of shallow learning
for the detection of Parkinsonian dysarthria from speech data.
The proposed approach utilizes the XGBoost classifier, while
processing near 500 acoustic features. In this study we consider
two datasets with different language. The model yielded high
accuracies while internally validating, even if the two datasets
are merged. However, in case of external validation the model
fails to generalize. By adding training samples from the test
environment helps to improve the models performance. With
five added subjects per class the model was able to improve the
classification accuracy by 16% and 18%.
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I. INTRODUCTION

Parkinson’s disease (PD) is the second most common neu-

rodegenerative disorder which affects the brain’s neurotrans-

mitter systems, resulting in motor and non-motor impair-

ments [1], [2].
Many PD patients experience speech impairments, particu-

larly in the initial stage of the disease [3]. The collection of

speech disorders is referred to as dysarthria, its specific type,

the Hypokinetic dysarthria (HD) is a speech disorder affecting

individuals with PD. HD is characterized by slow, harsh, and

monotone speech, slurred speech, reduced volume and pitch,

and difficulty with pronunciation and articulation [4], [5].
Although there is no cure for HD, speech therapy can help

individuals manage their symptoms and improve communica-

tion skills. Deep brain stimulation and other treatments can

also be used in conjunction with speech therapy [6].
Diagnosing PD can be a long and costly process requiring

specialist evaluations. The high cost of diagnosis can result

in some patients being unable to receive a proper medical

evaluation, putting their health at risk.
The use of acoustic voice analysis for Parkinson’s dis-

ease detection is a promising method as it offers important

biomarkers for PD diagnosis in the initial stage of the disease

[7]. Various techniques have been applied successfully in

PD detection, however, most of them are only internally

validated [8], [9]. Therefore, they are not suitable in real-world

applications, since that would require testing the approach on

different data from other environments.

II. DATA

A. PC-GITA dataset
The PC-GITA dataset comprises of recordings from 50

individuals with PD and 50 healthy subjects with 25 male and

25 female individuals in each group. Five different speech

tasks were recorded at a 44.1-kHz frequency. The detailed

description of the speech tasks is presented in [10].

B. Italian Parkinson’s voice and speech dataset
The Italian Parkinson’s voice and speech (ItalianPVS)

database contains recordings from 50 individuals, 22 healthy

controls and 28 subjects with PD. One recording session

contains 4 tasks, which were recorded at a 16-kHz frequency.

The description of the recordings can be found in [11].
In this study we only consider one task from both datasets:

the recordings of the sustained phonations of the vowel /a/. In

the PC-GITA dataset one subject has three recordings of the

given vowel, in the ItalianPVS there are two repetitions.

III. METHODS AND REULTS

A. Data processing and feature extraction
To unify the two datasets, the speech signals were down-

sampled to 16 kHz. Approximately 500 acoustic features were

extracted from the input data, considering also the deltas,

mean and standard deviation of the segment-level features. We

consider the following features, which were selected based on

the recent literature [12], [13], [14], [15], [16]: formants (F1,
F2, F3, and F4), shimmers, jitters, linear spectral frequencies,
linear spectral coefficients (LPC), detrended fluctuation anal-
ysis (DFA) features, pitch period entropy (PPE), harmonics-
to-noise ratios (HNRs), log-energy values, zero crossing rate
(ZCR), energy, entropy of energy, mel frequency cepstral co-
efficient (MFCC), spectral centroid, spectral spread, spectral
entropy, spectral flux, spectral roll-off, chroma vector, chroma
deviation, log mel-spectrogram, Morlet continuous wavelet
transform (CWT), F0 contour, and intensity.

Features were then scaled to the range [0, 1].

B. Experimental setup and results
The first experiment was to train and test the model in the

same environment, thus we divided the dataset into train and

test set, while we ensure that recordings of one patient are

either in the training or the testing set. We considered the

connected dataset as well, while data from each dataset were

presented also in the training and testing set.
To further examine the models ability to generalize, in the

second experiment we trained the model using one dataset,

while tested it on the other.
We determined to use the XGBoost classifier for all of our

experiments to validate the proposed approach, mainly be-

cause of its success on different machine learning challenges.

105



We tuned the hyperparameters using the grid search cross-

validation process in order to achieve the best performance.
To counteract the potential bias resulting from random test

data selection, we employed 10-fold cross-validation.
As it can be seen in Table III, the approach was successful

in case of the first experiment. The model was able to detect

PD accurately even in the connected dataset, reaching 85.47%

classification accuracy.

Train Test ACC SEN SPE

PC-GITA PC-GITA 87.67 88.67 86.67

ItalianPVS ItalianPVS 94.00 94.67 93.50

Mixed∗ Mixed∗ 85.47 86.86 84.08

TABLE I
RESULTS OF FIRST EXPERIMENT: INTERNAL VALIDATION

∗CONTAINS DATA FROM BOTH DATASETS

The results of the cross-dataset validation are presented in

Table II. They signalize, that the model fails to detect PD in a

new environment. Thus, in the next experiments we aimed to

teach the model some characteristics of the new environment

by moving additional training data from the target environment

to the train set. We evaluated several experiments by showing

the model data from one to five subjects per class (HC and

PD) from the target environment. Data from these subjects are

excluded from the testing set to avoid bias.

Train Test ACC SEN SPE

PC-GITA ItalianPVS 46.77 39.64 55.68

ItalianPVS PC-GITA 45.20 62.73 27.67

TABLE II
RESULTS OF THE CROSS-DATASET CLASSIFICATION

The achieved results presented in Table III denote, that with

additional data from the target environment the model is able

to distinguish between PD and HC subject more accurately.

Train
+ test subjects

(HC-PD)
Test ACC(%) SEN(%) SPE(%)

PC-GITA 0-0 ItalianPVS 46.77 39.64 55.68

PC-GITA 1-1 ItalianPVS 48.11 72.08 17.86

PC-GITA 3-3 ItalianPVS 53.04 76.00 22.65

PC-GITA 5-5 ItalianPVS 64.02 70.61 55.52

ItalianPVS 0-0 PC-GITA 45.20 62.73 27.67

ItalianPVS 1-1 PC-GITA 50.44 98.87 2.04

ItalianPVS 3-3 PC-GITA 53.33 74.29 35.11

ItalianPVS 5-5 PC-GITA 61.11 87.13 3.83

TABLE III
RESULTS OF THE CROSS-DATASET CLASSIFICATION WITH ADDITIONAL

TRAINING DATA MOVED FROM THE TEST SET

We can observe, that by increasing the number of subjects

in the training set by moving them from the test set we were

able to improve the models generalizability.

IV. DISCUSSION AND CONCLUSIONS

The results presented in this paper indicate that the ML

classifier is able to learn the characteristics of PD voices while

validating in the same environment. However, when testing

with data from an unseen environment, it performs poorly. This

can be due to the data being recorded in different environments

with different microphone and sampling frequency.
The results also show that adding more training samples

from the test dataset helps to improve the models performance.

By adding samples from five HC and PD-affected subjects

from the target environment the model was able to increase its

accuracy from 46.77% to 64.02% and from 45.20% to 61.11%.
The approach presented in this paper has its limitations,

one of them is the need of additional data from the target

environment. It may be impossible to reach people diagnosed

with PD, since doctors can not give out data because of GDPR.

A future work may analyze the features characterizing the PD

affected voice independently on the recording environment.

Another possible solution could be the use of general ad-

versarial networks to generate more diverse data. A bigger

multilingual dataset could also be useful for this task.
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Abstract—To address the limitations of traditional neural net-
works, capsule neural networks were proposed, which represent
objects in a structured, hierarchical way, allowing for better
interpretability and capturing complex relationships. Capsule
networks model an object as a set of capsules containing informa-
tion about different aspects such as position, orientation, size, and
texture. However, capsule networks face challenges in training,
and optimising the network due to non-linear transformations,
and difficulty in understanding information propagation. The
motivation for capsule networks is to address these challenges
and improve interpretability and performance, with the potential
to achieve state-of-the-art results in applications such as object
recognition and medical image analysis. This paper provides an
overview of capsule networks and the current research done in
the last year as well as planned future works on this topic as
well as the topic of XAI.

Keywords—Capsule Network, explainability, image classifica-
tion, reconstruction, segmentation

I. INTRODUCTION

Deep neural networks have made significant progress in a

wide range of applications, such as image recognition, natu-

ral language processing, and autonomous vehicles. However,

traditional neural networks have limitations in their ability to

model hierarchical relationships between features and often

lack interpretability. To address these limitations, capsule

neural networks were proposed as a new approach to deep

learning [1].

Capsule networks are designed to represent objects and

features in a hierarchical and structured way, allowing them

to capture complex relationships and making them more

interpretable. Capsule networks model an object as a set of

capsules that contain information about different aspects of

the object, such as its position, orientation, size, and texture.

These capsules can be thought of as "object parts" that can be

combined to form a complete object [2].

Despite their potential advantages, capsule networks face

a number of challenges. One of the key challenges is the

difficulty in training and optimizing the network due to the

non-linear transformation of capsules, which requires iterative

routing procedures to determine the most relevant capsules.

Additionally, understanding how information is propagated

through the network and how capsules are combined to form

a final output can be difficult [3].

The motivation for capsule neural networks is to address

these challenges and improve the interpretability and perfor-

mance of deep neural networks. By providing a structured and

hierarchical representation of objects, capsule networks have

the potential to capture complex relationships and improve the

interpretability of deep neural networks [4]. In addition, cap-

sule networks have shown promise in achieving state-of-the-art

results in various applications, such as object recognition and

medical image analysis.

II. BACKGROUND AND PREVIOUS FINDINGS

There are many fields in which Capsule Networks were

used and are able to solve. The main one is image classi-

fication. CapsNets have been successfully applied to image

classification tasks, including the MNIST dataset and the more

challenging CIFAR-10 and CIFAR-100 datasets [5]. CapsNets

have been shown to outperform traditional convolutional neu-

ral networks (CNNs) on these tasks, particularly when it comes

to handling variations in the orientation and position of objects

within images [6].

There were many problems with CapsNets which were

already solved. The main one would be the high use of

memory during training [7]. Another part of this problem

was the complexity of the original routing algorithm, which

was high and was done in multiple iterations [2]. This made

learning slow and computationally very expensive.

This was fixed by creating a simpler routing algorithm be-

tween capsule layers, which in the end increased the efficiency

of the model and decreased the needed computational power

[8]. As these routing algorithms are simpler, the time per epoch

decreased as well.

The additional problem, which was partially fixed was the

low performance of these models on more complex datasets.

As the capsules are using reconstruction, it becomes hard to

create a good representation of the input image, which is

varied and the needed dimensionality to catch this increases

exponentially [9]. This was partially fixed by creating a larger

convolutional backbone, which would compress the data and

reduce the number of needed capsules [10].

The first capsules also had problems with segmentation

tasks on difficult medical data from CT and MRI scans [11].

This was slowly improved by the introduction of a U-Net-like

structure created using capsules as well as a custom convolu-

tional routing algorithm, which enabled a very powerful model

to be created [12].

III. RESEARCH HIGHLIGHTS

The main focus of the research work in the last year was

on researching and implementing different routing algorithms,
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which were proposed in the last few years. This was done

to decide the most successful one, which would be used in

future research. Self-Attention routing algorithm and the basic

concepts of the Efficient-CapsNet were taken as the base for

future research [8].

In the first paper, which is under review process, a modified

capsule network SE-CapsNet was proposed, which is based on

Efficient-CapsNet with segmentation masks as a reconstruction

target. By using segmentation as a target for reconstructions,

the models are able to better generalize the information needed

for their creation, which in turn helps the performance. In

comparison, generalizing the information of fully detailed

input images is much harder and many times not possible for

our models.

By analyzing multiple models on two different datasets,

we showcased that using the segmentation masks improves

the performance of the models in classification and they

can outperform other capsule and convolutional models. The

BCE loss for reconstruction was shown to be the better of

the two losses with improvements even on original image

reconstructions. The best SE-CapsNet model reached a mean

accuracy of 93% on the Oxford pets dataset [13], which is

an increase of almost 3% from other capsule architecture and

1.5% from traditional CNNs. A similar increase of 0.5% to

the final F1 score performance of 65.5% was recorded on the

SIIM-ACR PNEUMOTHORAX dataset [14].

The Oxford pets dataset was chosen as a good representation

of real-world images of the outside world with the classes

being cats and dogs. The Pneumothorax dataset was used as

it shows not so varied X-ray images of lungs, which need to

be diagnosed. The contrast between these datasets shows the

general improvement of this technique.

The use of segmentation was then further explored by

envisioning an explanation module, which would help with

the interpretability of the model and help increase the trust

index of the doctors, which would use this model. This is

possible by analysing the results of the segmentation and the

classification together and checking the highlighted parts of

the image, which should contain the details needed from the

model to give the result. The model can be adjusted to have

0 false negatives, which will enable the doctors to use it as

a screening tool. For the final diagnosis, they would only

have a fraction of the images and each would have its own

segmentation, in which the model would find something so

the doctor can only focus on the needed region. A number of

created reconstructions can be seen in Fig. 1.

Another research was on the possibility of using the original

reconstructions created by capsule models to explain parts of

the networks. This was done by creating a small capsule model

trained on a simple dataset Fashion MNIST [15]. The resulting

capsules were then slowly deformed by separating one feature

of the reconstructed capsule and chaining it in small intervals.

The resulting reconstructions were analysed and each feature

was given an explanation of what it changes in the image.

This research into the deformations of the capsule dimen-

sions was presented at the SAMI 2023 conference and won

the Baltazár Frankovič Young Researcher Award.

IV. PLANNED WORK

The first key component of the planned work is focused

on analyzing the parse trees within capsule neural networks.

Fig. 1. Examples of the reconstructions using capsule models with different
targets. The first column shows the original input for all models, the second its
reconstruction created by a model with input as a target, the third shows the
segmentation mask of the input image, and the last shows the reconstruction
of the mask by a different model.

Parse trees provide a structured representation of the input data

and the processing steps performed by the neural network. By

analyzing the parse trees, we aim to gain a deeper understand-

ing of how information is propagated through the network and

how different features are combined and transformed as they

move through the network layers.

To achieve this goal, we will be using a combination of

visualization techniques and statistical analysis to identify

patterns and relationships within the parse trees. They will

also be developing new tools and methods for interpreting and

visualizing parse trees, which will help to uncover insights and

anomalies in the network’s behaviour [16].

The second key component of the planned work is focused

on improving the routing algorithm used in capsule neural

networks. The routing algorithm is responsible for determining

how information is passed between different capsules in the

network, and it plays a critical role in the performance of the

network.

To improve the routing algorithm, we will be creating a

separate feature for the existence of the object. This new

feature will allow the routing algorithm to better account

for the presence or absence of an object in the input data,

which is expected to improve the network’s performance in

classification tasks and other related applications [17].

The third and final key component of the planned work is

focused on creating a library of routing algorithm implemen-

tations. This library will provide researchers and developers

with a range of routing algorithm options that can be easily

integrated into their own capsule neural network projects.

The library will be designed to be flexible and extensible,

allowing users to easily swap out different routing algorithms

and compare their performance on different datasets. We will

also be providing documentation and examples to help users

get started with the library and understand how to use it

effectively.
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Abstract - The current direction of the development of the field 

of energy, smart grid and microgrid is also closely related to the 

development of Renewable Energy Sources (RES). From the 

European regulations to the national level, it is possible to 

perceive massive support for the use of RES through various 

projects. It is an effort to connect more and more such resources. 

This issue can be perceived from different points of view, from 

the point of view of an official in the European union, through 

the departments/ministries of individual countries to the point of 

view of the Distribution System Operators (DSO). This article is 

mainly devoted to the point of view of the Distribution System 

Operator on the given issue from a technical point of view. The 

specific topic is the determination, or determination of the 

limit/maximum power of the renewable energy source that 

should be connected to an electric power system. To ensure a 

safe, optimal and constant supply of electricity to final 

consumers without unnecessary undesirable phenomena such as 

non-compliance with quality parameters of electricity or, in the 

worst case, interruption of electricity supply (deterioration of 

SAIDI - System Average Interruption Duration Index and SAIFI 

- System Average Interruption Frequency Index indicators).  

 

Keywords - RES, balance point, short-circuit power, 

calculation of power. 

I. INTRODUCTION 

The massive increase in the number of especially small 

(local) sources and thus the increase in installed power can be 

observed all over Slovakia, from small households to business 

entities. Currently, almost everyone who has enough funds 

can arrange for the installation of a source. Of course, the 

connection conditions of the distribution system operator must 

be met. From a business point of view, this is an excellent 

business model, e.g., for electrical installation companies that 

install and connect sources at customers. For a comprehensive 

assessment of the issue, it is necessary to consider the 

appropriateness of connecting such several sources and the 

impact on the electrical network, that is, the overall impact on 

the system. 

II. CONNECTING RESOURCES TO THE DISTRIBUTION SYSTEM  

Distribution System Operators have defined technical 

conditions for connecting resources to the distribution power 

system and establish criteria, or allowable values of feedback 

effects of sources on the distribution power system. From the 

analysis of the technical conditions of connection of the 

Slovak Distribution System Operators (western, central, and 

eastern Slovakia), the requirements for parallel cooperation of 

sources are identical mainly in the following criteria: 

" permissible voltage changes in steady state, 

" permissible voltage changes when switching the source, 

" flicker, 
" harmonic currents. 

 

Each producer of electricity is obliged to comply with the 

conditions and criteria for the connection of its sources to the 

Distribution System (DS), at the same time, each source must 

meet the specified conditions for voltage changes in the steady 

state (2%) and during switching (3%). [1][2][3][4][5][6][7][8]  

 

A. The procedure for determining the limit/maximum 

power of RES 

 

The mathematical determination of the limit/maximum 

power of RES intended for connection to the distribution 

system consists of three levels: 

" calculation of the maximum power of the source with 
respect to the outlet of the med-voltage(MV) transformer, 

" calculation of the maximum connectable power of the 
resources with respect to the free connectable the capacity 

in the 22 kV system determined regarding the power of 

High voltage (HV)/Extra-High voltage (EHV) 

transformers, 

" calculation of the maximum connectable power of the 
resources with respect to the free connectable capacity in 

the 110 kV system determined regarding the power of the 

Ultra-High voltage (UHV)/Very-High voltage (VHV) 

transformers. [1][2][3][4][5][6][7][8] 

 

Calculation of the maximum power of the source with 

respect to the outlet of the MV transformer 

 

During the calculation, the assessment of the source is also 

considered with respect to the permitted voltage change in the 

steady state and during switching. It is not possible to consider 

harmonic currents in the calculation due to the production of 

different harmonic currents with different inverters. Fig. 1. 

shows the algorithm for calculating the maximum power of 

the source with respect to the outlet of the transformer. 

 

The calculation should be made for all transformer outlets, 

and the sum of the powers thus determined on all 22 kV 

outlets represents the calculated limit power with respect to 

the HV (MV) outlets. 
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Fig. 1. Algorithm for calculating the maximum permissible power of the 

source 

 

Calculation of the maximum connectable power of the 

resources with respect to the free connectable the capacity in 

the 22 kV system determined regarding the power of 

HV/EHV transformers 

 

The maximum power of the sources regarding the power of 

the 110 kV/22 kV transformers is determined according to the 

following relationship: 

 ÿmax22kV/outlet = (3 ÿÿ(ÿ21) ; ýÿÿ + ÿý���ÿÿÿÿ�) ; ýý   (1) 

 

Pi(n-1) - is the sum of the installed outlets of 110 kV/22 kV 

transformers in the assessed area excluding the transformer 

with the highest output (criterion n-1), 

kTR - coefficient considering the optimal load of the 

transformer, connect ability of renewable sources of 

electricity to the electricity system 

Pconsumers - total minimum consumption of the assessed area, 

kE - reduction coefficient considering small scattered 

production. This coefficient enables the creation of a certain 

power reserve for sources with low installed power (up to 

0.10 MW). [1][2][3][4][5][6][7][8] 

 

The determination of the maximum power of the sources 

regarding the free connectable capacity in the 110 kV system 

is determined regarding the power of the MV/VHV 

transformers 

 

To determine the maximum power of the sources regarding 

the power of the 400 kV/110 kV (or 220 kV/110 kV) 

transformers of the given 110 kV area, the following 

relationship is used: 

 ÿmax,110kV = (3 ÿÿ(ÿ21) ; ýÿý + ÿý���ÿÿÿÿ�) ; ýý      (2) 

 

Pi(n-1) - the sum of the installed powers of transformers 

400kV/110kV, or 220kV/110kV in the assessed area 

excluding the transformer with the highest power (criterion n-

1). [1][2][3][4][5][6][7][8] 

III. CONCLUSION 

Based on various analyses, investigations, and 

mathematical calculations, it was confirmed that the issue 

should be considered from a comprehensive point of view. 

From the point of view of Distribution System Operators, 

source connection requirements and local distribution 

influences, it is possible to connect such a few small sources 

that would exceed the capabilities of the currently built system 

itself. The procedure for determining the limit/maximum 

output of RES, which should be connected to the electricity 

system, considers local impacts, but also overall (systemic) 

impacts. The obtained results of the limit/maximum power 

calculation prove that the largest volume of installed power 

can be connected in terms of local effects at the level of 

individual outlets of the 22 kV network. Analysing towards 

the transmission system with respect to the free capacities of 

the distribution transformers, a decreasing tendency of 

performance can be observed. The total amount of installed 

power that can be connected to the electricity system is 

limited mainly by system influences. The limit of the installed 

power of RES in the electricity system is correctly determined 

if the ability of the system is mainly assessed from the point 

of view of system effects. 
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Abstract4  The world of software project management is very 

vast. It has many different areas that build on each other to work 

towards challenging any developer's difficulties on the job. Like 

any field of life, this field is always subject to constant evolution 

in its working methods, style and technology that depends on it. 

Here we will discuss our studies on the Agile methodology in 

several ways. First, to help us build a model directed to a specific 

category of developers who do not have high experts in the field 

of project development, or we can say that they are in the early 

stages of the world of software development, like university 

students. And because it is an important stage in developing 

themselves in software development; they must learn and master 

everything new in project management to work effectively and 

efficiently in the future.  

 

Keywords4 Agile methodology, Artificial Intelligence, 

Datasets. 

I. INTRODUCTION 

 Agile methodology is the key to envisioning a profitable 

and sustainable future for any organisation or company, 

whatever its size or market. Agile methodologies can also be 

seen as a humane business focusing on customer value and 

increasing team productivity and collaboration. In addition, 

agile values and principles will help you achieve this culture 

of collaboration. 

Agile is not just a process or methodology for running a 

business. Instead, it is a mindset that embraces challenges and 

views failure as learning opportunities and game-changers; 

which teaches us the value of working and thinking in an 

Agile methodology; It also focuses on adaptable and energetic 

leaders in their leadership style. This is where leaders learn to 

lead themselves first and create an environment that allows 

Agile to thrive. 

The emergence of Agile as a broad global movement 

extends far beyond software development projects. However, 

it has been discovered that the only way for organisations to 

deal with today's turbulent client-driven market is to switch to 

an Agile methodology. Agile enables organisations to master 

continuous change in project management. It allows 

businesses to grow exponentially in an increasingly volatile, 

uncertain, complex and uncertain world. 

It makes you avoid financial risks, spend months or years, 

and realise small mistakes that could lead to big problems. It 

depends on building trust between employees, the employee's 

self-confidence, his efforts and his work focusing on dealing 

directly with the goals that serve customers and providing 

quick and gradual solutions. 

II. OUR PRELIMINARY RESULTS 

At this stage, we decided to shed light on the studies we 

carried out and published them in several journals. These 

studies helped us build a preliminary design of the needs we 

must consider in the next model design stage. 

A.  Study on the most commonly used methodologies  

In this research [1], [2], we identified the latest techniques 

most used in project management under the Agile 

methodology, highlighted the most important characteristics 

and clarified the differences and the basis for selection. The 

focus was on the methodologies of Scrum, SAFe, and DAD. 

We concluded that the Scrum model is one of the most 

smooth methodologies. It has high efficiency in the work of 

projects with a narrow scope and the difficulty of working in 

the case of a large team distributed geographically. The SAFe 

methodology is one of the most complex frameworks in the 

way of working. It has many strict rules to be dealt with while 

developing a specific product. It is very structured, which 

decreases flexibility and agility. DAD is one of the minor 

complex frameworks to work with; it has more than one 

framework in the DAD framework that can be worked on 

according to the system to be implemented or according to the 

team. The team can work on more than one project at the 

same time, and each project has a particular framework in line 

with the requirements of the product. 

B.  The importance of building a work team in project 
management 

This study [3] Presents the importance of teamwork and the 

responsibility it engages in during work, the methods of 

communication between them and relying on each other. 

And how teamwork works through self-management to 

speed up work. Due to the difficulty of working alone on 

developing or implementing a specific product, we must work 

on developing ourselves in teamwork to get the desired result: 

delivering the product to the required place within the 

specified time and budget. 

C.  Study a group of students in a college 

The study [4] is about a group of students from the faculties 

of Informatics in Tripoli, Libya. The aim was to identify 

difficulties during project development and the methodology 

used. The study was conducted with a questionnaire directed 
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to a specific group of students in the study's last years. Fifty 

results were collected. The results obtained were based mainly 

on the Waterfall methodology. 

The reasons for choosing the Waterfall methodology were 

the small team, the clarity of the requirements, and the lack of 

continuous change.   

The conclusion from this study is the importance of 

depicting the method of training developers on new and 

developed methods in project management. To make 

developers work according to the most effective 

methodologies in software development through training in 

environments that require a large team and the development of 

large and more complex projects, which helps them determine 

how to choose the appropriate model for the project to be 

developed. 

And through the paper [5], we have explained the 

importance of the planning stage and the possibility of using 

the AMEISE system and highlighted the reason for using it in 

teaching software project management. This tool allows small 

groups to plan for each simulation and then let them interact 

with the simulated events as they simulate to achieve as many 

micro-objectives as possible, such as budget, length, and other 

requirements. 

D.  Study on open-source datasets 

   This paper has been accepted by Acta Electrotechnica et 

Informatica journal but has not been published yet. It revolves 

around studying and analysing open-source datasets to help us 

prove the actual extent of the Agile methodology in the 

various circumstances that any programmer can encounter. 

The open-source datasets that worked under the Agile 

methodology, especially the Scrum model, were analysed 

using Python with the Exploratory Data Analysis model 

(EDA). 

The results demonstrated the actual methodology by 

delivering the project with the required requirements and the 

project's success with all measures4the results obtained from 

the Tscrum_peter_Balaz datasets [6] and the TAWOS [7]. 

 We have reached the point where we can overcome any 

difficulty through good management, work control and 

interdependence among the team. Thus, we guarantee the 

effectiveness and success of the Agile methodology. 

III. CONCLUSION 

We conclude from these studies with several main factors 

we can rely on to build a model based on the Agile 

methodology. First, it includes good coordination between 

team members, user participation in the work at every stage, 

continuous communication between team members, and good 

coordination between the project manager and the team 

homogeneously. Also, factors are developing the team to 

work under artificial intelligence. And how we can take 

advantage of it; it helps us accelerate work performance. And 

the most important thing is that we can apply it and use it in 

training for the educational stage to help students get used to 

high-level work during the study period. 

IV. FUTURE WORK 

After the previous studies, the points and scope of the next 

work were clear, which were clarified in the following 

questions and hypotheses 

1. How can we design a model that is easy to handle 

and teach based on the above features? 

AI could be used as a supervisor or support for 

management. Thus, we think a hypothesis on the possibility of 

including an artificial supervisor in agile processes at the level 

of control will be evaluated as truth.  

The second part of our hypothesis addresses the usage of 

deep neural networks as the best option for agile project 

management supervisor implementation. We will 

experimentally prove this hypothesis by applying EDA to find 

the best option for a simulation core element of the generic 

model presented in [8]. An open question remains whether the 

developers' personnel skills should also be considered. And if 

yes, what weight should be assigned to them? 

2. What is the best stage we can use AI in project 

management? 

We will focus on planning and workflow tracking since 

these are the most related stages to the expected result of our 

first hypothesis. We assume that support based on track is the 

most advantageous feature for all team members. Such 

support might be the most beneficial to teaching and training 

(as it decreases supervisor workload). An open question 

remains whether it is possible to divide the stages of any agile 

methodology in the above way. If our hypothesis on the 

possibility of such divisions fails, all stages must be 

considered when constructing the model. 

3. Can we rely on the developed Agile methodology to 

build a project based on AI? 

We assume the developed extended agile methodology will 

be reliable enough for application. This hypothesis will be 

proved in-vitro as a specific agile project planning assignment 

in the frame of the Software Project Management teaching the 

subject at DCI FEI. We will apply statistical methods for 

evaluation, similar to the study presented in [4]. We might 

also need to extend the validation to other universities if the 

significance of personnel skills, habits and culture is strong 

while examining question 1. 
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Abstract—Parkinson’s disease (PD) is a prevalent neurode-
generative condition with a significant global impact. In this
study, we evaluate the feasibility of using artificial intelligence-
powered models for diagnosing PD through offline handwriting
analysis. Our findings are compared with previous literature
to provide a comprehensive overview of the field’s current
state. The results highlight the challenges posed by limited
data and low heterogeneity in developing a usable model for
clinical applications. Our analysis reveals that the model lacks
generalizability when train and test datasets are acquired from
the same site using similar equipment. This study highlights the
need for robust data sources and diverse data samples to improve
the accuracy of PD diagnosis through handwriting analysis.
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I. INTRODUCTION

Diagnostic decision support systems use various data input

forms to help health professionals make more informed and

objective decisions. Data might come in the form of medical

images, such as x-ray or magnetic resonance, temporal data,

such as electroencephalography and electrocardiography, or

even just normal images representing people, such as images

of their writing or their posture.

The accuracy of Parkinson’s disease (PD) diagnosis by

experts, as reported in the scientific literature, varies from 75%

to 92% and is dependent on the expertise of the examiner [1],

[2]. A pathological study revealed that a maximum of 25%

of patients diagnosed with PD had been misdiagnosed, even

in the advanced stages of the disease. The symptoms of PD

result in a substantial decrease in the quality of life for affected

individuals and also result in a significant economic impact on

society, with annual estimated costs of 52 million dollars in

the United States alone [3].

Handwriting is a learned motor and cognitive function of the

brain, and as such, it can serve as an indicator of cognitive

or motor dysfunction. It has been proven that handwriting has

been established as an early indicator of PD.

The current state-of-the-art for objective evaluation of PD

using computerized methods can be divided into online and

offline handwriting approaches. Online handwriting captures

signals from a digitizing tablet to describe the handwriting

process [4], [5]. Although this method has proven to be suc-

cessful, it requires an expensive tablet and a specialized pen.

The trend in research is moving towards offline handwriting

evaluation, where only a pen and a smartphone, which is

easily accessible, are required. Deep learning techniques have

demonstrated promising results in PD diagnosis from offline

handwriting. In this study, we demonstrate the current state-

of-the-art results for PD diagnosis by deep learning, compare

it to our approaches, and finally show that studies need further

validation to be proven clinically usable.

II. LITERATURE REVIEW

The diagnosis of PD is a vivid research area in both

medical and computer science domains. Interestingly, PD can

be diagnosed in various ways, investigating either handwriting

or speech impariaments, while some doctors are also inclined

to include medical imaging tools to reject the possibility of

other diseases with similar symptoms.

Diaz et al. [6] proposed a sequence-based dynamic

handwriting analysis by levearing temporal data with one-

dimensional convolutions and BiGRUs. Diaz et al. [7] pro-

posed a model based on a static representation with embedded

dynamic information. Among the features that might support

PD diagnosis are speed, velocity, in-air or on-surface move-

ment, jerk, pressure, azimuth, etc. Both approaches required

spatiotemporal data that had to be acquired with specialized

pens. Moetesum et al. [8] proposed a model leveraging features

extracted from sole images by convolutional neural networks

(CNNs), and those features were later fed into a support

vector machines classifier. Our works [11], [10] leveraged

novel multiple-fine-tuning methods with advanced ensembling

methods to detect PD disease purely from handwriting images

that could be taken from a cellphone. Galaz et al. [12] acquired

a new dataset of PD and HC (WorldPaHaW) from various sites

in the United States, Hungary, Spain, and Czech that consisted

of language-independent spiral and language-dependent sen-

tences. The study also compared models based on carefully

handcrafted features and CNNs from static images.

III. RESULTS

Alongside multilingual WorldPaHaW [12], two

datasets have been constructed for handwriting analysis:

NewHandPD [13] and PaHaW [4]. The NewHandPD

dataset comprises two tasks: drawing meanders and creating

Archimedean spirals (see Fig. 1a and 1b). In the case of

the PaHaw dataset, the handwriting is recorded as x and
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Task Diaz [6] Diaz [7] Moetesum [8] Pereira [9] Gazda [10] Gazda [11] Galaz [12]

Spiral (language leave-one-out) – – – – – – BACC - (38% – 71%)
Spiral (NewHandPD) 94.44 – – 76.26 92.7 96.3 –

Meander (NewHandPD) 91.11 – – 80.75 94.7 94.4 –
Spiral (PaHaW) 93.75 75 76 – 85.8 88.5 –

l (PaHaW) 96.25 64.16 62 – 68 71.25 –
le (PaHaW) 88.75 58.33 57 – 74.7 78.8 –

les (PaHaW) 90 71.67 60 – 72.7 72.5 –
lektorka (PaHaW) 93.75 75.41 60 – 76.1 81 –

porovnat (PaHaW) 91.25 63.75 51 – 76 77.26 –
nepopadnout (PaHaW) 92.5 70 68 – 78.5 91.88 –

TABLE I: Overview of deep learning performance for offline PD diagnosis. Standard accuracy is reported, however for Galaz

[12], balanced accuracy is reported since the dataset is not balanced

(a) NewHandPD Spiral (b) NewHandPD Meander

y coordinates, which are utilized to generate images. The

PaHaW dataset is an aggregation of eight distinct handwriting

tasks, including the creation of Archimedean spirals, letters,

syllables, and words. Little work has been done on PD

diagnosis with models trained on multilingual datasets.

Galaz’s WorldPaHaW was acquired from 143 PD patients

and 151 healthy controls from the Czech Republic, the

United States, Colombia, and Hungary. The dataset consisted

of language-independent tasks (spiral) and sentence-writing

tasks.

In Table I, we report state-of-the-art results of PD diagnosis

from both online and offline handwriting. The table shows

that for PaHaW tasks, the model for online handwriting by

Diaz et al. [6] outperformed other models on PaHaW tasks.

Our work in [10], [11] improved previous work significantly

and established state-of-the-art results for PD diagnosis purely

from static images (offline handwriting). Interestingly, all those

studies had been trained and tested on datasets that didn’t

have enough heterogeneity. A study by Galaz [12] showed that

models working with handcrafted features or features extracted

from static images yielded a performance on spiral tasks with

balanced accuracy ranging from 38% to 71%, depending on

the external validation. A study performed leave-out-language-

out validation, which means that the model was, for instance,

trained on data from the United States, Czech Republic, and

Colombia and was tested on data from Hungary. The study by

Galaz showed the importance of possessing external datasets

acquired from different sites.

IV. FUTURE WORK

Presently, graph neural networks have been on the rise in

the research domain since they can have rotational and transla-

tional invariance, which is an essential feature for handwriting

analysis. Those properties are essential because the image scan

can be captured from different angles, with different cameras

and different positions of the letters on the paper. Furthermore,

one might also include handcrafted features that could be

embedded in the graph nodes. Graph Attention Layers [14]

can be leveraged to find one graph-level representation of the

handwritten task and diagnose PD.
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Abstract 4 This paper describes ECG signal acquisition from 

microcontrollers and further signal preprocessing. 

Cardiovascular illnesses are the number one cause for most 

deaths worldwide. Myocardial infarction and cerebrovascular 

diseases are the leading causes of cardiovascular mortality. 

Despite certain risk factors, healthy people can have a 

myocardial infarction or brain stroke as well. Medical staff can 

spot early warning symptoms in ECG recordings. Early 

detection allows treatment for patient before suffering 

serious health problems. This paper describes a strategy to 

obtain relevant ECG recording for future classification, thus 

avoiding health problems. Creating an affordable home 

diagnostics machine gives the opportunity to have patient's heart 

checked regularly.  
 

Keywords4 computer science in medicine, cardiovascular 

disorders, ECG, signal preprocessing 

I. INTRODUCTION 

The electrocardiogram (ECG) is a cutting-edge method that 

measures the electrical activity of the human heart. Because it 

is a noninvasive measurement, it can be performed by anyone 

without putting the patient at risk of being harmed [1]. This 

indicates that the ECG diagnosis is risk-free and does not 

cause any discomfort.  

The ECG presents an examination that checks the heart 

from a particular angle and detects the electrical activity in 

millivolts. A 12-lead ECG is the most frequent type of 

electrocardiogram recording that is employed in medical 

practice. It is true that in order to conduct a full medical 

examination on a human being, it is necessary to get a 12-lead 

ECG. Despite this fact, many life-threatening diseases can be 

recognized even with a single-lead ECG [2]. 

Our successes were already published on SAMI 2022 and 

SAMI 2023 conferences. In 2022, we have published proper 

configuration of convolutional neural network in terms of 

ECG classification [3]. In 2023, we have proposed ways of 

acquiring favorable ECG signal for later classification [4]. 

 

II. LIMB AND CHEST LEADS 

Based on acquired results from the past [3-4], we want to 

further explore the possibilities of acquiring and classifying 

ECG recordings, that could help in a patient9s diagnostics, 

thus preventing serious health damage. The notion of 

Einthoven's Triangle, which is seen in Fig. 1, can be used to 

provide an explanation for the concept of ECG in general. 

 
Fig. 1 The concept of Einthoven's triangle 

(source: https://www.cvphysiology.com/Arrhythmias/A013a) 

 

Thanks to this theory, the spots for placing ECG electrodes 

have been standardized worldwide. This triangle guarantees 

that the electrical conductivity of a heart will be examined 

from every angle in the frontal plane [5]. 

 There are several different denotations included in the 

figure, namely LA, RA, and LL. These acronyms refer to 

the left arm, the right arm, and the left leg, respectively. The 

electrical difference that exists between the two electrodes [6] 

is to determine a single lead on an ECG. Because of this 

knowledge, the bipolar leads (I, II, and III) are determined by 

applying the following formulas: 

÷ Lead 1 (I) = LA 2 RA 
÷ Lead 2 (II) = LL 2 RA 
÷ Lead 3 (III) = LL 3 LA 

 

 By using leads I, II, and III, we are able to determine what 

are known as augmented leads. These are referred to as the 

aVR, aVL, and aVF notations respectively. The letter "a" 

represents the augmented format, whereas the letter "V" refers 

to the vector form.  

 The fact that these leads are obtained through the use of 

computing means that they do not offer any sort of new 

information; rather, they provide a different perspective on 

leads that already exist. The following equations are used to 

determine the number of augmented leads: 

÷ aVL =  ÿþÿý ý 3 ÿþÿý ýýý2  

÷ aVF =  ÿþÿý ýý+ÿþÿý ýýý2  

÷ aVR = (31) (ÿþÿý ý + ÿþÿý ýý)2  
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 Recordings of an ECG taken using a single-lead device, 

such as a smartwatch or a microcontroller, are likely to be 

highly disturbed due to the specific circumstances involved 

[7] such as patient movement or powerline interference (PLI).  

The measurement of electrical activity between the LA and 

RA (positive and negative) electrodes is the foundation of a 

single-lead electrocardiogram. By moving these electrodes on 

different parts of body, we might discover or compute new 

leads. 

III. USING AD8232 FOR ECG RECORDING 

 The AD8232 device may be linked to any controller 

directly, including Arduino and Raspberry Pi. The AD8232 is 

a commonly used sensor for ECG recordings in terms of 

developing low-cost devices. There have been many studies 

that have utilized this sensor for various applications [8]. By 

using AD8232 it is possible to acquire data in digital form and 

save them in a PC for later use [9].  It is critical to acquire an 

ECG signal of the highest possible quality. Despite the fact 

that we have access to filtering techniques and digital 

denoisification, it is best to eliminate signal disturbances as 

early as possible in the process. The signal of poor quality is 

usually labeled as <unreadable= and may not be used in 
classification. 

 Based on the known facts, we were able to propose specific 

lead placement (Fig. 2) using AD8232 in order to obtain 

Leads I, II and III. Our experiment proved that it is possible to 

obtain different leads just by adjusting individual leads.  

 This also lead us to believe, that it is also possible to obtain 

chest leads V1 3 V6 in similar way. 

 

 

Fig. 2 Proposed limb leads placement using AD8232 

 

 Using measurements taken with an AD8232 device, we 

were able to get the raw ECG data from the limb leads. The 

Fourier transformation was executed on each limb lead during 

this stage, and the results demonstrated that the signal 

contains unwanted noise mostly at a frequency of 50 Hz. The 

experiment was repeated on the remaining leads and the 

results were the same. To address this issue, we have used raw 

ECG signal in .csv format and imported the values in python 

language (Fig. 3). Later, we used filtering techniques to 

remove frequencies ranging from 48-52 Hz to eliminate PLI. 

We have used python library matplotlib.pyplot to visualize 

acquired ECG data. Then we have used SciPy library and 

created a bandstop filter using function signal.butter(). 
 While continuing our research, we have also discovered 

that the ECG recording can be further polished by removing 

all frequencies above 40 Hz. An important thing to note here 

is that no information was lost or removed in recording. Every 

part of ECG was maintained and wasn9t distorted. 

 

Fig. 3 Raw ECG signal with only one QRS 

 This procedure lead us to high-quality ECG recordings, 

which are clear and diagnosable. Such recordings (Fig. 4) can 

be fed to neural networks for classification in the future. 

Overall, our approach offers a more comprehensive and 

accurate understanding of the proposed topic.  

 

 

Fig. 4 Filtered ECG signal 

IV. FUTURE EXPERIMENTS 

 For future experiments, we would like to acquire more 

ECG recordings from different kinds of devices. We would 

like to compare these devices and see, which gives ECG 

signal in best quality. After that, we would explore the 

possibilities of acquiring chest leads V1-V6 and augmented 

leads. Early results of this experiment show that it is possible. 

We aim to develop a more comprehensive and accurate ECG 

measurement system that can provide valuable clinical 

insights and improve patient outcomes. 

V. CONCLUSION 

We can conclude that we have obtained a high-quality ECG 

signal from low-cost devices. With proper procedures and 

techniques, it is possible to record relevant ECG leads. Proper 

leads placement in order to acquire limb leads was presented 

in Section III. We have presented a properly filtered and 

preprocessed ECG signal for future classification. 
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Abstract4 This paper deals with the prediction of RSSI 

(Received Signal Strength Indicator) parameter which is 

required for hard switching methods in hybrid FSO/RF systems. 

To ensure almost 100% system availability, it is necessary to 

predict this parameter correctly. It is affected by several 

atmospheric influences such as fog, rain, airborne particle 

concentration, haze, etc. It is these atmospheric influences that 

have degrading effects on the RSSI parameter. Therefore, it is 

necessary to investigate and record these influences and 

correlate them to find out which have the greatest influence on 

the RSSI parameter. With proper prediction, we can determine 

well in advance which link will be communicating at that 

moment. The FSO line is used as the primary one for 

communication because of its data rate from one side to the 

other. Thus, the RF line serves only as a secondary (backup) 

line. For the prediction of RSSI parameter, machine learning 

methods of Decision Trees along with AdaBoost Regressor was 

used.  

 

Keywords4 decision tree, FSO, hybrid FSO/RF, machine 

learning.  

I. INTRODUCTION 

Hybrid FSO/RF systems are a suitable solution for 

seamless communication. By combining them, the 

communication gets better fluency and less error rate. The 

main reason for the emergence of this integrated hybrid 

FSO/RF system is to improve link availability. The hybrid 

FSO/RF system offers this improvement by finding a 

compromise between the reliability of the RF link and the 

high data rate of the FSO link. The operation process of 

hybrid FSO/RF systems can be seen in Fig. 1 [1], [2], [3]. 

 

Fig. 1: Principle of operation of a hybrid FSO/RF system. 

A. Hard Switching  

Hard switching between FSO and RF works by having the 

transmitter and receiver choose an RF or FSO channel for 

data transmission. If a situation arises where the primary FSO 

link is unable to provide data transmission with predefined 

quality of service (QoS), then the RF link is subsequently 

used to maintain high reliability. Short-term changes in the 

environment such as atmospheric turbulence cause sensitivity 

for switched hybrid FSO/RF systems [4], [5]. This fact 

influences the mechanism, which consequently requires 

frequent switching between the two channels depending on 

the changes in channel conditions, leading to a reduction in 

system throughput. Based on this, the switching between the 

optical and RF link is a major issue in the switching system. 

The selection of the correct channel for data transmission is 

determined by the coordinated feedback at the transmitter and 

receiver [6], [7].  

B. Decision Trees algorithm 

Decision trees algorithm is one of the oldest and most 
widely used algorithms. It is most often used for classification, 
but its variant can also be used for regression analysis. A 
decision tree consists of nodes, with the base node called the 
root node. The nodes branch further to other nodes to form the 
structure of the tree. Each node represents a decision 
according to one selected feature of the classified object. The 
selected features must make the objects as distinct from each 
other as possible to be classified as accurately as possible at 
the end of the tree. Information entropy and the so-called 
information gain are used for the correct attribute selection, 
which must divide the data into two branches as different as 
possible [8], [9], [10]. 

C. Decision Trees with AdaBoost Regressor 

To achieve better results of RSSI parameter prediction, it 
was desirable to improve the already used Decision Tree 
algorithm. The improvement of this algorithm could be 
achieved with the help of the extension of the mentioned 
Decision Tree regressor and the AdaBoost regressor. In 
practice, such an improvement of the algorithm shows better 
prediction results since the AdaBoost regressor uses iterations 
in its prediction calculation, which it uses to learn from weaker 
regression methods. However, it should be noted that better 
prediction results require a much larger time effort [5], [8], 
[10].  

II. ANALYSIS OF THE RESULTS OF THE WORK 

 This chapter includes the results of RSSI parameter 
prediction using the different algorithms, which are Decision 
Tree and Decision Tree with AdaBoost regression. The results 
are demonstrated through the generated graphs. The different 
algorithms have been tested on different sets of input data. The 
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algorithms were also tested with different ratios of training 
and test data. Primarily, the work focused on testing different 
datasets with a ratio of 70:30. Both algorithms ran for program 
optimality in a loop that was used to determine the training 
time of each algorithm. This paper focuses in its computations 
on training data from every 1 minute, every 2 minutes, and 
every 5 minutes. The best result had Decision Tree algorithm 
with AdaBoost Regressor. The success of prediction with 

Decision Tree algorithm with AdaBoost Regressor from every 
1st minute was 87%, from every 2nd minute was 82% and from 
every 5th minute was 72%. Fig. 2 shows graph of the Decision 
tree algorithm using the AdaBoost regressor which used all 
input parameters such as Temperature 1, 2, 3, Particle 
Concentration, Visibility, Pressure, Humidity, Wind Speed 
and Wind Voltage. 

 

Fig. 2 Comparison of real and predicted RSSI values based on input parameters (from each minute). 

III. CONCLUSION 

This paper focused on the prediction of RSSI parameter 

through two experimental machine learning algorithms, where 

the set of required input data for RSSI parameter prediction was 

mainly investigated. The input data analysis required testing 

different sets of input data as well as testing different ratios of 

training and test data. Two methods were used namely Decision 

Tree method and Decision Tree with AdaBoost Regressor. A 

total of nine different input data sets were tested on both the 

algorithms, where for each input set, a training set from each of 

the 1st minute, 2nd minute, and 5th minute was trained. By 

having many input sets, it was possible to evaluate multiple 

graphs. The paper demonstrates in the results the graph 

containing as input dataset all input data. It should be noted the 

fact that both programs can make a successful prediction only 

one to two minutes ahead. The example of best results is shown 

in this paper. The shortcomings of both prediction methods 

could be eliminated in the future, for example, by calculating 

the prediction of the individual weather parameters that most 

influence the RSSI parameter. However, we can say with 

certainty that based on the obtained results we can correctly 

predict the RSSI parameter with minimum error and thus 

ensure smooth operation of the hybrid FSO/RF system based 

on the hard switching method, since the critical value of 

switching from FSO to RF link is at the level of -42 dBm. 
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Abstract—The well established computational fluid dynamics
(CFD) software can simulate fluid movement with ease. However,
the simulations are time demanding and the software requires
expensive hardware, especially graphical units. Recently devel-
oped physics informed neural networks (PINNs) are capable to
learn specific functions of differential equations and replace the
CFD software. In this paper, we show how well established k-ε
model can be transformed to a neural network.
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I. INTRODUCTION

Fluid dynamics is the study of the motion of liquids, gases,

and plasmas, including their physical properties, behavior, and

interactions with other materials. Basically, there are several

methods to solve fluid dynamics, including Finite Difference

Method (FDM), Finite Element Method (FEM), Finite Volume

Method (FVM), and others [1]. In this paper we consider

FVM [2]. FVM is a numerical technique used to solve partial

differential equations (PDEs) that describe fluid flow, heat

transfer, and other physical phenomena in a discrete domain.

It involves dividing the domain into a finite number of control

volumes, or cells, and discretizing the governing equations by

integrating them over each cell. The method then solves the

system of algebraic equations resulting from this discretization

to obtain a numerical solution. FVM is a conservative method,

meaning it ensures that mass, momentum, and energy are

conserved across the domain.

In the context of computational methods for solving PDEs,

a geometry mesh is a discrete representation of a continuous

domain, such as a solid object or a fluid volume. The mesh is

typically composed of a finite number of simple shapes, such

as triangles, that tile the domain. The use of a mesh allows

for the approximation of complex geometries and enables the

application of numerical methods to solve equations governing

the behavior of fluids, solids, or other materials in the domain.

Fluid dynamics are usually calculated by models built on

the Reynolds-Averaged Navier-Stokes (RANS) equations [3].

RANS are a set of time-averaged conservation equations

that describe the motion of a fluid. They are derived by

decomposing the velocity, pressure, and other properties of

the fluid into time-averaged and fluctuating components, and

then applying the conservation equations to the time-averaged

quantities.

In practice, models built on RANS are used, such as k-

· [4]. The k-· model is a widely used turbulence model in

computational fluid dynamics (CFD) that provides closure for

the RANS equations. It assumes that the turbulent kinetic

energy (k) and the rate of dissipation of kinetic energy (·)

are the most significant variables in determining the turbulence

behavior of a flow field. The k-· model makes use of transport

equations for k and · that describe how the turbulence energy

is transported, dissipated, and produced in a flow field. This

model is often used for simulating turbulent flows in industrial

applications due to its simplicity and robustness.

Recently, Physics-Informed Neural Networks (PINNs) were

proposed [5], which are a class of machine learning algorithms

that combine neural networks with physical laws and con-

straints in order to solve complex physical problems. They

are designed to learn the underlying physics of a system by

being trained on a small set of observed data and the governing

equations that describe the system. PINNs have been applied

to a variety of problems in fluid mechanics, heat transfer, and

solid mechanics, among others. PINNs can be used to learn

the k-· model by using the governing equations of the model

as the physical constraints in the network [6]. The network can

be trained to minimize the error between the predicted values

of the k-· model and the actual values.

In this paper, we show the k-· model and a way to use it in

PINN. Then, we compare the results. This research will later

be extended to a deep study.

II. FROM K-· MODEL TO PINN

In k-· model, k represents kinetic turbulent energy and ÷ is

the rate of consumption. k-· model considers the wind flow

to be turbulent, as in the urban environment with multiple

obstacles in the wind path. The parameters k and ÷ are

determined from the following transport equations:
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Due to the lack of space, we refer [4] and Ansys documen-

tation1 for further clarification of k-· model.

In practice, models as k-· are implemented through CFD

software. Models evaluated in CFD result in very high ac-

curacy, as shown, e.g., in [7]. The accuracy of the model is

1https://www.afs.enea.it/project/neptunius/docs/fluent/html/th/node58.htm
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determined via two parameters: i) the sensitivity of the mesh

¸ ii) the number of iterations È. The mesh should be sensitive

enough (fine enough) to capture the geometry of the model in

adequate level of details. However, too fine mesh also leads

to a high computational complexity. Hence, there is a trade-

off between the fine mesh leading to very accurate results at

a cost of a high complexity while too coarse mesh with low

complexity leads to inaccurate results. The time complexity

of the FVM is O(¸ log(¸)), where ¸ is the mesh sensitivity

characterizing the FVM environment. The FVM approximates

values by a time evaluation in È discrete time steps, so the

complexity becomes O(¸ log(¸)È) [8]. Hence, the model is

very accurate, but in practice takes very long to converge.

PINNs were designed to surpass the complexity of CFD

software with complexity of O(1). Unlike traditional neural

networks, PINNs exploit the backpropagation algorithm and

use the knowledge that each partial derivatives are used

to propagate the error through the network. If we know

that RANS are a set of PDEs, we can imagine each PDE

as a part of backpropagation. The loss function of PINN

is then composed of a loss function MSE0, MSEb and

MSEf [5]. MSE0 is traditional mean squared error defined

as MSE0 = 1

N0

�N0

i=1
|h(0, xi

0
) − hi

0
|2, where N0 is the

number of known datapoints hi
0
, gained from evaluation of

the model in CFD software, h(0, xi
0
) is the predicted value

by neural network h for point xi
0
. MSEb is the loss of

periodic boundary and its definition can be found in [5].

MSEf = 1

Nf
=

�Nf

i=1
|f(tif , x

i
f )|

2 is the loss of the results

of the neural network gained at a set of collocation points xif .

Due to a page limit, we refer to [5] for a detailed description.

III. EXPERIMENTS AND RESULTS

We have used a simple geometry of 8 buildings with dif-

ferent heights encapsulated into a square-shaped wind tunnel.

We have used academically available CFD Ansys Fluent to run

the simulation using k-· model. We have set the inlet velocity

to 10ms−1 and the turbulent intensity to 2%. We select air

with temperature 20oC as the fluid. The convergence took 35

iteration and the time of run was 6 minutes. This is relatively

fast simulation due to a simple geometry and low turbulent

intensity. We set up the PINN network using NVDIA Modu-

lus2 framework based on the aneurysm example provided in

the documentation. We use the same geometry mesh as in

case of Ansys simulation. In Modulus, dynamic viscosity of

the fluid has to be set manually, which is ¿ = 0.00001825 for

air with T =20oC. Inlet velocity is set similarly to V =10ms−1.

Modulus framework is designed to simplify work with

PINNs. RANS are integrated into modulus and we pro-

vide an information about used differential equations as

NavierStokes(nu, rho, dim). In this code nu is the

dynamic viscosity ¿, rho is the air density Ä = 1.204kgm−3

and dim represents the number of dimensions, in our case 3.

In a line with official modulus documentation, we set up the

architecture as a fully connected neural network with u, v and

w velocity components as input and output of u, v, w and air

pressure p. We set inlet and outlet similarly as in Ansys. We set

no slip boundary conditions; the velocity is zero at boundary.

We do not use MSE0 as a loss function, as we want to get

rid of using CFD software completely.

2https://developer.nvidia.com/modulus

Fig. 1. A pressure on buildings caused by wind predicted by PINN visualized
in paraview.

After evaluation of the model we compare the results

of CFD and PINN. Using the MSE we conclude that the

error for velocity prediction is 0.8ms−1, or approximately

10%. However, after training, the prediction of any value can

be provided in milliseconds (16ms on average)), instead of

minutes, as in case of Ansys. Also, we can predict the data in

bulk as well, as visualized in 1.

IV. CONCLUSION AND DISCUSSION

We have set up a physically informed neural network in

NVIDIA Modulus framework and managed to predict wind

with approximately 90% accuracy. This is relatively low

accuracy for industrial use but makes a good starting point

for deeper research in future. We have also proved that the

prediction is super-fast in comparison to commercially used

CFD software. A further future research has to be provided

to find the best possible way to train PINN without governing

data.
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Abstract—Application of deep learning models in domain of
medical image segmentation has increased rapidly in recent
years, mainly because of prominent results and capabilities
to provide informative analysis in reasonable time and in an
automated manner. However, reaching suitable level of gen-
eralization capabilities and achieving consistent precision over
several independent domains is still challenging. To mitigate this
issue, we propose novel combination of nnU-Net architecture
and mixup augmentation, named nnMixNet. Proposed solution
proved to be capable of effective generalization on several medical
segmentation domains.
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I. INTRODUCTION

For many years, researchers have been studying organ

segmentation using medical imaging. Computed tomography,

in particular, may offer precise information on organs and

structures in the abdominal area. These data can be utilized for

surgical planning, diagnosis, and a variety of clinical consid-

erations. In recent years the contour delineation of anatomical

and pathological features became crucial for applications such

as visual assistance during surgery. While human demarcation

is time consuming and tiresome, automated highly precise

solutions are widely sought.

Convolutional neural networks are one of the most popular

automated tools to perform medical image segmentation. Par-

ticularly, U-Net architecture [1] has become golden standard

and still represents active topic for research and further modi-

fications. Moreover, other preprocessing methods and various

architectural improvements helped to popularize this set of

neural networks. Considering all these recent advances, the

organ segmentation appears to be almost solved problem [6].

However, adaptation and generalization of neural networks

across multiple domains and similar datasets still represents

challenge for automated segmentation and relies on manual

analysis of specific characteristics.

To mitigate this issue, we propose unique combination of

current state-of-the-art architecture for medical image segmen-

tation, named nnU-Net [2] with novel mixup augmentation

techniques. We assume that this combination can improve

overall network performance and its generalization capability

across different datasets and medical domains.

II. METHODOLOGY

This section describes concept of mixup augmentation and

architecture of neural network used in our experiments.

A. Mixup augmentation

Besides the basic geometric augmentation techniques such

as image rotation, flipping or cropping, which help to extend

training data, there are other advanced methods such as mixup

augmentations [3]. These methods rely on creation of synthetic

data samples obtained from combination of two existing

data samples. In practice, these combinations are created via

linear interpolation, but combination process can vary between

individual implementations and variants of mixup.

Concept of mixup augmentation was introduced in [4] and

was mathematically described as:

x̃ = λxi + (1− λ)xj

ỹ = λyi + (1− λ)yj
(1)

where xi, xj represents pair of input samples and yi, yj
represents labels. Pairs (xi, xj), (yi, yj) are randomly sampled

from training set and λ ∈ [0, 1]. Rate of interpolation between

samples is controlled by hyperparameter α, which can be

described as λ ∼ Beta(α, α), α ∈ (0,∞).
In recent years, multiple variants of mixup augmentation

have been developed. In our research we focused on variant

named manifold mixup [5]. This variant is very similar to

original concept of mixup, however there are some key dif-

ferences. The linear interpolation between pair of samples can

be performed even on hidden layers, not only on the input

one. With this approach there is additional information flow

in network, thus overall capability to generalize is improved.

B. nnU-Net

nnU-Net [2] is a neural network architecture designed

for medical image segmentation tasks. The name "nnU-Net"

stands for "no-new-Net", meaning that the network is not

fundamentally different from other existing networks, but

rather a variation of the popular U-Net architecture that has

been optimized for medical image segmentation.

The nnU-Net architecture is based on a 3D U-Net that is

adapted to work with 2D, 2.5D or 3D medical image volumes,

which makes it suitable for a variety of segmentation tasks in

medical imaging, such as brain tumor segmentation, cardiac

segmentation, and lung segmentation. The network is designed

to handle datasets with a small number of annotated images,

which is often the case in medical imaging, by using data

augmentation techniques to generate synthetic images that can

be used to train the network.
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This architecture has achieved state-of-the-art results on sev-

eral medical image segmentation challenges and has become

a popular choice for researchers and practitioners in the field

of medical imaging.

III. MEDICAL DATASETS

In this section we provide short overview of medical

datasets used to train and validate our model.

A. KiTS

KiTS (Kidney Tumor Segmentation) dataset [6] includes

300 publicly available CT scans with kidney, kidney tumor

and cyst annotations. The patients in this dataset underwent

partial or radical nephrectomy for suspected renal malignancy

between 2010 and 2020 at either an M Health Fairview

or Cleveland Clinic medical center. The kidney and tumor

annotations were provided by medical students and laypeople

(people who received no training other than a brief sheet with

instructions) under the guidance of radiologists and urologic

cancer surgeons.

B. KiPA

KiPA (Kidney Parsing) dataset [7] contains 130 3D ab-

dominal CT images. The ground-truth corresponding to four

classes, kidney, tumor, vein and artery, was determined by

three medically trained experts and validated by experienced

radiologist. All images were cropped to the same size of 150

× 150 × 200 to focus on the four structures of interests. The

data itself were acquired by Siemens dual-source 64-slice CT

scanner and the contrast media was injected during CT image

acquisition. The further technical settings of CT are: X-ray

tube current is 480 mA, B25F convolution kernel, exposure

time equal to 500 ms and voltage 120KV. The slice thickness

is 0.5mm/pixel and spacing of images is from 0.47 mm/pixel to

0.74 mm/pixel and 0.75 mm/pixel for z-direction, respectively.

IV. EXPERIMENTAL RESULTS

To validate our proposed solution we utilized two medical

datasets. Dataset KiTS21 [8] was focused on segmentation

of kidney and kidney structures from CT scans and KiPA22

dataset [9] was focused on segmentation of kidney, kidney

structures, veins and arteries from CT scans. In case of KiTS21

dataset standard mixup was applied for nnU-Net. On the other

hand, manifold mixup achieved better results during training

stage on KiPA22 dataset, thus it was preferred choice over

standard mixup.

TABLE I
PERFORMANCE OF NNMIXNET ON KITS21 VALIDATION DATA

network Sørensen-Dice Surface Dice Tumor Dice

baseline nnU-Net 0.852 0.784 0.773

nnMixNet 0.877 0.793 0.795

Overall performance of our method was at first indepen-

dently measured on KITS21 validation data. Sørensen-Dice

and Surface Dice metric was determined for every HEC of

every case of the validation set and averaged over each HEC.

Additionally average Sørensen-Dice value on the Tumor HEC

score was measured and was used as a tiebreaker in case of

the same score. Achieved scores and comparison of baseline

nnU-Net and our method can be seen in table I.

Second validation was performed on KiPA2022 data during

test phase, where Dice metric was used to measure model per-

formance. The obtained results and comparison with baseline

nnU-Net can be seen in the table II.

TABLE II
PERFORMANCE OF PROPOSED METHOD ON KIPA22 TEST DATA

Kidney Tumor Vein Artery
baseline nnU-Net 0.952 0.842 0.811 0.856

nnMixNet 0.957 0.88 0.835 0.878

V. CONCLUSION

In this paper we proposed multiple mixup enhancements

of nnU-Net architecture. This solution was validated on two

medical datasets. Obtained results proved that application of

these methods can be beneficial in terms of overall network

performance in domain of image segmentation. Additionally,

we proved that combination of mixup augmentation and nnU-

Net architecture does not bias to specific data characteristics

and can be used as general solution to other segmentation

tasks as well. In future work we plan to extend this solution

with other augmentation blocks and to validate it on additional

medical datasets.
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Abstract4Supercapacitor technologies (SC) start to emerge in 

electric vehicle (EV) and stationary energy storage applications. 

They are often coupled with other energy storage technologies 

creating hybrid energy storage system (HESS). However, 

modeling diffusion processes in SC remains challenging. In this 

paper, a brief overview of possible supercapacitor models was 

made. Equivalent circuit model was adopted and created through 

Simscape Electrical in Matlab/Simulink. Parameter identification 

was made for 300 F SC cell, and simulation output was compared 

with measured data and showed high accuracy of the SC model.  

The created model can be used in SC management system as well 

as for designing purposes.  

 

Keywords4Supercapacitor, equivalent circuit model, Simscape 

Electrical, selfdischarging. 

I. INTRODUCTION 

In recent years, supercapacitors gain more attention for their 

high power density, reliable operation, long lifetime, and low 

internal resistance [1]. There are three possible types of SC, 

electrical double-layer capacitor (EDLC), hybrid capacitors, 

and pseudo capacitors [2]. In this paper, EDLC will be referred 

to as SC. 

In SC, both electrodes are produced from activated carbon. 

Their discharging characteristic is thus almost linear [3]. For 

modeling the electrical behavior of SC, electrochemical 

models, equivalent circuit models (ECM), or "Fractional order" 

models are used most frequently [4]. Artificial intelligence 

models such as neural networks can also be used [5]. SC 

modeling is a bit easier compared to battery modeling, since no 

chemical reactions take place in SC, and the SC voltage is 

approximately directly proportional to the SC charge. 

However, SC modeling still has its challenges, such as 

modeling diffusion processes, self-discharge, or thermal 

modeling. 

 

II. SUPERCAPACITOR EQUIVALENT CIRCUIT MODEL 

 

ECM models are relatively widespread in SC modeling due 

to their simple implementation. The most used of them are 

shown in Fig. 1. The simplest ECM model SC is a resistor 

connected in series with a capacitor and one parallel resistor 

representing self-discharge (Fig. 1 a)). In another way, the 

capacitor is connected in parallel to several parallel RC 

branches, which represent the diffusion processes in the SC cell 

(Fig. 1 b)). RC pairs can also be connected in series with a 

capacitor (Fig. 1 c)). The same ECM model can thus be used 

for both SC and batteries. The last method of ECM is shown in 

Fig. 1 d), which was created to simulate the capacity of the 

porous electrode and the resistance of the electrolyte.  

However, this method is quite difficult to identify the 

parameters. Self-discharge usually refers to two different 

mechanisms, namely ion diffusion and leakage current [4]. Ion 

diffusion is actually a redistribution of ions during charging and 

discharging because of the SC electrode porosity. The ion 

redistribution can be observed during a resting period as a 

voltage drop or increase. After a certain time of resting, the ions 

are evenly redistributed, and the SC voltage remains relatively 

stable. After charging, a voltage drop takes place, whereas after 

discharging, a voltage increase is observed in the SC cell [6]. 

This voltage increase is also referred to as self-charging [7]. 

These diffusion processes are responsible for the most 

significant changes in SC tension during resting time and can 

be mainly observed during the first few minutes. However, it 

takes hours for the SC to reach equilibrium. They are modeled 

using RC pairs as shown in Fig. 32 b) and c). These can have a 

very large effect on the overall voltage of the cell, especially 

for SCs with a smaller capacity. 

Self-discharge also consists of a leakage current, since the 

electrolyte does not have infinite resistance. This current is very 

small, but during long-term storage of the SC, it can also 

significantly reduce the voltage or state of charge SC. The 

leakage current is usually modeled as a resistor connected in 

parallel with a relatively high value. 

 

 

Fig. 1 ECM models of SC [4] 

125



III. SC MODEL IN MATLAB/SIMULINK 

In order to create the SC model, SC cell type 

SCCY62B307SSB was selected for parameter identification. 

The SC cell has a nominal voltage of 2.7 V and a capacity of 

300 F. All tests were performed on Arbin battery module tester, 

model LBT22043. We used Simscape Electrical in MATLAB 

for SC modeling (Fig. 2). We chose an ECM composed of three 

parallel-connected RC branches (Fig. 1 b)) so that diffusion 

processes could also be modeled. 

 

Fig. 3 Internal series resistance 300F SC depending on cell voltage 

 

Fig. 4 Voltage response of 300F SC to discharge and charge pulses and 

comparison with SC model simulation results 

The identification of parameters was made by Curve Fitting 

Toolbox in MATLAB, and a third-order ECM model was used. 

The result of the series internal resistance is shown in Fig. 3, 

depending on the SoC, or voltage changes only minimally and 

hovers around the value of 4 m«. Other parameters were 
verified according to the voltage response during the rest 

period, which lasted one hour (Fig. 4). The cell was alternately 

charged to 2.7 V and discharged to 1.35 V. In Fig. 4, the 

measured waveforms are compared with the simulation result, 

and only slight deviations were noted. 

IV. CONCLUSION 

In this paper, the SC model in MATLAB/Simulink was 

proposed. Simulation results show high accuracy of diffusion 

processes modeling. The created model can be used in the SC 

management system and for designing of HESS. SC self-

discharging caused due to leakage current was not investigated 

in this paper, which requires further research. Moreover, the 

impact of temperature on self-discharging and diffusion was 

not investigated yet. This requires further experiments utilizing 

a temperature chamber. Extension of this work could be also 

modeling of the whole HESS including other energy storages 

like a battery pack, and necessary components of HESS, such 

as DC/DC converter. The efficiency of all employed 

components plays a crucial role in the overall efficiency of 

HESS. Therefore, it remains a subject of further study. 
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Abstract—This paper provides an overview of multiple ma-
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I. INTRODUCTION

Methods for building and interpreting machine learning

models in the analysis of observational data is a popular

topic for research since artificial intelligence and machine

learning are currently considered as peak topics in computer

science. When discussing machine learning models, there are

a great number of possibilities to choose from, but in this

research, the main focus is centered on neural networks,

specifically deep learning algorithms based on convolutional

neural networks, with a primary focus on image-based data.

We decided to work with the algorithms from the area of deep

learning based on convolutional neural networks, like YOLO

[1], with the use for different tasks like object detection [2]

or image segmentation [3]. In addition to mentioned machine

learning models, a powerful tool is also data augmentation

[4], which can massively help with enlarging training inputs,

and also optimization of hyperparameters [5] could greatly

improve the overall performance of the model by finding

the right settings of parameters. Lastly, worth mentioning

is an approach that enhances machine learning models with

basic and advanced physics principles and laws incorporated

directly into the learning process. These models will work with

images from the astronomical domain, where they could prove

their power, and help with the classification and detection of

new astronomical objects or the detection of an interesting

phenomenon in the universe. For a better understanding of all

mentioned terms, we recommend following the Deep Learning

book [6].

Nowadays, there are many various physical phenomena not

only on the Earth, but also in the space domain, which can

provide us with this data in many forms, but most importantly

for us, in the form of images. Now, we primarily focus on

phenomena within the analysis of data from observations of

the Sun and near-Earth domain, related to the so-called Space

Weather Environment. The Sun is the star at the centre of our

Solar System with a great number of physical phenomena,

which have a significant impact not only on the Sun itself

but also on the Earth. These phenomena can cause various

events like coronal holes [7] or active regions, which we

detect and explore. From the near-Earth domain, Transient

Luminous Events (TLE) were discovered in the last decade of

the twentieth century and are considered a greatly unexplored

area [8]. These events are very rare and occur only during

storms. TLE are described as optical events in the stratosphere,

mesosphere, and at lower ionospheric altitudes. There are

several various types of transient luminous events based on

their shape, colour, or intensity. Another aspect of the near-

Earth domain is the modelling of airglow, which is light that is

observed especially during the night that originates in the high

atmosphere of Earth, and that is associated with photochemical

reactions of gases caused by solar radiation [9]. In all domain

examples, our main effort is to support physicists with the

appropriate algorithms for the detection, segmentation, and

further analysis of selected events.

The paper is organized as follows. In the next section, we

provide the state of the art regarding the use of machine

learning for selected tasks and domains, including some new

methods which we will see as option for future considerations,

like the use of physics principles in learning. In conclusion,

we provide some recommendations for future research.

II. STATE-OF-THE-ART

As mentioned previously, our research covers different

machine learning methods, which we use in astrophysics.

Therefore, the current state is possible to divide into multiple

sections for better clarity, as we provide an overview of works

that used machine learning methods to address various issues

and which we could use in our research to address astrophysics

issues.

A. Object detection

Currently, one of the most popular rising machine learning

models is You Only Look Once (YOLO), which fulfils an

important role in the detection of objects within the image.

Our research more specifically focuses on the detection of

astronomical objects. Additionally, the latest version of YOLO

provides image segmentation functionality.

First introduced in the paper [10] as a new approach to

object detection. The authors were able to design an approach
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consisting of only one neural network that detects objects in

one single evaluation. Therefore, it is greatly used and helpful

in various fields for the ability to detect an object in real-time,

while it provides speed, high accuracy and level capabilities.

The study [11] focused on the identification of lung nodules

in CT scans, which is considered a highly difficult task.

To detect lung nodules, the authors used a convolutional

neural network based on YOLO, as software based on the

convolutional neural network already proven power in radiog-

raphy. With using YOLO, the final results of classification are

promising, as the achieved accuracy was 92.27%, which is a

better result than without using YOLO. The Fig. 1 shows lung

nodules detected by YOLO.

Fig. 1. Lung nodules detected by the YOLO model [12].

In [1], YOLO is used in a completely different field than

the previous paper. Authors are focusing on the detection and

classification of road damage. Keeping the roads maintain

is important for a safe, economic and sustainable system of

transport. By using machine learning, it is possible to ensure

a safer and easier way to detect road damage. To detect road

damage, the authors use a combination of Google Street View

with YOLOv7 for six different countries. This combination

proved to be efficient, as it achieves the highest F1 score at a

level of 81.7% with the average F1 score calculated from the

result of each country to be at the level of 74.1%. The Fig. 2

shows an example of damage detection from a road image.

Fig. 2. Road damage detected by the YOLO model [1].

To mention also usage of YOLO in the astronomical do-

main, there is currently research in progress, which focus

on the detection of objects from the All-Sky Meteor Orbit

System (system AMOS). The primary objective of system

AMOS is to capture the entire sky to detect meteors but, during

thunderstorms, the system is also able to detect transient

luminous events (TLE). Since TLE are extremely sporadic, the

best way to detect such events is through machine learning. To

detect transient luminous events we use the mentioned YOLO

detection network. Transient luminous events are considered

as greatly unexplored and therefore are not many papers

about this theme, which made it an exciting topic for further

research. An exciting view on this topic is provided in [13].

The authors focused on the design and creation of a device

for capturing transient luminous events. The creation of this

device was important since there is currently no widespread

process for the observation and processing of transient lu-

minous events data. The created device consists of multiple

parts, which are low gain, colour, and Complementary Metal

Oxide Semiconductor (CMOS) camera with a bright, wide lens

connected to a small power efficient single-board computer.

In addition, the authors also provide software to manage a

device. Software is able by itself to evaluate when is the great

opportunity to capture transient luminous events and also with

the use of neural networks is able to process and classify

captured images. The Fig. 3 shows a photo captured by the

created device.

Fig. 3. Phenomenom captured by the device created to detect transient
luminous events [13].

B. Image segmentation

A similar approach to object detection, which is also a

part of computer vision is image segmentation. The difference

between these approaches is that image segmentation not only

detects an object, but is also able to provide the shape of

the detected object. The Fig. 4 shows the difference between

object detection and image segmentation. Image segmentation

can be accomplished through two primary approaches. The

first approach involves traditional methods, such as clustering-

based or edge-based techniques [3]. The second approach,

which is of particular interest to us, utilizes machine learning

methods.
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Fig. 4. Difference between object detection and image segmentation [14].

General research about image segmentation is provided in

the paper [15]. The authors examine multiple different ma-

chine learning models for image segmentation on the current

most popular data sets to find the strengths of each model and

to compare their performance, based on which future research

could be established.

In [16], image segmentation is performed on images from

the medical domain. Authors in this work examine three

different architectures of convolutional neural networks for

image segmentation, namely FCN, U-Net and DeepMedic.

C. Optimization of hyperparameters

Optimization of hyperparameters could provide a great

improvement in the performance of the model. The two most

common way to set hyperparameters of the model is hand-

tuning or using optimization algorithms. Hand tuning is not

considered an optimal method to optimize hyperparameters,

because of all possible combinations that could exist, it could

take weeks or months to find the optimal model based on

a number of hyperparameters [5]. This is the reason, why

optimization algorithms are primarily used for this task.

In [17], authors focused on optimising hyperparameters by

using the algorithm Particle Swarm Optimization, which is a

population-oriented metaheuristic algorithm. The authors de-

cided to use this algorithm, as no paper before consider it as an

option. The final results provide the efficiency of this choice,

as it was able to discover optimal hyperparameters 81% faster

than Grid Search, which evaluates every combination [18].

Another interesting approach was provided in [19]. To

optimize a convolutional neural network, the authors created

a variant of the genetic algorithm, which is based on the

principle of choosing the best individuals from the population.

Selected individuals then go through the process of mutation

which leads to the creation of a new population [20]. The main

difference is in the number of individuals, as the proposed

solution has a variable number of individuals instead of a static

number of individuals. This change leads to improvement, and

therefore authors consider the use of variable individuals as

promising.

D. Data augmentation

Expansion of data is possible to achieve with the use of

a process called data augmentation. This process is primarily

useful in scenarios when there is not enough data for training

the chosen model [21]. The study [22] focuses on the de-

tection and identification of galaxies with deep learning and

data augmentation. As part of data augmentation, the authors

created five different data sets with five different augmentation

methods, e.g., changing colour scale, rotation or filtering of

images. During the experiment authors also used a YOLO to

detect and classify objects.

Another method for data augmentation is Generative Ad-

versarial Network (GAN), which was introduced in [23]. In

diploma thesis [24], author compared different variations of

GAN for the augmentation of various galaxies’ data. Augmen-

tation with GAN provides images that prove to be more helpful

than classic augmentation methods such as rotation or colour

change. One of the used GAN variants was Data Augmentation

GAN (DAGAN), which was first introduced in [25]. Authors

augmented three different data sets and with the use of

DAGAN, final results have improved from a range of 2.1% to

13% in comparison to classical augmentations methods. The

Fig. 5 shows how images augmented by DAGAN look.

Fig. 5. Images created with the use of Data Augmentation GAN [25].

E. Physics principles for adaption in learning process

This section is dedicated to a combination of machine

learning and physics principles, which indicates how these

combinations could improve results and why it is an interesting

approach to consider in our research.

Machine learning can occur in scenarios when training data

are not particularly available. This is considered a great barrier

to the implementation of models in different solutions since

data availability is essential. In [26], the authors are dealing

with the problem by proposing a solution based on a principle

called the Fluctuation-Dissipation Theorem from statistical

physics in combination with an artificial intelligence model

for estimation response of our climate system to forcing and

perturbation.

The study [27] is focusing on a combination of machine

learning models with different physical laws, such as random

points in the continuous space-time domain. Machine learning

is considered an exciting substitute for solving problems which

are difficult, but sometimes it is not considered an option

because of absent data. This is where physics offers power

since additional information could be acquired by already

mentioned physical laws, but this is not the only advantage.

With the use of physics, authors were able to improve neural

networks which provide better accuracy, faster training and

improved generalization.

Another combination of deep learning and physics is pro-

vided in [28]. Authors contemplate that machine learning is

not able to challenge a more traditional physics and maths

approach in the hardest and most complex challenges but
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provide an example in form of a deep learning model, which

gained knowledge from physics to predict the temperature

of the sea surface. In the future, we would like to test the

possibilities of such adaptions also for our selected domains

and tasks.

F. Next Frame Prediction

Next-Frame Prediction is the captivating theme, which

covers the possibility to predict future images by already

known information from historical images. As this topic is

still massively unexplored, it could be part of our research,

since there is a lack of any approach to this problem in our

domain.

The study [29] proposes two different architectures for next-

frame prediction networks, which are sequence-to-one archi-

tecture and sequence-to-sequence architecture. These proposed

architectures and design of the loss function are analysed and

compared to find their positive and negative effects. Results,

which were achieved show improvement to already existing

methods for next-frame prediction. Improvement was not only

achieved by proposed architectures but also by suitable design

of loss functions. Based on this study, next-frame prediction

is still only in the beginning and there is significant potential

for the future. The study [30] proposes a method for next-

frame prediction with the use of a special type of neural

network called Convolutional Long-Short Term Memory that

was introduced in [31]. The network is able from input in

form of frames extract the features and forecast for further

usage. During experiments, authors predict a sixth image in

the row based on the previous five images. The Fig. 6 shows

a predicted image. The final results were highly positive, as a

proposed network was able to predict images effectively.

Fig. 6. Prediction of the sixth image in the row with next-frame prediction
[30].

III. CONCLUSION

This paper focused on different types of machine learning

methods and additions, which we are able to use in our

research of the astrophysics domain. Our data are primarily in

form of images and our baseline model is a convolutional neu-

ral network, which is already proved as the best option for this

type of data. As mentioned, we explore other methods, which

could in combination with our baseline model provide better

results. Tasks we included are object detection and image

segmentation, with additional techniques for improvements of

neural network models like optimization of hyperparameters,

data augmentation and physics principles. Our main goal is to

apply mentioned methods in the astrophysics domain, where

we will focus on using deep learning on images captured by

system AMOS, namely meteors and transient luminous events,

sun phenomena in the form of the solar corona objects (coronal

holes and active regions) and solar flare ribbons. Special

mention deserves a problem called next-frame prediction, as

we will attempt to apply it for the modelling of airglow,

something that was not done before.
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Abstract 4 The paper deals with new thermoelectric materials 

based on silver sulfide (Ag2S). It explains production and discusses 

electric, and thermoelectric properties of Ag2S-based flexible 

thermoelectric materials potentially applicable in wearable 

electronics. 

Keywords 4 thermoelectric material, Ag2S, electrical 

conductivity, Seebeck coefficient, PF, X-ray diffraction. 

I.INTRODUCTION 

The use of thermoelectric materials is not limited to 

temperature measurement. They can also be used for energy 

conversion, such as in thermoelectric generators, which convert 

heat energy into electrical energy. This is done by utilization 

the Seebeck effect, which is the conversion of a temperature 

difference into an electric voltage. Thermoelectric materials are 

also used in cooling applications, such as in thermoelectric 

coolers, which use the Peltier effect to cool objects. In this case, 

a temperature difference is created by applying an electric 

current to the material.  

Silver sulfide (Ag2S) is a promising thermoelectric material. 

Ag2S without dopants does not show suitable properties to be 

used in a thermoelectric generator. In the case of Ag2S, dopants 

can be used to increase its Seebeck coefficient and power factor 

and to improve its performance as an energy transporting 

material [1], [2].  

II.PRODUCTION AND MEASUREMENTS  

To obtain powders of pure elements, i.e. Ag, S and the 

dopands Se and Te is the first step in the production of Ag2S 

based thermoelectric materials. The powders should have a 

purity of 99.99% and be free of any contaminants. The next step 

is to mix the powders in the desired proportions to obtain the 

required thermoelectric materials composition. The dopants, Se 

and Te, are both non-metallic elements. Both elements are in 

general used as dopants in semiconductor materials to improve 

their electrical properties. Se and Te are both effective at 

increasing the conductivity of semiconductor materials, and 

they can also be used to adjust the band gap of the material. The 

dopants help to improve the electrical and thermal properties of 

the sample.  

Finally, the samples have to be tested to determine their 

thermoelectric properties. This can be done by measuring the 

Seebeck coefficient, electrical conductivity, and thermal 

conductivity of the sample [3]3[5].  

A. Samples preparation 

The first step in producing a thermoelectric material based 

on Ag2S is to synthesize the material. This can be done by a 

variety of methods, we use synthesis in the solid state 

(annealing) from powders of input elements (Ag, S, Se, Te). 

We produced 5 samples with different compositions. The 

samples composition is the following: Ag2S, Ag2Se0.4Te0.1S0.5; 

Ag2Se0.3Te0.2S0.5; Ag2Se0.2Te0.3S0.5 a Ag2Se0.1Te0.4S0.5. The 

powder mixture for each sample was always well mixed before 

annealing to produce a homogeneous composition. The powder 

mixture was then synthesized in the annealing container in an 

argon atmosphere at 160°C for 10 hours in an annealing oven. 

The annealed powder samples were then turned into solid rods 

by the rapid cooling (106 K-1) of the powders melt. To obtain 

such a rapid cooling, the melts were injected in a copper form 

in an argon atmosphere. Thus, for the evaluation of the Ag2S 

based thermoelectrics, only the rapidly cooled samples were 

used because the rod shaped samples are compact contrary to 

the incompact powders. The only exception was the evaluation 

by X-ray diffraction, where both the powder and rod-shaped 

samples were analyzed. 

B. Seebeck coefficient, conductivity and power factor of Ag2S 

In this measurement, the Seebeck coefficient ³ was 

measured near room temperature, with a temperature difference 

between the hot and cold ends of the rod sample being 

�T = 17 K.  In Fig. 1 it can see that with increasing  content of 

Te, the Seebeck coefficient ³ increases and then decreases (for 

absolute values of ³ the trend is vice versa).  

 

 

Fig. 1 Seebeck coefficient ³ vs. various compositions of Ag2S based 

rod samples  

Electric conductivity Ã was measured by 4 wire Kelvin 

method. In Fig. 2, we can see the same situation as with the 
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Seebeck coefficient ³. With the increasing content of Te the 

conductivity Ã of the studied materials increases and then 

decreases. The conductivity Ã of the rod samples with dopants 

is higher than for the pure rod sample without dopants. The 

conductivity Ã of pure Ag2S is 0.148 S.m-1.  

As we can see in Fig. 1 and Fig. 2, that increasing the Seebeck 

coefficient ³ causes decreasing the electric conductivity Ã of 

materials. 

 

Fig. 2 Electrical conductivity vs. various compositions of Ag2S based 

rod samples  

 In Fig. 3, the power factor PF is depicted for is depicted each 

rod sample. The power factor PF increases with the increasing 

dopant concentration (Te). The highest power factor PF is 

obtained for Te = 0.4. The power factor PF of Ag2S with 

dopants is higher than that of pure Ag2S, which indicates that 

the dopants can improve the power factor PF of the material. 

 

 

Fig. 3 Power factor PF vs. various compositions of Ag2S based rod 

samples  

C.  X-ray diffraction   

The samples (rods, powders) were exposed to X-ray radiation 

with a wavelength of » = 1.54187 Å during the measurements. 

The diffracted beams were detected using a position-sensitive 

detector in the Bragg angle range 2» = 10-140°. For a better 

clarity, diffraction patterns only in the range of 2» = 25-55° are 
shown in the following figures. 

 

Fig. 4  X-ray diffraction patterns of powder Ag2S based samples  

 The X-ray diffraction measurements (Fig. 4) showed that the 

pure and dopant Ag2S annealed powder samples are crystalline, 

their structure corresponds to ³-Ag2S crystal lattice. The 

diffraction peaks were observed at angles corresponding to the 

Bragg's law. The peaks were sharp and well-defined, indicating 

that the peak positions for each sample are identical to the peak 

positions given in the database for ³-Ag2S. The addition of 

dopants (Se, Te) to ³-Ag2S does not cause a change of the 

crystalline system of the ³-Ag2S based samples. Fig. 5 shows 

diffraction patterns of the ³-Ag2S-based powder samples 

obtained from crushed rods produced by the rapid-cooling 

casting method, hence without annealing. Compared to 

previous diffraction patterns of the annealed powder samples 

(Fig. 4), the diffraction patterns show here lower relative 

intensities of the Bragg peaks. 

 

Fig. 5  X-ray diffraction  patterns of  Ag2S-based rod samples 

The decrease of the intensity is particularly pronounced for 

³-Ag2S with the dopants (Se, Te). The decrease of the intensity 

indicates that the rapidly cooled samples show a lower 

proportion of crystalline phase than the annealed samples, thus 

exhibiting an amorphous structure in addition to the ³-Ag2S 

crystalline structure, this is particularly evident for ³-Ag2S with 

dopants (Se, Te). The partially amorphous nature of the rapidly 

cooled ³-Ag2S based rod samples gives an assumption of their 

better thermoelectric properties compared to their fully 

crystalline counterparts. 

III. CONCLUSION 

The addition of Se and Te dopants increases the Seebeck 

coefficient ³ and the power factor PF of the ³-Ag2S-based 

thermoelectrics. The X-ray measurements showed that the 

rapid cooling casting method modifies the dopant ³-Ag2S 

crystalline structure towards more amorphous structure. The 

preparation of ³-Ag2S-based samples by the rapid cooling 

casting method could be a suitable way to achieve an increase 

in the value of the figure of merit Z.T and to improve the 

thermoelectric properties of Ag2S-based materials.  
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Abstract—The field of natural language processing has made
significant progress in recent years, with an increasing focus
on the development of algorithms for detecting and correcting
grammatical errors in the text. A key component of this effort
is the creation of high-quality annotated corpora that serve as
a source of training data for these algorithms. These corpora
are typically created by manually annotating text samples with
information about grammatical errors and their correction.
The quality of the corpus directly affects the accuracy and
performance of the error correction models that are built on
top of it. This paper provides an overview of the most common
corpora in the development of grammar error correction systems.
The paper concludes by highlighting the current challenges in
this area and possible future research directions.

Keywords—grammar error correction, dataset, corpus, NLP

I. INTRODUCTION

Grammar error correction is crucial for applications like

language learning, machine translation, and text-to-speech sys-

tems. To develop effective error correction algorithms, we need

large annotated corpora for model training and evaluation. A

high-quality grammar error correction corpus should include

numerous text samples, diverse genres and language styles,

and a comprehensive set of grammatical errors.

II. DATASETS

Quality models in NLP depend on the quality of the data.

Thousands to hundreds of thousands of data help to improve

the training of language models in NLP. Preparing good-

quality data sometimes takes hundreds of hours. For correcting

grammatical errors, there are comparatively less data available

than, for example, in machine translation. In this section, we

introduce the most commonly used datasets. We will first

describe English datasets and later move on to datasets in other

languages.

A. English Datasets

Cambridge Learner Corpus First Certificate in English:

(CLC-FCE) corpus was first described in ANewDataset and

Method for Automatically Grading ESOL Texts [1]. This

corpus consists of the Cambridge Learner Corpus (CLC). This

corpus consists of 1,244 scripts (531 thousand words). All

scripts are anonymized and annotated using XML. Each script

also contains meta-data, which stores information about the

question assignments, the candidate’s grades, his/her native

language, and age [1]. The FCE corpus has been manually

annotated and contains 80 error types. It contains 30,995 pairs

of parallel sentences that we can use to train our model [2].

The data is divided into standard training, development and

test sets [3]. FCE is also commonly used to train models for

automatic grammatical error correction [4] [5].

Lang-8: The Lang-8 corpus is referred to as the Learning

English corpus. According to the paper [6], the authors created

a large corpus with temporal/aspect errors from the Lang-8

social network. This "Social Network " is designed for students

learning English as a secondary language. Students post their

texts which are corrected by native English speakers. Lang-

8 contains 509,116 pairs of sentences written by Japanese

students [7]. The corpus is commonly used as a resource

for training and evaluating grammar error correction models,

which is the task of automatically detecting and correcting

grammatical errors in written text.

JFLEG: The Johns Hopkins Fluency-Extended GUG (JF-

LEG) corpus is created by artificially inserting errors into

fluent sentences and then giving the models a task to correct

these errors. According to the authors of the corpus described

in this paper [8], the corpus contains 1,501 sentences (28.1

thousand words) divided approximately equally into develop-

ment and test sets. The sentences were randomly selected from

essays written by students of English for whom English is a

secondary language. Each sentence was annotated a total of

4 times, resulting in 4 sets of parallel reference annotations.

This corpus is an extended version of the previously published

JHU GUG (FLuency-Extended GUG-Grammar-Ungrammar).

W&I+LOCNESS: The Writing and Informatics + Lin-

guistically Annotated Corpus of Non-native English Speaking

Students (Write & Improve (W&I) and LOCNESS) is a gram-

mar error correction corpus used to evaluate the performance

of natural language processing (NLP) models in identifying

and correcting grammatical errors in the text. The datasets

consist of a total of 3,600 essays containing different types of

grammatical errors [9]. The corpus is divided into training and

test data. The training and test data were annotated by different

annotators. The training data was annotated by only one

annotator while the test data was annotated by 5 annotators.

Edits were explicitly defined but not manually classified, so

error types were added automatically using the ERRANT tool

- an open-source grammar error correction toolkit [10].
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B. Datasets in other languages

Czech: AKCES-GEC - Czech Language Acquisition Cor-

pora is a grammar error correction corpus for the Czech

language. According to the authors [11], the corpus is divided

into training development and test data. Each dataset is di-

vided into foreign and Roma learners. The development and

test datasets are further divided into Slavic and non-Slavic

speaking students. The essays and exam-style scripts come

from the Corpus for Learners of Czech as a Second Language.

AKCES-GEC corpus using annotation of three levels. Level

0 was used as source texts, level 2, as corrected texts, and

error corrections were created according to manual alignment

while retaining the error annotations [11]. GECCC - The

Grammar Error Corpus for Czech (GECCC) is a corpus of

the written text in the Czech language that contains annotated

grammatical, spelling, and punctuation errors. It was created

in 2022 [12]. The corpus consists of 83 thousand sentences

(949 thousand words). The corpus was manually annotated

by 5 annotators. The GECCC corpus is an extension of the

AKCES-GEC corpus. Compared to the previous AKCES-GEC

corpus, the GECCC corpus also contains formal texts written

by native Czech primary and secondary school students, as

well as informal web discussions on Facebook and Czech news

websites.

German: Falko - The Falko corpus [13] is a German corpus

for correcting grammatical errors. The corpus consists of 24

thousand sentences (381 thousand words) written by learners.

It consists of textual data that has been annotated with gram-

matical errors. MERLIN - The MERLIN [13] corpus consists

of standardized scripts for the German language examinations.

The tests were not manually annotated but adapted using the

ERRANT tool.

Ukrainian: Ukrainian Automated Grammar Error Correc-

tion Corpus (UA-GEC)[14] It is a set of textual data that has

been annotated with grammatical errors and is intended for the

development and evaluation of systems for grammatical error

correction. It consists of 20 thousand sentences (329 thousand

words) written by almost 500 authors. The edits were explicitly

annotated and classified according to a scheme of 4 error types:

grammar, spelling, punctuation, or fluency.

Dataset Size (in words) No. of Sentences

CLC-FCE 531,000 30,995
Lang-8 - 509,116
JFLEG 28,100 1,501
W&I+LOCNESS - 3,600
AKCES-GEC - -
GECCC 949,000 83,000
Falko 381,000 24,000
MERLIN - -
UA-GEC 329,000 20,000

TABLE I
DATASET SIZE AND NUMBER OF SENTENCES

III. CONCLUSION

The described datasets are the most used datasets in model

training for grammar error correction. There are many other

datasets e.g. NUCLE, Gigaword etc. that have not been

mentioned in this article. In conclusion, the production of high-

quality annotated corpora plays a key role in the development

of effective algorithms for grammatical error correction. A

well-constructed corpus provides the training data needed to

train and evaluate these algorithms, and its quality directly

affects the accuracy and performance of error correction

models. We want to create a high-quality corpus in the Slovak

language for grammar error correction. We want to download

grammatically correct sentences from various websites that

manage the Slovak corpus. We assume that these websites

should not contain text with grammatical errors. We want to

use the Spacy tool to annotate the text. We plan to collect

grammatically incorrect sentences from elementary school

students who write essays and dictations or use a neural

network to generate grammatical errors in sentences.
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Abstract—Deep learning is a critical technology for applica-
tions such as autonomous driving that requires speed, reliability,
and accuracy. To accelerate the inference of increasingly complex
deep neural networks (DNNs), novel approaches such as early
exiting (EE) and split computing (SC) are emerging. EE allows
the inference of neural networks to exit early if confidence is
high enough, while SC splits the neural network into head and
tail sections that are sequentially executed on device and server.
However, to enable EE and SC, more research needs to be done
to find optimal exit and split points. To address these issues, we
first added an autoencoder to our DNN and then developed a
framework that chooses split and early exit confidence thresholds
based on linear regression models. Our approach is faster and
achieves higher accuracy when compared to the state-of-the-art
Edgent framework.

Keywords—Computer Vision, Early Exiting, Split Computing,
Vehicular Edge Computing

I. INTRODUCTION

The idea of moving computational and storage capabilities

outside of the device has been around for a long time.

Computation and storage on a remote cloud server, also known

as Cloud Computing (CC), has been motivated on a large scale

by the rising number of Internet of Things (IoT) devices, with

some researchers [1] predicting as many as 500 billion devices

by 2030. Since clouds are centralized, latency to the server

is often affected by increased traffic, geological location and

other factors. Extensive research [1] has been conducted into

how improving mobile networking technologies can decrease

latency to these cloud servers. Such research is often focused

even beyond current 5G technologies, such as 6G.

With the rise of 5G mobile networks, the European

Telecommunications Standards Institute (ETSI) introduced a

new paradigm called Mobile Edge Computing (MEC) [2] to

tackle the issue with latency and increased traffic on cloud

servers. The principle of MEC lies in moving computational

and storage servers closer to the user. These servers are often

placed at the edge of the network, therefore often at the base

stations of a mobile network.

Usually users, also called edge devices or User Equipment

(UE), are some IoT devices, phones or other devices with

restrictive computational power and energy limitations. In our

research, we presume UE to be autonomous vehicles. Because

of this, we will also be thinking of our paradigm as Vehicular

Edge Computing (VEC). Compared to MEC, this paradigm

is required to take into account high speed of UE. VEC is

also often used with specific applications [3] in mind, such as

Global Positioning System (GPS), health monitoring systems,

crash detection systems and others.

In VEC, UE often communicates between each other to

share information. Depending on hierarchy of communication

we divide VEC into Vehicle to Vehicle (V2V), Vehicle to

Infrastructure (V2I) and Vehicle to Everything (V2X).

Main contribution of this paper lies in implementation of

our own framework, which compared to the state-of-the-art

Edgent [4] achieves lower latency and higher accuracy. This

improvement is thanks to the linear regression model that

determines confidence thresholds of each early exit.

II. RELATED WORKS

In this paper, we will be using early exiting and split com-

puting to improve the execution latency of computer vision

tasks. In 2016, Teerapittayanon et al. [5] introduced a way to

lower execution latency of classification task by introducing

early exits into the neural network. Inference of the neural

network went through each of the exits and got confidence of

that exit to determine whether its confidence is sufficient to

predict correct target value. Using this method not only did

they improve execution time but also improved accuracy in

some cases. To train their branched models they firstly got

prediction from each exit and then they used backpropagation

with joint loss function from each exit. Another way we can

train early exits, as proposed by Laskaridis et al. in [6], is to

train backbone of the model first and then train each of the

exits separately with backbone being frozen.

Another obvious way we can improve latency of task exe-

cution is to offload this task to the much more computationally

capable server. We can, however, also split this execution

between UE and server. Such an approach was proposed by

Kang et al. in [7]. They did, however, find that best placement

for the split is either first or last layer. In other words either

sending entire task to the server or executing entire task on

UE. To make split points more convenient for offloading,

Eshratifar et. al. introduced BottleNet framework in [8], which

compresses the intermediate data.

These two methods are often used simultaneously to create

early exit execution and split strategy to improve task execu-

tion. One such example is Edgent, proposed by Li et al. in

[4], where they use a simple algorithm to determine execution

and split strategy.
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III. COMPUTER VISION TASK

We will be using the same model for our classification

as our last research in [9]. Compared to this research, we

added a split after each of the VGG-16 blocks. Each of these

splits also has an autoencoder, which encodes the output of

the intermediate layer into a smaller size and then these data

can be transferred to the server, where they are decoded. All

possible compression with our autoencoder are shown in Table

I with their space saving, accuracy impact and byte size of the

encoder output. Values shown in bold are the ones that were

used in our research. An image of our model architecture is

provided in Appendix A.

For our task execution we will be using a simple equation

to calculate latency of task exeuction L:

L =
Idevice

ηdevice
+
Iserver

ηserver
+

D

B
, (1)

where I is number of instructions, that need to be executed

either on device or on server, η is computational power of a

CPU either on device or on server, D is byte size, that needs to

be sent to the server and B is current bandwidth to the server.

IV. FRAMEWORK FOR CHOOSING SPLIT AND EXECUTION

STRATEGY

Our framework was heavily inspired by the Edgent frame-

work from [4]. More specifically, their optimizer for static

environment algorithm. We, however, don’t loop through all

exits but rather only loop through all possible splits. We

then predict execution time on device and on server using

our split_regressor. This regressor is similar to the Edgent

regressor with the exception that we don’t predict execution

based on the input size but rather based on the instructions

Idevice that need to execute to split (these are executed on

device) and instructions Iserver that need to execute from the

split to the end of the model. This change was motivated by

the fact that we don’t presume that we have a split after each

layer and we can easily determine the number of instructions

that need to be executed based on the model structure. In our

case, we measured instructions using perf-stat command on

Linux. Instructions also include instructions for encoder and

decoder. We save each latency for a split in a latencies list by

summing predicted execution time on device ED, on server

ES and time needed to offload the task, represented as size in

bytes D divided by bandwidth B. We can determine best split

point by finding minimum value in our list of latencies. The

biggest difference between our approach and Edgent is that

we don’t loop this through all the exits. This was motivated

because time difference between exits was not sufficient for

algorithm to effectively choose different exit, only in a small

range of latency requirement values. Therefore their model

for most cases evaluated that best strategy is to go through

entire network and offload right at the beginning or don’t

offload at all if bandwidth is too low. This can have impact

not only on speed of execution but also on accuracy, since as

proven in [5] sometimes it is beneficial to exit at early exits,

because later exits can be overconfident on wrong classes.

In our case, rather than determining which exit to choose,

we determine confidence thresholds for each exits (except

the last one as we have to exit at this point). We can then

execute our model, while going to each exit and if exit has

confidence higher than this threshold we exit at this exit. We

determine these confidence thresholds by another regression

model, which takes latency requirement, which instead of

latency in milliseconds we input ratio of images we would

prefer to exit at each exit and split we found.

Algorithm 1 Strategy decision

1: for i← 0..n do

2: EDi ← split_regressor(Idevice
i

)
3: ESi ← split_regressor(Iserver

i
)

4: latencies← EDi + ESi +Di/B
5: end for

6: split← argmin{latencies}
7: thresholds← exit_regressor(Latency, split)
8: Return split, thresholds

V. EVALUATION

To evaluate our model we used Belgium 4G/LTE dataset1

with measured bandwidths to the server with different vehicles

such as buses, tram etc. Figure 1 shows, that our model

outperforms Edgent by a small amount with speed of execution

represented in a form of frames per second (fps) and by

accuracy. Reason for only a small amount of improvement

in fps is due to the processing capabilities of both server and

device, where we chosen their processing power as 2.000.000

MIPS and 10.000 MIPS, respectively. With most instructions

that needs to be processed being about 540 million. This

means, that biggest bottleneck was in offloading task to the

server.

Fig. 1. Graph showing bandwidth, fps and accuracy comparison between
our approach and edgent

VI. CONCLUSION

In this paper we presented our incremental update to the

model with early exits. This update represents splits and

autoencoder added to the network. Final version of our model

can be seen in appendix A. We then implemented simple

framework for choosing early exit confidence thresholds and

split points similarly to the Edgent framework. Evaluation of

our framework shows benefits of using early exits and splits,

while showing improvements over Edgent framework. In our

future work we want to bring this model into larger scale by

having multiple users and multiple servers. We also want to

change our exit_regressor to a deep learning model. This

deep learning model will also use V2V and/or V2I to make

agents cooperate with early exit and split point decisions

1https://users.ugent.be/~jvdrhoof/dataset-4g/
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TABLE I
NUMERICAL ANALYSIS OF AUTOENCODER COMPRESSION

1st Split (16x16x64) 2nd Split (8x8x128) 3rd Split (4x4x256) 4th Split (2x2x512) 5th Split (2x2x512)

Ch SS Acc b Ch SS Acc b Ch SS Acc b Ch SS Acc b Ch SS Acc b

2 96.9% 0.521 2048 4 96.9% 0.655 1024 8 96.9% 0.776 512 4 99.2% 0.766 64 2 99.6% 0.706 32

4 93.8% 0.733 4096 8 93.8% 0.818 2048 16 93.8% 0.823 1024 8 98.4% 0.843 128 3 99.4% 0.826 48

6 90.6% 0.789 6144 12 90.6% 0.836 3072 24 90.6% 0.835 1536 12 97.7% 0.844 192 4 99.2% 0.849 64

8 87.5% 0.835 8192 16 87.5% 0.843 4096 32 87.5% 0.838 2048 16 96.9% 0.853 256 5 99% 0.854 80

10 84.4% 0.846 10240 20 84.4% 0.845 5120 40 84.4% 0.844 2560 20 96.1% 0.851 320 6 98.8% 0.855 96

12 81.3% 0.849 12288 24 81.3% 0.848 6144 48 81.3% 0.848 3072 24 95.3% 0.857 384 7 98.6% 0.854 112

14 78.1% 0.85 14336 28 78.1% 0.848 7168 56 78.1% 0.848 3584 28 94.5% 0.855 448 8 98.4% 0.854 128

16 75% 0.851 16384 32 75% 0.85 8192 64 75% 0.847 4096 32 93.8% 0.857 512 9 98.2% 0.855 144

18 71.9% 0.851 18432 36 71.9% 0.852 9216 72 71.9% 0.85 4608 36 93% 0.858 576 10 98% 0.854 160

20 68.8% 0.853 20480 40 68.8% 0.853 10240 88 65.6% 0.851 5632 40 92.2% 0.858 640 11 97.9% 0.856 176

22 65.6% 0.854 22528 44 65.6% 0.854 11264 96 62.5% 0.853 6144 44 91.4% 0.855 704 12 97.7% 0.855 192

24 62.5% 0.852 24576 48 62.5% 0.854 12288 104 59.4% 0.853 6656 48 90.6% 0.859 768 13 97.5% 0.855 208

Accuracy of the model without splitting was 0.855
Ch - number of channels for compression
SS - Space Saving
Acc - accuracy
b - size of the tensor being sent in bytes

APPENDIX A

IMAGE OF OUR FINAL MODEL

Fig. 2. Final VGG-16 model with early exits and splits
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Abstract4 MANET network technologies have undergone 

major changes since their inception to improve data transmission, 

routing, security, and robustness. Nowadays, the development of 

technologies related to MANETs is moving forward rapidly. One 

such technology is blockchain technology which has the potential 

to improve these features. This paper offers a brief overview of the 

proposed routing methods in MANETs using decentralized 

blockchain technology, artificial intelligence, and game theory in 

order to achieve robust transmission and routing process in the 

network. 

Keywords4MANET, blockchain, algorithm, robustness, game 

theory  

I. INTRODUCTION 

With the advent of fifth- and sixth-generation networks, 

researchers and research teams are looking to leverage various 

advanced technologies such as artificial intelligence, machine 

learning or blockchain technology that are being used to 

improve network robustness [1]. In our paper, we use 

decentralized blockchain technology, game theory and 

artificial intelligence in the routing process to select nodes 

suitable for routing and data transmission [2]. 

The present paper shows the possibilities of using 

decentralized blockchain technology, game theory and 

artificial intelligence in routing process in MANETs (Mobile 

Ad-Hoc Network). The paper consists of three chapters. The 

first chapter focuses on describing and outlining the routing 

problem in MANETs. The second chapter focuses on a brief 

description of a novel routing algorithm based on decentralized 

blockchain technology and game theory to select appropriate 

nodes for the routing process and subsequent data transmission. 

The third chapter describes the proposed algorithm used for 

routing based on decentralized blockchain technology and 

artificial intelligence to increase the robustness of the network 

through the routing process.  

II. ROBUST ROUTING BASED ON GAME THEORY AND 

DECENTRALIZED BLOCKCHAIN  

A new routing protocol based on decentralized blockchain 

technology and game theory [3] has been proposed as a new 

routing method in MANETs. The output of this routing 

protocol is a found communication route composed of nodes 

that satisfy the network robustness conditions. Such nodes are 

considered to be nodes that are robust in terms of reliability. 

The selection of such nodes is done using Quality of Service 

(QoS) parameters. These parameters serve as input parameters 

to cooperative game theory. In this game, communities are 

formed that consist of at least three nodes in the network. The 

output of such a game is a node that satisfies the robustness 

conditions. From such nodes, a robust path is then constructed 

that is suitable and shows the best results from the data 

transmission and routing process. Subsequently, such a path is 

written into the blockchain database. From this database, 

immutable information about the robustness and reliability of 

each node in the network is extracted for future routing, which 

can be used in routing and data transmission to maximize the 

reliability of the network.  

 

 

Figure 1 Example of selected routing path based on new routing algorithm 

The Figure 1 shows a network with 50 mobile nodes of 

MANET network where the selected path is highlighted in 

green color using Dijkastra algorithm [4] which is used to find 

the shortest path from source node to destination node. The path 

found through our proposed routing protocol based on game 

theory and decentralized blockchain technology is highlighted 

in red. As a result, we compare the communication path length 

through Dijkastra algorithm and the new routing protocol, 

where the path found through the routing protocol is longer in 

terms of number of hops but more reliable in terms of 

robustness, QoS parameters. 

III. NEW ROBUST ROUTING MODEL FOR MANET 

A novel routing approach based on decentralized blockchain 

technology and artificial intelligence (AI) is presented in this 

paper. The proposed algorithm has been implemented in Ad-

Hoc On-Demand Distance Vector (AODV) [5], Optimized 

Link State Routing (OLSR) [6] routing protocols. 

The high-level architecture of the proposed system is shown 
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in the Figure 2. One of the main elements of the algorithm is 

the computation of routing parameters, these serve as input 

parameters to the AI, based on which a node suitable for routing 

is determined, these parameters are also fed into the blockchain 

[7] where they are subsequently verified using the consensus 

algorithm. Based on the output data from the AI, a node suitable 

for communication or routing is determined in terms of 

performance and reliability. Based on this data, the routing 

process is carried out. A communication route is selected that 

meets the conditions for robust data transmission. 

 

 

Figure 2 Block diagram of routing algorithm 

 

The actual learning and updating of the network from the 

perspective of artificial intelligence and decentralized 

blockchain technology is described at the Figure 3.  

 

 

Figure 3 Example of routing based on artificial intelligence and decentralized 

blockchain technology 

Where the first step is to find the communication route 

through the routing protocol. This is then followed by data 

transmission and calculation of input technical and network 

parameters, which are then input into the AI. After successful 

routing and data transmission, the data obtained is written into 

the blockchain database. This database serves as an immutable 

repository of information, which will be used for re-routing in 

the network to increase the robustness of the network. 

The Figure 4 represents a network without infrastructure, in 

which the decentralized blockchain technology and artificial 

intelligence have been implemented. There are twelve nodes in 

the given network, of which one is a source node (green) and 

one is a destination node (red). Multiple paths have been found 

in the multi-path routing framework. However, from the point 

of view of robust data transmission, not all paths or nodes meet 

the specified conditions.  Paths that were found but did not meet 

the conditions for robust transmission in terms of performance, 

reliability or security are highlighted in grey. Paths that meet 

the conditions and can be used for data transmission are 

highlighted in green.  From the simulated network, it can be 

observed that the proposed algorithm does not search for 

routing paths based on their length or number of hops only, as 

classical routing algorithms do, but selects individual nodes 

based on their parameters as described above. Thus, when 

comparing the communication route found by the routing 

protocol and the proposed routing algorithm, we can see that 

the route found by the routing protocol has fewer hops but does 

not satisfy the conditions of robust data transmission compared 

to the route found by the proposed routing protocol. 

 

Figure 4 Simulated network with routing based on decentralized blockchain 

technology and artificial intelligence 

IV. CONCLUSION 

The paper demonstrates new ways of routing in MANETs 

using decentralized blockchain technology, AI and game 

theory. Based on these technologies, routing algorithms have 

been proposed to increase the robustness of the network. Future 

research will be extended to implement different types of 

artificial intelligence or machine learning and experimentally 

test them with specific routing protocols used in MANETs in 

fifth and sixth generation environments.   
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Abstract—Recently the European and global natural gas mar-
kets were hit by a major change in the form of restrictions
on gas supplies by Russia. Rough conditions and volatile prices
caused complications for gas-dependent households, industries,
and many gas-importing countries worldwide. Within the frame-
work of the current global energy crisis, the development of
the European electricity and natural gas markets is examined,
the development of liquefied natural gas (LNG) in the world
markets is examined, and its impact on the gas balance of Europe
is evaluated. This paper serves as a brief introduction to the
field of research on this issue. The motivation is to work with
commodity data and propose a framework to adapt effectively
to new conditions.

Index Terms—Demand Prediction, Energy Trilemma, Industry
5.0, Resilience, Sustainability

I. INTRODUCTION

Over the last decade, the energy trilemma has been a

prominent pillar of energy policy thinking, concentrating on

the balance between attaining sustainability (decarbonization

of the energy system), equity (accessibility and affordability

for consumers), and energy security (ensuring adequate sup-

ply) [1]. Growing concern about the environmental impact

of the energy economy in developed economies meant that

sustainability had increasingly become a priority, particularly

since the Paris Agreement at COP21 in 2015 [2], with afford-

ability and accessibility being related concerns of the energy

transition, while energy security was seen as a lesser issue

due to the availability of diverse supplies delivered through

increasingly fungible global markets. In contrast, in many

parts of the developing world, energy fairness and security are

more important than sustainability, even though the increasing

frequency and severity of extreme weather events have pushed

the low-carbon transition to the top of policy priorities. The

COVID-19 epidemic and the global recession in 2020 have

also intensified the situation from 2020 to 2021 and for many

years to come [3].

Russia’s invasion of Ukraine has not only forced a signif-

icant rethinking of this priority, with energy security being

the number one priority internationally, but it has also re-

vealed the disparities in global perceptions of the trilemma.

Governments’ actions emphasize the disparities in perception

and capacity to address the energy trilemma. Finance is also

a key point of contention, particularly in the Global South,

where countries are requesting assistance from rich countries,

which are blamed for the present environmental problems.

Further debate over the global rebalancing of the energy

trilemma will take place in 2023, with several significant issues

poised to dominate policymakers, business decision-making,

and academic debate.

By literally powering the world and feeding our planet,

commodities are critical to the global economy. Based on

the various external factors that significantly influence the

commodities sector and the scientific studies that describe the

volatility in the commodities market, we see great potential

to explore this sector and contribute new knowledge that

can push the boundaries of possible solutions to this issue

in the commodities market [4], [5], [6]. In this study, we

will introduce the term Industry 5.0, focusing specifically

on the pillar of resiliency. Resiliency has become one of

the commodities sector’s top priorities, which has avoided

publicity for many years.

II. ENERGY TRILEMMA

The energy trilemma is the search for a balance between

the three pillars of security, affordability, and sustainability

(Fig. 1). It is an important concept that helps us to highlight

three distinct areas within the energy sector. It provides a

different perspective for the companies involved by pointing

out the three dimensions on which to focus rather than just

one aspect.

Energy security refers to the ability of countries to secure

their energy needs without the risk of supply disruptions.

Energy security includes issues relating to political stability

in countries that are major energy suppliers, as well as the

capacity of countries to diversify their energy supplies.

Energy sustainability focuses on protecting the environ-

ment and improving energy efficiency and renewable energy

sources. This factor also relates to the long-term impacts of

fossil fuel use on climate change and the need to switch to

sustainable energy sources.

Affordability refers to the ability of countries and individu-

als to access energy at reasonable prices. High energy prices
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Fig. 1. Energy Trilemma

can have a negative impact on economic growth and cause

energy poverty.

The Global Energy Trilemma highlights the importance for

countries to balance these three factors. For example, countries

seeking to increase energy security may face higher costs

in diversifying energy sources. At the same time, countries

seeking to achieve energy sustainability may face constraints

concerning the availability of specific energy sources.

Scientific studies related to the energy trilemma, and com-

modity research in general, provide a necessary overview of

the field, which can provide a valuable basis for future projects

and thus contribute to the global issues in the sector.

III. INDUSTRY 5.0

The fourth industrial revolution, Industry 4.0, connects the

virtual and physical worlds in the industry to achieve oper-

ational productivity and efficiency. The necessity for a new

industrial paradigm beyond Industry 4.0 has grown over time

in response to critical and complicated societal and economic

concerns like:

• Climate change and the collapse of biodiversity.

• Resource scarcity.

• Global shocks such as the COVID-19 pandemic and,

more recently, the war in Ukraine.

Purely industrial methods cannot effectively solve those prob-

lems. By implementing new digital technologies, new materi-

als, and new processes, for instance, the current Industry 4.0

standard seeks to redefine the industrial sector. A group of

specialists [7] contends that Industry 4.0 is fundamentally a

technology-centered and growth-oriented industrial paradigm

in the recent policy paper Industry 5.0, a transformative vision

for Europe - Governing systemic transformations towards

a sustainable industry. It fails to adequately consider the

economic activity’s impact on the environment, society, and

sustainable development. Industry 5.0 aims to offer such a

response and “provides a vision of the industry that aims

beyond efficiency and productivity as the sole goals and

reinforces the role and the contribution of industry to society”

[8]. By particularly placing research and innovation at the

service of the transition to a sustainable, human-centered,

and resilient European industry, it does not replace but rather

enhances the current "Industry 4.0" strategy.

The following technologies underlying the idea of Indus-

try 5.0 [9]:

• Technologies that connect and integrate the strengths of

humans and machines, including human-centric solutions.

• Smart materials with embedded sensors and improved

functionalities are made possible by bio-inspired tech-

nology and are recyclable.

• Real-time-based digital twins and simulation to model

entire systems.

• Technology for secure data transfer, storage, and analysis

that can handle data and systems’ interoperability.

• Artificial intelligence, for instance, identifies causalities

in complex, dynamic systems, leading to actionable in-

telligence.

• Technologies for reliable autonomy and energy efficiency,

such as the ones mentioned above, will demand a lot of

energy.

Several issues that can be resolved with appropriate enablers

must be taken into consideration for a systematic approach [9]:

• Measures in the governmental and political spheres are

necessary due to the rapid pace of transition. This entails

employing "agile government" techniques and compre-

hending the intricate webs of industrial ecosystems and

labor marketplaces.

• In the economic component, it is necessary to find ways

to retain economic competitiveness and profitability as

well as the necessary funding, such as through creating

appropriate business models that value ecological and

social factors.

It is possible that the energy trilemma and Industry 5.0 will

overlap, as both concepts aim to secure a stable and sustainable

future. Industry 5.0 can help address energy challenges by

increasing energy production efficiency and using renewable

energy sources. Digitalization and automation can enable

smarter management and monitoring of energy systems and

ensure their reliable operation.

As outlined in the Fig. 2, Industry 5.0 has three key pillars

that significantly impact corporate strategy: human-centricity,

resiliency, and sustainability. However, this article will focus

only on the pillars of sustainability and resilience.

Fig. 2. Three Pillars of Industry 5.0
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A. Sustainability

Sustainability refers to protecting the environment, con-

serving resources, and ensuring the sustainability of society.

Today’s Industry 4.0 focuses on improving the performance

and efficiency of industrial processes but often fails to consider

environmental and social issues. It is, therefore, important to

consider sustainability in Industry 5.0. This can mean using

renewable energy sources, recycling waste, and minimizing

the industry’s environmental impact. In addition, the use

of Industry 5.0 can enable more efficient use of resources,

improving sustainability. Overall, it is crucial to consider

sustainability issues in the design and implementation of

Industry 5.0 to achieve a sustainable and efficient industry.

Industry 5.0 is transforming production systems worldwide by

removing repetitive jobs from human workers [10], [11].

B. Resilience

Resilience means the ability to withstand various challenges,

such as natural disasters, economic crises, or pandemics. In

the industry, resilience means adapting and reacting quickly to

environmental changes to minimize the consequences. Given

current global challenges such as pandemics or climate change,

Industry 5.0 and resilience must go hand in hand. This

means investing in industrial modernization at the same time

as developing strategies to improve resilience. In this way,

Industry 5.0 can be more efficient and competitive and better

adapted to cope with today’s challenges [12], [13].

C. Big data analytics

Industry 5.0 permits the use of 3D symmetry in the creation

of innovation ecosystems. Matheus et al. [14] mentioned that

big data analytics is a complex procedure for examining big

data to uncover data such as hidden patterns and market trends.

It employs a sophisticated analytic approach with a wide

range of data sets, including structured and semi-structured

data. It has enormous data sets that must be stored and

processed using standard tools [15]. It is utilized as real-time

data to improve the company industry’s competitive advan-

tages, with an emphasis on delivering possible suggestions on

predictive discoveries. Most firms rely on big data analytics

to make strategic choices [16].

D. Challenges of industry 5.0

Adopting modern technology necessitates more excellent

time and effort for human workers. For industry 5.0, cus-

tomized software-connected factories, collaborative robots,

artificial intelligence, real-time information, and the internet

of things must be implemented [17].

Establishing trust in ecosystems is vital; therefore, security

is a challenge for Industry 5.0. The scale of authentication

employed in the industry is the scale to interact with various

devices to combat future quantum computing applications to

install Internet of Things (IoT) nodes [18], [19]. Artificial

intelligence and automation in industry 5.0 is a threat to the

business. Thus it must have trustworthy security [20].

IV. EUROPE GAS DEMAND AND STORAGE

Concerns about energy security and new policies lead to

the largest-ever upward revision of the International Energy

Agency’s (IEA’s) renewable power forecast [21]. Russia’s in-

vasion of Ukraine has provided renewables with unprecedented

momentum. Significant changes in gas supply sources and

flow patterns have occurred in the last 3 to 4 years as new

infrastructure has come online and regulatory changes to allow

reverse flows have been implemented. South-East Europe

was no longer referred to as "Russia’s market" even before

February 2022. It had demonstrated natural supply diversity in

the previous 2 to 3 years, importing and distributing regasified

LNG and Caspian (Southern Gas Corridor) gas. Connectivity

with other suppliers and interconnectivity within the region

has dramatically improved and will continue to improve as

additional projects are developed over the next 4 to 5 years.

According to Al Jazeera’s statistics examination from BP’s

Statistical Review of World Energy, gas provided around one-

third of Europe’s energy last year. According to the European

Commission, Russia supplied nearly 40% of all imported gas

to the EU before the invasion [22].

By having a milder winter in 2022, the healthy level

of storage was largely impacted as gas demand decreased.

The more substantial non-Russian gas imports and reduced

consumption enabled Europe to overcome Russia’s gas supply

restrictions and achieve near-record storage levels. In 2022,

storage injections were 22%, or 13 billion cubic meters (bcm),

more than the 5-year average [23]. At the start of November,

EU storage facilities were over 95% filled, well above the

European Union’s 80% objective and in line with the IEA’s

10-Point Plan to Reduce the European Union’s Reliance on

Russian Natural Gas [23].

Currently, European gas prices are showing considerable

volatility in the market. This is due to several factors, in-

cluding increased demand for gas, limited production from

large gas fields, low temperatures, and supply problems from

some countries. Prices had already risen in 2021 as the

world recovered from COVID-19 and supplies became in-

creasingly constrained. As soon as Russia invaded Ukraine,

prices skyrocketed. They then began to decline as Russian

flows remained high. Prices began to rise in mid-June as

flows along Nord Stream began to fall, peaking at the end

of August as Nord Stream was finally closed completely.

Prices began to fall gradually as LNG imports into Europe

remained high, and storage became full. With Russian flows

now at deficient levels, the risk premium associated with these

flows disappearing is much lower, as evidenced by falling

prices. Prices began to rise again in November as the weather

worsened and storage withdrawal increased.

Russia’s pipeline natural gas deliveries to the European

Union were cut in half in the first ten months of 2022, a

drop of 60 bcm from the same period in 2021. For the entire

year, Russia’s pipeline supplies are expected to fall by more

than 55%, or 80 bcm, putting unprecedented pressure on both

European and global gas markets [24].
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V. FUTURE WORK

In our research, we will work with commodity data, where

we would like to propose a framework to adapt effectively

to new conditions and keep production running. We are also

establishing an EP Innovation Center (EPIC) in the UVP Tech-

nicom building on the TUKE campus to build international re-

lations concerning this research topic and to spread awareness

among researchers. We see great potential to pursue further

research and analyze the potential applications of Industry

5.0 concepts in energy markets. We can relate the concept

of Industry 5.0 to our work, as we have already described

that two of the three pillars, resiliency, and sustainability, are

essential aspects of this paper’s framework.

Many technologies and methods are used to address energy

challenges. Using big data analytics, artificial intelligence, and

machine learning, we will explore the following areas:

• Renewable energy sources, such as solar, wind, hydro,

and geothermal, are increasingly popular and more sus-

tainable than fossil fuel sources. These energy sources

help reduce greenhouse gas emissions and dependence

on fossil fuels.

• Improving energy efficiency: improving energy efficiency

is another effective method of addressing energy chal-

lenges. It reduces energy consumption and, thus, energy

costs.

• Energy storage: energy storage can help harness energy

from renewable sources when unavailable. Energy storage

also allows for better planning and management of energy

distribution.

• Nuclear power: Nuclear power is an energy source that

can provide large amounts of energy with low greenhouse

gas emissions. However, nuclear energy has risks and

concerns, including safety and waste management.

• Smart grids: smart grids improve traditional energy trans-

mission and distribution networks. They help to optimize

energy distribution and enable better integration of re-

newable energy sources.

These technologies and methods can be used together

or separately to address energy challenges. Each of these

technologies and methods has advantages and disadvantages,

which we intend to explore in our following papers and

provide the most appropriate solutions for the general public

given the specific situation.
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Abstract4 This work deals with the digital processing of 

images through the technique of steganography. Different 

techniques of steganography solve the problem of data 

authentication, data security and copyright. Due to the fact that 

the problem of data security is currently very topical, these 

techniques are often sought after. This is related to the constant 

development of new algorithms ensuring solutions that will safely 

hide the secret message in the image and at the same time will be 

robust against various types of attacks. The motivation for 

writing this work and the novel itself lies in the technique of 

representing a secret message with a QR (Quick Response) code, 

which is an approach that is not widely explored by the scientific 

community. The secret message is written in the least significant 

bit plane of the cover image, which ensures that the modification 

of the image cannot be detected by the naked eye. The proposed 

solution is evaluated by mathematical quality assessment 

parameters PSNR, MSE, NCC and SSIM. 

Keywords4Image processing, information hiding, LSB, 

security, QR code, steganography 

 

I. INTRODUCTION 

Many steganographic algorithms have been proposed so 

far. They all try to hide information by relying on some of the 

known techniques [1]. In order to improve the security of 

steganography, new algorithms have been developed in recent 

years to hide information by relying on some of these 

techniques. However, all information hiding techniques have 

their advantages and disadvantages [2]. 

In this work, image processing in steganography will be 

described using the LSB (Least Significant Bit) method, in 

which information is written by XOR operation into the LSB 

plane (Fig. 1), and then the quality of the proposed solution 

between the cover image and the stego image is monitored by 

mathematical evaluations. It is subsequently subjected to 

cutting and noise attacks, while the degradation of the stego 

image, carrying a secret message, which is represented by a 

QR code, is monitored. The suitability of the proposed 

solution is again compared, but this time between the original 

secret message and the extracted secret message. 

 

 
Figure 1 Block diagram showing a steganographic design for hiding data in 

an image 

II. THEORY 

Any processing applied to the images may cause a 

significant loss of information or quality. Image quality 

assessment methods can be divided into objective and 

subjective methods [3]. While subjective methods are based 

on human judgment and operate without additional explicit 

criteria, objective methods are based on comparisons using 

explicit numerical criteria. 

MSE (Mean Squared Error), PSNR (Peak Signal to Noise 

Ratio), SSIM (Structural Similarity Index Measure) and NCC 

(Normalized Cross-Correlation) were used to evaluate the 

quality of the proposed solution [4]. 

In order to be able to write the data represented by the QR 

code into the cover image, it is advisable to use some of the 

well-known techniques. LSB replacement and LSB matching 

are among the steganographic methods that are used in the 

implementation of similar tasks [5]. 

LSB replacement uses an algorithm that replaces the least 

significant bits of the cover image with bits of the secret 

message. It is also one of the simplest steganographic 

methods. 

An extended version is also used in this method, in which 

several bits of the secret message are written into the last two 

or more bits of the least significant bit plane, but this extended 

method is more susceptible to revealing the secret message, as 

the original image differs significantly more from the stego 

image. as in the basic method of replacing one, last bit [6]. 

On the other hand is LSB matching, also known as ±1 
embedding. It is an improved LSB replacement method. Both 

methods are based on hiding secret messages in the LSB plane 

by embedding, but with a different approach [7]. 

This approach can be demonstrated as follows: if a secret 

message with value 1 is inserted into an image byte with 

intensity 120(10), the resulting change in image intensity is 

121(10). With the ±1 embedding method, 2 possible results are 

possible, as the intensity value can both increase and decrease 
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compared to the original intensity. Thus, with an original 

image intensity of 120(10) and a secret message with a value of 

1, the resulting image intensity can be 119(10), but also 121(10), 

which will create a more robust system that is more resistant 

to attacks. The resulting intensity of the stego image, i.e. 

whether the value of the image element will be increased or 

decreased, is determined by a pseudo-random sequence. 

However, when solving this task, the method of binary 

logical operation XOR (exclusive or) was used, while the 

impact of the proposed solution on the mathematical 

evaluation of quality was investigated. 

III. PROPOSED SOLUTION 

The above-mentioned block diagram (Fig. 1) shows the 

sequence of the proposed solution. The system serves to cover 

the very existence of secret communication by modifying the 

cover image with a secret message. The proposed solution is 

for images that do not undergo lossy compression. The entire 

design of the solution, including algorithms and simulation, 

was implemented in the MATLAB platform, so it is possible 

to simulate the proposed solution based on the procedures 

described below. 

 
Figure 2 Dividing the image into 8 bit planes 

 

In order for the square QR code to be written evenly in the 

image and at the same time not a single side overflows 

through this image, it is necessary to find out which side of 

the cover image is smaller (this applies to images that are 

oriented in width or height). Subsequently, it is possible to 

manually determine how many times the QR code needs to be 

reduced compared to the cover image, while remembering that 

the larger the reduction, or loss compression of the QR code, 

the subsequent correction of the QR code is more difficult. 

In order to ensure an even shift of the QR code across the 

image, it is necessary to find out what the ratio of the QR code 

and the cover image is.  
After the information is successfully written into the LSB 

plane of the cover image, all the bit planes can be combined 

again to form a stego image, that is, an image that consists of 

the original cover image and now the transmitted information. 

Table 1 Assessment of the quality of the stego image after inserting a QR 

code with information about the length of 1000 characters 

Image name PSNR (dB) SSIM NCC 

baboon.bmp 64.9239 1-1.7;10
-5

 1-3.3;10
-6

 

baboonG.bmp 60.1526 1-1.7;10
-4

 1-1.7;10
-5

 

barbaraG.bmp 60.1526 1-3.5;10
-4

 1-4.5;10
-4

 

cameramanG.bmp 60.1526 1-6.5;10
-4

 1-8.1;10
-6

 

f16.bmp 64.9239 1-1.6;10
-4

 1-5.4;10
-6

 

lena.bmp 64.9239 1-2.5;10
-5

 1-3.6;10
-4

 

lenaG.bmp 60.1527 1-5.0;10
-4

 1-1.7;10
-5

 

pentagonG.bmp 60.1273 1-3.2;10
-4

 1-4.4;10
-5

 

peppers.bmp 64.9239 1-1.1;10
-5

 1-3.4;10
-6

 

sailboat.bmp 64.9239 1-2.9;10
-5

 1-2.3;10
-6

 

 

The first experiment was performed within cutting attack 

on the newly created stego image. This image was subjected 

to zeroing at all bit levels, resulting in the corners of the stego 

image being cut off. 

Fig. 3 represents the stego image after the cut-out attack 

and the QR code extracted from this image. 

 

 
Figure 3 Stego image after the cutting attack and the extracted QR code from 

the stego image 

 

As can be seen, the percentage damage for the stego image 

is the same as for the QR code. This is caused by the even 

distribution of the QR code in the image. If the image were 

placed in the upper left corner, without adding the uniform 

displacement functionality, the loss on the decoded code 

would be much higher. 
 

Table 2 Assessment of the quality of the extracted QR code at 8% cutting 

from the stego image 

Image name PSNR (dB) SSIM NCC 

baboon.bmp 14.0974 0.917710 0.92082 

baboonG.bmp 14.1129 0.916953 0.92111 

barbaraG.bmp 13.8099 0.919813 0.91691 

cameramanG.bmp 14.0897 0.918432 0.92071 

f16.bmp 14.0475 0.916559 0.91997 

lena.bmp 14.0666 0.917995 0.92040 

lenaG.bmp 14.1051 0.918102 0.92104 

pentagonG.bmp 13.7967 0.913637 0.91528 

peppers.bmp 13.9756 0.916153 0.91861 

sailboat.bmp 14.1167 0.918428 0.92127 

Average 14.0218 0.917378 0.91961 

 

The proposed solution also faced a noise attack separately, 

using Salt & Pepper noise with a noise density of 0.05 - it 

affects approximately 5% of all pixels. Noise was applied to 

whole stego image. 

 

Fig. 4 shows the original and extracted QR code declares 

that even in the case of a noise attack, the functionality is 

ensured even with this algorithm.  
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Figure 4 The original QR code and the extracted QR after the noise attack 

 

After reading the information from both of these QR codes, 

it is possible to declare that the data was not lost and fully 

resisted the noise attack. 

 
Table 3 Assessment of the quality of the extracted QR code with 5% noise of 

stego image 

Image name PSNR (dB) SSIM NCC 

baboon.bmp 16.0356 0.806646 0.94924 

baboonG.bmp 15.8757 0.805920 0.94736 

barbaraG.bmp 16.0841 0.805704 0.94981 

cameramanG.bmp 15.9343 0.802932 0.94805 

f16.bmp 15.9876 0.807500 0.94870 

lena.bmp 16.2016 0.820067 0.95113 

lenaG.bmp 16.1766 0.813924 0.95090 

pentagonG.bmp 15.9041 0.585877 0.94772 

peppers.bmp 15.9461 0.804019 0.94818 

sailboat.bmp 16.0055 0.802430 0.94897 

Average 16.0151 0.785502 0.94901 

IV. FUTURE WORK 

To continue this work, it will be necessary to change the 

QR code encoder, which will not generate a fixed resolution 

regardless of the length of the transmitted message, and also 

to change the method of LSB replacement or LSB matching 

instead of writing the bits of the secret message into the LSB 

plane of the cover image using the binary logical operation 

XOR. 

V. CONCLUSION 

In this work, the main task was to design a new 

steganographic system that would ensure the hiding of a QR 

code carrying a secret message of 1000 characters in various 

images, which are often used in testing steganographic 

procedures. When implementing the solution, the secret 

message was hidden in the LSB plane of the cover image. 

Cutting and noise attacks were performed on a given stego 

image. However, after carrying out these attacks, it is clear 

that the proposed solution is not suitable for security due to 

the use of an inappropriate QR code encoder, and this encoder 

have to be changed in the future. The reason is the fact that 

the coder used generates QR codes with a high resolution, and 

subsequently it is necessary to implement subsampling, which 

has a negative impact on the mathematical results. However, 

thanks to Reed-Solomon coding, the information transmitted 

by the QR code can be read and is not damaged. By using a 

more suitable QR code encoder, a significant improvement of 

the mathematical results, especially the PSNR is expected. 

The results of the index of structural similarity and the 

normalized correlation coefficient yielded better results. 
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Abstract4 Goethite is the most common of the iron 

oxyhydroxides. The outstanding magnetic properties of its 

nanorods increase scientist9s research interest. The ability of 
goethite nanorods to align in different directions depending on the 

strength of the external magnetic field is of particular interest. The 

submitted work reviews the influence of magnetic and electric 

field on structure and physical properties of composites based on 

the goethite nanoparticles and liquid crystal and highlight the 

significance of their research due to their potential practical 

application. Within the research, the liquid crystal doped with 

magnetic nanorods was investigated.  
 

Keywords4 liquid crystal, goethite nanoparticles, liquid crystal 

composites. 

I. INTRODUCTION 

Goethite is a common iron oxide mineral that was named 

after the German polymath Johann Wolfgang von Goethe 

(174931832). This mineral is a good conductor of electricity, 

which makes it useful in the production of electrodes and other 

electronic components [1]. 

Goethite usually forms rod-shaped nanoparticles (nanorods), 

which often lack long-range crystalline order, because the 

particles consist of many grains, typically around 3-7 nm in 

size, with low-angle grain boundaries [2].  

Aqueous suspensions of goethite nanorods show a 

self-assembly under application of an external magnetic field 

that can be semi quantitatively explained in the frame of 

statistical-physics models of the nematic ordering, i.e. long axis 

of the nanoparticles are oriented in the same direction denoted 

by unit vector ÿ÷ , called director. The main interest of these 

nematic suspensions rather lies in their original behaviour when 

submitted to magnetic field. The orientation of long axis of 

nanoparticles can be perpendicular or parallel to the direction 

of magnetic field depending on its stress. The reorientation of 

the director upon increasing magnetic field is due to the 

negative anisotropy of the magnetic susceptibility. At high 

field, nematic domains aligned perpendicular to the field and 

become biaxial [3]. 

The objective of the research is to experimentally investigate 

the changes of physical properties of liquid crystal composites 

doped with goethite nanorods under the influence of magnetic, 

electric fields and their combinations. To attain the objective, 

the capacitance measurements were employed as primary 

experimental method.  

II. MAGNETIC PROPERTIES OF GOETHITE (³-FEOOH)

NANORODS

In 1902, Majorana examined the magnetic-field-induced

birefringence of "fer de Bravais," in a mixture of goethite 

particles in suspension. He observed field-induced linear 

birefringence when a transverse magnetic field was applied to 

this dispersion. This is now known as the Majorana effect [4]. 

Lemaire et al. studied the properties of pure goethite in 

dispersion and found that similar birefringence effects were 

also observed [5]. It was discovered that the board-like goethite 

particles have a weak permanent magnetic moment along the 

long axis of the particles.  

The model for the magnetic energy of a goethite particle that 

was mentioned earlier, which is based on the rod-like shape 

assumption [6], is a simplification, as goethite particles are 

actually board-like and have three different dimensions. The 

magnetic energy per particle, Em, is given by: ýÿ = 2ÿýý�ýÿ 2 &ÿý2ÿ0 ý2ý�ý2ÿ,  (1) 

where ¿ is the permanent magnetic moment, &ÿ = ÿ' 2 ÿ§ 

is the magnetic susceptibility anisotropy (which is negative in 

this case), V is the volume of the particle and » is the angle 

between the particle's magnetic moment and the direction of the 

magnetic field. The first term describes the interaction between 

the particle's dipole and the field, and the second term describes 

the induced magnetization due to the magnetic susceptibility 

anisotropy. 

In small fields, the first term of the magnetic energy equation 

dominates, and the minimum energy is achieved when the 

particles align parallel to the field (at an angle of » = 0). 

However, in large fields, the second term becomes more 

significant, and the energy minimum is achieved when the 

particles align perpendicular to the field (at an angle of » = Ã/2). 
Lemaire et al. [5] revealed that the goethite particles have a 

permanent magnetic moment along their long axis, which is 

attributed to uncompensated spins within their anti-

ferromagnetic crystal structure. In contrast, the magnetic easy 

axis is along the shortest particle dimension. The interplay 

between these two axes leads to the peculiar reorientation of the 

particles, from parallel alignment to a small magnetic field to 

perpendicular alignment to a large magnetic field [7]. 

III. LIQUID CRYSTALS 

Liquid crystal materials in the isotropic phase act similarly 

to any other liquid. However, upon cooling, these materials go 

through one or more mesophases before reaching the 

crystalline phase (thermotropic liquid crystals). Mesophases 

are intermediate states in which the material exhibits properties 

148



of both liquids and solids. Within the mesophase, liquid crystal 

molecules can be ordered in various ways, such as the nematic 

phase, in which the elongated molecules of the liquid crystal all 

point in the same direction. This direction is represented by a 

director ÿ÷  [8]. 

The response of a liquid crystal to an external electric or 

magnetic field is typically observed using a cell consisting of 

two separated glasses with a polymer layer in between. The 

overall design of the liquid crystal cell is depicted in Fig. 1. 

In this work the alignment of LC molecules was planar. 

Fig. 1. Liquid crystal cell for optical 

and dielectric measurements. ITO layer 

on glass plates serves as electrode and 

polyimide layer provides required 

alignment. 

When a sufficiently 

large field, known as the 

critical or threshold field, 

is applied to the material, 

the liquid crystal 

molecules will begin to 

reorient. This effect is 

called the Fréedericksz 

transition [9].  

IV. MATERIALS AND METHODS 

A. E7 Liquid Crystal 

E7 is thermotropic, nematic liquid crystal with nematic to 

isotropic transition temperature at TNI = 61°C and a glass 

transition temperature at Tg = - 62 °C, providing a large nematic 

range of approximately 120°C. E7 is widely used because it 

possess high anisotropy over a large temperature range [10]. 

B. Samples preparation 

The E7 liquid crystal was doped with goethite magnetic 

nanoparticles (MNPs) at concentrations of 0.1%, 0.05% and 

0.01% by volume. The goethite nanorods were synthesized 

following a recipe in [11]. The microstructural characterization 

of the nanopowders was performed using a transmission 

electron microscopy (TEM). The average length, width, and 

thickness of the goethite nanorods were estimated 

to be 350 ± 100 nm, 25 ± 7 nm and 10 ± 5 nm respectively.  

C. Methods 

The transition from the isotropic to the nematic phase was 

studied using dielectric measurements. The samples, consisting 

of either undoped E7 or E7 doped with goethite MNPs, were 

filled into capacitors for the measurement of magnetic and 

electric Fréedericksz transition and for measurement of the 

temperature of phase transition from isotropic to nematic phase.  

V. CONCLUSIONS AND RESULTS 

Goethite nanorods concentration influence on the E7 liquid 

crystal properties was explored: on the temperature of the phase 

transition (isotropic-nematic) (the presence of goethite 

nanorods reduces the phase transition temperature), on the 

magnitude of the critical field required for the Fréedericksz 

transition (electric and magnetic) and on a different 

combination of external fields. For example, the presence of 

goethite nanorods reduces the value of the critical field (Fig. 2). 

All these results point to the excellent interaction of goethite 

nanoparticles with an external magnetic field. It is also 

important to note that the influence of the concentration 

of nanoparticles on the liquid crystal has very little effect on 

other physical properties of the crystal (such as the phase 

transition temperature), which may be useful for possible future 

practical applications.  

Fig. 2. Magnetic Fréedericksz transition for pure E7 liquid crystal and E7 

doped with goethite nanorods of concentration 0.1vol% (blue), 0.05vol% 

(green) and 0.01vol% (red) 

VI. NEXT STEPS 

The plans for further research can be classified into two 

parts: the first part involves the investigation of defects in 

droplets of liquid crystal composites containing various 

nanoparticles, including goethite. The second part entails the 

exploration of the memory effect in liquid crystal composites 

with nanoparticles, to examine the impact of nanoparticles on 

the memory effect. Studying the effect of nanoparticle doping 

on the optical, electrical, and magnetic properties of liquid 

crystal composites is essential for discovering new properties 

and effects. 
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Abstract4This paper presents an anomaly detection approach 

for preliminary entity identification within the WAX blockchain 

network using unsupervised machine learning algorithms. The 

proposed approach was evaluated by utilizing three detection 

algorithms for assigning an anomaly score to each account in the 

dataset. The results of this initial analysis indicate the presence of 

various suspicious activities and highlight the effectiveness of the 

anomaly score ranking mechanism in identifying such cases. 
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I. INTRODUCTION 

Nowadays, the popularity of new financial technologies in 

the field of digital currencies, trading platforms, and payments 

utilizing blockchain technology observe a significant increase 

[1]. Blockchain technology offers numerous advantages, such 

as transparency and decentralization [2], however, distributed 

ledger payments also bring their own potential risks. One of 

the main regulatory concerns regarding blockchain technology 

is its potential use in illegal activities [3], such as wash trading 

[4], money laundering or terrorism financing [5]. While rule-

based approaches [6] are the foundation of decision systems in 

financial institutes. Machine learning algorithms [7] wider the 

possibility of detecting suspicious activities and the chance to 

identify new, previously unknown behavior. However, there 

are various challenges in the related field with a significant 

imbalance between legitimate and suspicious behavior. This 

problem is exacerbated by a lack of general knowledge about 

anomalous cases, as labeled data are very difficult to obtain. 

II. INITIAL DATASET PREPARATION 

For this initial study, the WAX blockchain was selected for 

further analysis due to its distinctive features, including short 

user addresses and the absence of transaction fees. In addition, 

the lack of transaction fees on the network, encourages users 

to generate a higher volume of transactions, thereby offering 

ample opportunities for in-depth analysis [8]. Furthermore, the 

WAX blockchain's support for the non-fungible token (NFT) 

standard allows the examination of transactions from diverse 

consumer perspectives beyond traditional financial behavior. 

For the initial dataset preparation, a Hyperion1 node was 

established, which provides access to individual blocks of the 

WAX blockchain network. This node allows data collection to 

be focused on a specific smart contract, thereby facilitating 

the tracking of transaction data and standards across the entire 

network. Given the diversity and large volume of data on the 

 
1 Hyperion History API: https://github.com/eosrio/hyperion-history-api  

blockchain network, the dataset is being gradually built and 

currently contains more than 10 million records. Each record 

includes 13 attributes that characterize specific actions, among 

which the most interesting are the transaction id, timestamp, 

sender, receiver and the transferred amount of cryptocurrency. 

III. EXPERIMENTS AND RESULTS  

A. Data pre-processing 

After initial data collection task, the individual transactions 

were aggregated to improve the definition of accounts during 

the main analysis. This approach assumed that a suspicious 

account may exhibit an unusual frequency of transactions with 

short time intervals between events. The Recency, Frequency, 

and Monetary (RFM) variables can effectively capture this 

pattern [7]. Any user who displays an unusual value in one of 

these variables can be considered suspicious. 

The result of computing the RFM variables from the 

transactions of individual accounts was captured in five-time 

intervals and represented by the following columns: 

" Recency - the time between the last transaction and the 

end of the time interval.  

" Frequency - number of transactions. 

" Monetary - value of transactions. 

B. Anomaly detection 

For conducting the preliminary detection, three algorithms 

were: utilized Autoencoder (AE) [9], Isolation Forest (IF) [10] 

and Cluster Based Local Outlier Factor (CBLOF) [11]. These 

algorithms assigned an anomaly score to each account in the 

dataset based on the available metrics and various parameters. 

To ensure comparability between the results of the individual 

models, all values were rescaled to the interval (0, 1). The 

primary anomaly score for each account was determined by 

computing the average of the scores assigned by the three 

previous algorithms. This score represents a useful ranking 

mechanism, with higher values indicating a greater deviation 

from the normal behavior. The overall distribution of these 

scores is depicted in Fig. 1, where the color scale represents 

the average evaluation of the selected models. 

Most of the individual scores are mostly aligned along the 

diagonal of the graph, demonstrating a consistent evaluation 

of the cases by the models. The primary anomaly score orders 

the records into a list, with the accounts at the top indicating 

the most suspicious cases that require further manual analysis. 

This facilitates verification by human experts and a deeper 

analysis of user behavior, which can be used to label the 

transactions in the dataset and classify future cases. 
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Fig. 1.  Visualization of the average anomaly score 

C. Results 

The initial analysis of the highest ranked accounts revealed 

several entities that are responsible for a large percentage of 

transactions on the network. Many of these accounts represent 

connections (gateways) to the blockchain network as known, 

centralized and decentralized exchanges along with digital 

asset marketplaces. The decentralized public architecture of 

these entities granted access to the blacklists of these smart 

contracts, leading to the extraction of fraudulent accounts with 

restricted access to the platforms. 

Moreover, several records were identified that represent 

instances of automated arbitrage, with a significantly higher 

number of transactions compared to normal accounts. While 

arbitrage is not illegal, it shares a common behavior pattern 

with the wash trade techniques, where the involved accounts 

engage in an excessively large number of buy and sell orders. 

Additionally, the analysis revealed the presence of several 

accounts with an excessively high number of orders created 

and processed on an NFT digital marketplace. Conduction of 

an in-depth investigation revealed that these accounts had 

been reported multiple times by the users and they are linked 

to a widely known phishing scam network. As of 2023, this 

organized fraudulent network is still active, and the estimated 

value of stolen digital funds in verified cases exceeds one 

hundred thousand dollars. However, it should be noted that 

due to the volatility of the cryptocurrency market, the nominal 

value can be even higher, potentially reaching up to ten times 

the documented amount. 

Manual analysis of this results is time-consuming, and the 

algorithms used to detect anomalies do not offer a clear 

interpretation of their decisions. Nevertheless, the WAX 

community is very active, and its members can be considered 

experts in the related field. Discussions regarding unusual 

transactions and suspicious accounts can be found in the 

official fraud reporting channels on community forums, which 

can be further used for labeling.  

IV. CONCLUSION AND FUTURE WORK 

Implementation of the unsupervised detection method and 

analysis of social media messages led to the identification of 

over 60 entities, cryptocurrency exchanges, and decentralized 

applications. Along with the detection of expected anomalies 

such as arbitrage bots and potential wash trading, the analysis 

also uncovered previously unknown cases of phishing attacks 

and fraudulent transactions. After a comprehensive analysis of 

community forums and smart contracts of the most important 

entities on the blockchain network, over 250 accounts were 

identified to participate in various fraudulent schemes.  

Transactions made by these accounts will serve as a focal 

point for future research tasks, with detection efforts aimed at 

verifying and classifying suspicious transactions, as well as 

monitoring users9 behavior from market abuse and anti-money 

laundering perspective. Since the simple interpretation of the 

outcome is a requirement for systems used in the traditional 

financial sector. This limitation presents an opportunity for 

exploring the potential of Explainable Artificial Intelligence 

models in future research increasing the overall transparency 

of the anomaly detection process.  

The analysis of the WAX blockchain network represents 

the initial phase in acquiring data and deeper information to 

facilitate the further implementation of anomaly detection. 

The use of supervised learning algorithms in future research 

can offer better accuracy in identifying anomalous behavior 

by leveraging labeled data and accumulated knowledge. 
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Abstract—With the rise of the Internet of Things paradigm,
the number of devices and the data they generate is growing
exponentially. To handle this growth, computing moves from the
cloud to the network’s edge. However, computing resources are,
in many cases, limited at the network’s edge. In this paper, we
provide a brief overview of techniques that could enable data
diversification across multiple edge devices that would participate
in training a global model from various data sources using
federated learning. The paper also summarizes work done over
the last year.
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I. INTRODUCTION

In recent years, the Internet of Things (IoT) has expanded

rapidly, connecting many devices to the Internet and enabling

sensing and computing. Much of the computing has been done

using cloud services, but recently there has been an increasing

emphasis on edge computing. Given the power of these edge

devices, it is possible to move computation and processing

from the cloud to the edge, as well as simple artificial intelli-

gence (AI) and machine learning (ML) tasks [1]. While there is

no denying that ML is on the rise, there may be severe privacy

concerns. The biggest problem is that millions of images,

videos, or data are collected centrally on a single server. In

our research, we are primarily concerned with training models

at the edge of the network. Closely related to this is federated

learning (FL), where clients take care of the computation

rather than one central server. FL is an approach that gained

awareness around 2016 and 2017 when Google introduced the

concept of the Google keyboard (Gboard) [2].

II. THE INITIAL STATUS

At last year’s conference, we provided an overview of edge

devices that could gather data from sensors and actuators. An

analysis of edge devices was also performed in paper [3],

where we focused more explicitly on devices that can deploy

AI at the edge of the network and on training AI at the

network’s edge. In this case, we focus primarily on devices

with an ARM architecture that are commercially available and

have a maximum power consumption of up to 40W. In this

case, several devices were examined, such as NVIDIA Jetson

Family, Huawei Atlas Family, Coral Family, Bearkey, Bitmain,

Ultra96-V2, and other boards. Among the devices examined

are Intel Neural Compute Stick Family, Google Coral USB

Accelerator, Orange Pi AI Stick Lite, or Rockchip RK1808

AI Compute Stick. We would like to focus on interfacing the

edge devices aforementioned with AI using FL.

FL is a technique for developing ML models utilizing data

distributed across several devices, such as mobile phones and

smart home devices [4]. The concept of FL is to train an ML

model using the data saved locally on each device instead of

centralizing all data in one location. In this case, the devices

train their local models, whose weights are then sent to a

server where they are aggregated. This way, a global model is

created [5].

III. THE TASKS SOLVED IN THE PREVIOUS YEAR

In our research, we have focused on FL techniques that

can be used with edge computing. As part of our research, a

review paper [6] has been published, focusing exactly on FL

techniques with computations at the network’s edge.

As a first step, we each focused on deploying AI at the

network’s edge. In this case, there are several options. We

decided to test the different edge devices available to our

research group. As we would like to focus on classification

and detection in the future, in this case, we have chosen a pre-

trained model. Therefore, we have selected the YOLOv5 (You

Only Look Once version 5) model for this case [7]. YOLOv5

is available in several versions, including nano, small, medium,

large, and extra large. Each of these versions needs different

hardware. As part of deploying AI at the network’s edge,

we conducted many tests to determine if the model could be

executed on the device. Specifically, it concerns detecting and

classifying vehicles from an IP camera at a highway overpass.

This camera provides a stream with 25 frames per second

(FPS), to which we can connect and process individual frames.

When we were able to run the model, we observed how

smoothly the program ran and how many FPS the device could

process. These experiments are briefly summarized in Table I.

These experiments were performed on 4 different devices and

show that today’s edge devices can run applications using

a simple model that are not very computationally intensive.

Specifically, these are an NVIDIA Jetson Nano, a Raspberry Pi

4, a Macbook Air M2, and a server computer with an NVIDIA

RTX Titan graphics card. As you can see from the table, Jetson

Nano and RPI4 could only run the nano and small models. The

larger model could not be uploaded to the device because it

needed more than 4GB of memory. Although the Macbook

Air M2 is also an ARM architecture device, this device could

also run the medium size model because the memory size, in
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this case, is 16GB. We also compared these experiments with

a high-performance server computer with an NVIDIA RTX

Titan graphics card with 24GB of memory. In this case, it

was possible to run even the largest model.

TABLE I
YOLOV5 EXPERIMENTS

YOLO Jetson Nano RPI4 Macbook M2 RTX Titan

Nano 11-13 FPS 8-10 FPS 23-25 FPS 100+ FPS

Small 6-9 FPS 3-5 FPS 12-15 FPS 100+ FPS

Medium - - 6-7 FPS 80-85 FPS

Extra large - - - 33-36 FPS

As we need to diversify computation and offload clouds,

we are starting to discuss training models on edge devices.

Security and privacy are closely related to this. In classical

training, it is necessary to have data collected on a central

server. In this case, we can deal with training models using

FL. In this solution, we tried to run FL training on edge

devices. Within our already mentioned article [6] was also

made an overview of frameworks that can support FL on ARM

architecture. The available frameworks for FL were Flower

[8] and TensorFlow Federated [9], but since TensorFlow

Federated is currently only in beta, we selected Flower, which

provides excellent documentation. Using this framework, it

can perform FL training on multiple devices simultaneously.

In this case, we tried different training combinations to involve

as many devices as possible. Our primary objective will be the

classification of vehicles, where we need to classify objects

into 10 classes (motorcycle, car, car with trailer, van, van with

trailer, small truck, large truck, large truck with trailer, bus,

unknown object).

Fig. 1. Architecture of FL

For the server, it is recommended to use a more powerful

device with a good internet connection because it takes care

of all the communication of the individual devices and the

aggregation of the global model. As a server, we chose the

already mentioned PC, which contains NVIDIA RTX Titan

GPU. Clients can be diverse in these cases. These can be

heterogeneous devices with different hardware and software in

a real deployment. In the current experiments, we are focusing

primarily on ARM architecture. These are NVIDIA Jetson

Nano and Jetson Xavier NX, Raspberry Pi, and Macbook

Air M2. The simple architecture of our problem is shown

in Figure 1, where the individual edge devices are shown

with their private data. These experiments are still in an early

phase, but in the first experiments, we achieved an accuracy of

about 85%. This accuracy can undoubtedly be improved. We

need to find the optimal setting of the whole communication,

the number of rounds that should take place between the

clients and the server, and also the number of epochs that

run on individual devices. When we train, we use TensorFlow

libraries, which each have different versions on the devices.

These details still need to be fine-tuned because they cause

problems in calculations and training. In the case of the Jetson

Nano, this causes problems, and it is not yet possible to use

the full potential of the hardware it has.

IV. FUTURE WORK

Further, we plan to develop a methodology for using FL

to support Industry 4.0 and transport using edge AI devices.

We would like to focus on allowing each device to use

its maximum potential performance (calculations using the

GPU, not just the CPU) and also to optimize the whole

communication and training of the model (number of rounds

to be executed in FL, number of epochs, complexity of local

models) for the deployment of the model in practice. In this

case, we would like to leverage and implement strategies

and methods, such as FedProx, that can adapt to different

devices with different computational capabilities and different

data heterogeneity. This will allow each device to utilize its

maximum potential performance by utilizing both the GPU

and CPU for efficient computations.
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Abstract4 This paper is a summarisational article in the range 
of 2 pages, which is a brief overview of my work for the past year 
of study. The main research task is aimed on characterization of 
ferrofluids (FFs) and experimental investigation of the magnetic 
fluid-solid interfaces under the influence of electric field. 
 
Keywords4external fields, magnetic fluids, magnetic 

nanoparticles, transformer oil-based ferrofluids.  

I. INTRODUCTION 

Magnetic fluids (or ferrofluids) are suspensions of magnetic 
nanoparticles (MNPs) in a liquid carrier [1]. The 
understanding and development of the mechanisms of NP 
assembly and manipulation of the assembly process are highly 
important in the synthesis of the well-defined architectures at 
a nanometer scale [2]. In general, the stimulation and 
fabrication of novel functional surface nanostructures opens 
horizon for new materials and devices. The NP assembling 
could lead to controllable arrangement in bulk or at interfaces 
and it can be achieved just by using some template or external 
stimuli such as magnetic or electric fields. In this regard, self-
assembly which provides one of the cheapest and easiest ways 
for organizing NP arrangements into well-ordered structures is 
of current interest. Particularly MNPs have gained great 
interest in last decade owing to their applications in medicine, 
cancer theranostics, biosensing, catalysis, agriculture, 
electrical engineering and the environment [3]. Especially 
assembling of MNPs on planar interfaces from liquid 
dispersions took much attention. 

II. INITIAL STATUS 
The electric field-controllable properties of dielectric FFs 

were recently reported [4]. For such ferrofluids, the adsorption 
can be enhanced by applying non-homogeneous magnetic 
fields perpendicular to the interface [5]. Based on the small-
angle neutron scattering (SANS) studies of a transformer oil-
based ferrofluid (TOFF), the bulk structuring and phase 
separation under electric fields was revealed. The nanofluids 
are of practical importance - especially they have been used in 
several thermal management systems, as they contribute to the 
augmentation of the heat dissipation rates in many 
applications. For instance, in high-voltage engineering TOFF 
serve as an insulating and cooling additive in power 
transformers [6]. It was concluded that the electric field 
causes electrical polarization of the particles, so that electric 

dipole-dipole interaction dominates and acts in a similar way 
like external magnetic field. The theoretical consideration [7] 
reveals that sufficiently strong applied electric fields cause 
non-uniform distributions of particles between electrodes. The 
macroscopic structural changes in a simple ferrofluid 
consisting of iron oxide nanoparticles coated with oleic acid 
and dispersed in transformer oil under electric field have been 
proven [8]. Also, an increase in the ferrofluid viscosity with 
increasing electric field intensity (that is analogous to the 
magnetoviscous effect) is associated with the formation of 
elongated chain-like aggregates. The electric response of ionic 
ferrofluids to an ac electric field was experimentally 
investigated by means of the impedance spectroscopy 
technique [9]. 

III. WHAT I HAVE SOLVED THIS YEAR 

A. Characterization of magnetic fluids 
The investigated MFs are based on a commercially 

available inhibited insulating transformer oils - SHELL Diala 
S4 ZX-I and TO MOL 40A. Magnetite and Mn0.6Zn0.4Fe2O4 
MNPs were synthesized by chemical co-precipitation method 
from aqueous solution of ferrous and ferric ions in the 
presence of NH4OH at 80382 °C. After coprecipitation, the 
MNPs were sterically stabilized by chemisorbing of a single 
oleic acid layer (C18H34O2, Merk) on the particle surfaces. 
Synthesis of FF was performed according to previous 
reports [10]. Samples of ferrofluids with a low and a high NP 
concentration were prepared.  

The ferrofluids were characterized by magnetization curves, 
magnetic susceptibility and temperature-dependent 
magnetization measurements [11]. The nanoparticle size 
distribution is determined from dynamic light scattering and 
the magnetization data. The magnetic properties of the MF 
sample were measured by means of a vibrating sample 
magnetometer installed on a cryogen-free superconducting 
magnet from Cryogenic Limited (IEP SAS, Kosice). The 
obtained magnetization curves were measured at 5 K and 
300 K in the field ranging up to 6 T (saturation is at 2 T). The 
mean particle size derived from the fitting of the 
magnetization curve by the superposition of Langevin 
functions is 11.4 nm. On the other hand, the mean 
hydrodynamic nanoparticle diameter is 19.5 nm, as revealed 
by the dynamic light scattering (DLS) method (Malvern 
Instruments Ltd.,Malvern, UK). AC magnetic susceptibility 
was measured by an AC susceptometer (IMEGO, DynoMag, 
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SE). Analogously to the AC magnetic susceptibility spectra, 
the real part of dielectric permittivity and dissipation factor of 
the oil and the ferrofluid samples in dependence on the 
electric field frequency were measured. The measurements 
were performed by means of an LCR meter (Agilent 
E4980A). 

B. Reflectometry study of magnetic fluids under electric field 
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Fig. 1. Specular reflectivity curves obtained in the NR experiment when 
applying electric field from 0 to 700 kV/m. Solid lines represent best fits [2]. 

 
Specular reflectivity of non-polarized neutrons was 

measured at the neutron reflectometer GRAINS with a 
horizontal sample plane configuration installed at the IBR-2 
pulsed reactor of JINR (Dubna) [2]. The measurements were 
carried out in the 8beam from the bottom9 configuration in the 
time-of-flight mode that is standard positioning to study the 
solid-liquid interfaces when a plane neutron beam passes 
through a single-crystal silicon substrate (thickness of about 
15 mm) to meet and scatter from the interface between a 
liquid sample and an electrode film (thickness below 1000 Å) 
deposited prior the experiment on the substrate. The sample in 
the experimental cell was exposed to direct current (DC) 
electric field of various intensities (from 100, 300, 500 and 
700 kV/m), which are close to the operating values commonly 
used in high voltage power engineering. The obtained 
experimental and best model NR curves for different electric 
field intensity applied are presented in Fig. 1. The reflectivity 
curves for the interface under electric field were fitted with all 
fixed values of the solid components parameters and all 
varying parameters of FF components. The received fit 
parameters from the previous dataset (with smaller electric 
field) are used as a starting point for the next dataset (with 
higher electric field). The electric field induced evolution of 
the 8liquid part9 of the interface in terms of the changes in the 
SLD profile is followed in Fig. 2. As expected, the increase in 
the electric field slightly affects the structure of layer #1 
determined by the surfactant shell; one can see small 
reduction in thickness, roughness and SLD of this layer. More 
significant changes are observed for layer #2. It becomes 
thicker and more concentrated thus evidencing the enhanced 
adsorption of MNPs. The layer thickness growths with the 
electric field increase together with the SLD. Starting from 
300 kV/m, the fits of the reflectivity curves are better if an 
additional layer #3 is introduced. It describes a transition to 
the bulk ferrofluid. At the same time, some redistribution of 
MNP in the two layers takes place at maximum field intensity, 
reflecting a decrease of the MNPs content in the first layer. 
The reason of such development is the polarization of the 

particles and their interaction as dipoles. Moreover, from the 
relaxation measurements we can conclude that a residual 
electric field and potentially present magnetic and Van der 
Waals forces influence nanoparticles assembling even some 
time after switching the field off. The observed self-assembled 
layering could be used as an additional barrier at the inner 
surface of transformer to increase dielectric breakdown voltage 
of working fluids.  

 
Fig. 2. SLD profiles at the electrode-ferrofluid interface at different intensities 
of the external electric field [2]. 

IV. CONCLUSION AND NEXT STEPS 

We report assembling of superparamagnetic nanoparticles 
of a dilute classical ferrofluid - MNPs coated with oleic acid 
in transformer oil. Forming of magnetic nanoparticles layers 
was found on a planar surface of copper electrode film on a 
single-crystal silicon substrate under perpendicular 
homogeneous electric field by neutron reflectometry. As the 
next step for using of such materials in electric power 
engineering investigation of magnetic field and temperature 
effect on FF is needed. We also have accepted proposals for 
neutron measurements for other FFs - nanomagnetite into 
organic solvents and TOFF with adding fullerenes.  
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Abstract4 Many pathological phenomena in the body are 

associated with structural changes in the storage protein of iron - 

ferritin. Magnetite formation has been observed in people with 

neurodegenerative, cardiovascular, and oncological diseases. The 

cause has not yet been fully elucidated. Particularly incurable 

neurodegenerative diseases are also associated with the formation 

of amyloid plaques, similar to fibrillar protein structures 

composed primarily of beta-pleated leaves. Ferritin's cavity can 

be used to make a material known as magnetoferritin. The iron-

based magnetic nanoparticles present in magnetoferritin give a 

stronger sensitivity to the applied magnetic field, making it 

possible to investigate the hyperthermic effect. With the help of 

magnetic nanoparticles and ferritin derivatives, it became possible 

to diagnose and treat tumors, as well as deliver drugs to the right 

parts of the body due to its peroxidase-like catalytic activity. The 

main goal of this proposed work is to do the experimental study of 

impact of external fields on magnetic nanoparticles and to study 

the influence of electromagnetic radiation on ferritin and its 

derivatives. 

 
Keywords4 Biomedical applications, magnetic nanoparticles, 

ferritin. 

I. INTRODUCTION 

Iron is the one of essential elements for living organisms. It 

generally exists in two different oxidation states. The first is a 

relatively soluble but highly toxic ferrous form (Fe2+), and the 

second is a very insoluble but nontoxic ferric state (Fe3+). Both 

iron deficiency and excessive iron levels can be harmful, and 

thus, it is stored in the interior of a spherical protein called 

ferritin, which is becoming increasingly significant in 

biomedicine.  

Ferritin is a spherical cage that is composed of an apoferritin 

shell and iron-based magnetic nanoparticles, which surrounds 

ferrihydrite (FeOOH) nanocrystals. The core of native ferritin 

might turn from ferrihydrite to magnetite, thereby forming 

biogenic magnetoferritin [1]. Magnetoferritin is comprised of 

an apoferritin shell and iron-based magnetic nanoparticles, 

which results in increased sensitivity to an applied magnetic 

field [2]. 

Magnetic nanoparticles are well-regarded for their low 

toxicity, biocompatibility, and high surface area, as well as 

their intrinsic magnetic properties. An effective surface 

engineering of magnetic nanoparticles can be used as a strategy 

to precisely adjust its ability to target specific cells and enhance 

its intrinsic properties and other crucial features for biomedical 

applications such as colloidal stability [3]. In this context, 

numerous surface engineering methods for magnetic 

nanoparticles have been employed to improve modern 

therapeutic approaches, such as in drug delivery systems, 

magnetic resonance imaging (MRI), and hyperthermia.  

The objectives of the work are: 

1. To make synthesis of magnetoferritin with different 

loading effects (to investigate the dependencies of 

concentration of iron atoms in protein biomacromolecules on 

x-ray patterns). 

2. To study the interaction between magnetic nanoparticles 

(including magnetoferritin) and lysozyme amyloid fibrils in a 

magnetic and rotating field and reveal the possible mechanism 

of pathology initiation or the potential therapeutic effect. 

II. ANALYSIS OF THE TOPIC 

Magnetic fluids 

Magnetic fluids (MF), also known as ferrofluids, are highly 

stable colloidal suspensions, which are made up of magnetic 

nanoparticles, coated with a surfactant and dispersed in a 

carrier fluid, either water or oil. The most studied and advanced 

ferrofluids are based on iron oxide nanostructures especially 

nanoparticles, because of their easy and large-scale synthesis at 

low costs [4]. The focus in this area is mainly on the possibility 

of interaction between a magnetic fluid and a magnetic field. 

The magnetic properties of magnetic fluids allow for the 
precise and controlled delivery of drugs to specific targets in 

the body. By exposing the ferrofluid to a magnetic field, the 

movement of the nanoparticles can be controlled, enabling the 

drug to be directed to the desired location. 

 

Magnetic nanoparticles  

Magnetic nanoparticles are responsible for the magnetic 

properties in magnetic fluids. Therefore, the next chapter is 

devoted to the structure and magnetic properties of magnetic 

nanoparticles. Magnetic nanoparticles (MNPs) are nanoscale 

particles (13100 nm) that can be guided through an external 

magnetic field due to their superparamagnetic, ferrimagnetic, 
and ferromagnetic properties. There are known many phases of 

iron oxide MNPs, but magnetite (Fe3O4) and maghemite (³-

Fe2O3) are the most commonly used because of their easy 

surface modification by organic or inorganic compounds.  

Magnetic properties of nanoparticles. For applications that 

require high performance, the ideal nanoparticles should have 

a spherical structure, be biocompatible, possess 

superparamagnetic properties, have a narrow size distribution, 

high crystallinity, a large surface area and good dispersion in 
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liquid medium. The relaxation time of magnetization in 

response to external magnetic fields in magnetic particle 

imaging (MPI) and magnetic particle spectroscopy (MPS) is 

established by the Brownian and Néel relaxation processes [5].  

 

Magnetoferritin 

Magnetoferritin is a magnetic nanomaterial with good 

biocompatibility and flexibility for studying magnetite bio-
mineralization within a controlled and uniform cavity. The 

magnetic nanoparticles are prepared by adding Fe/oxidant to 

the apoferritin cage under conditions of 65°C, alkaline pH, 
constant stirring. The amount of iron atoms added to the 

reaction impacts the size of the iron core, the occurrence of 

aggregates, and its chemical composition. Magnetoferritin 

forms through a process involving the entry of Fe2+ ions into 

the apoferritin shell via hydrophilic channels under the 

influence of an electrostatic gradient. The Fe2+ ions are then 

oxidized to Fe3+, followed by nucleation and growth of the 

inorganic core. 

III. SUMMARY 

Preparation. At the moment, the synthesis of 

magnetoferritin with different loading effects has been carried 

out. This experiment was done following the instructions 

above, but the loading effects were changed.  

 

 
Fig. 1. The final product of the synthesis: magnetoferritin colloidal solution 

with protein concentration with loading ~ 550 Fe atoms per the one protein 

biomacromolecule; and higher iron loading ~ 730 Fe atoms per the one protein 

biomacromolecule; and the highest iron loading ~ 810 Fe atoms per the one 

protein.  

 

As a result, a sediment was detected at a high loading effect. 

Sediment depends on loading factor. With higher iron loading, 

sedimentation is higher. About 500 and more iron atoms pre 

one protein led to higher sizes, and after time we can observe 

sediment. Protein shell (apoferritin) destroying depends on the 

higher iron loading, higher temperature, or extremely pH 

changes. Addition of NaOH can usually partially stabilize 

sample and led preferable to magnetite formation. Turbidity 

can be in this way eliminated.  

Using. Besides iron accumulation and mineralization of iron 

oxides nanoparticles, neurodegenerative disorders are 

characterized by the presence of abnormal protein aggregates 

(amyloid plaques). Our main goal was to study the interaction 

between ferritin derivatives and lysozyme amyloid fibrils in the 

present work. To accomplish that, we have successfully 

synthesized magnetoferritin (MF) and reconstructed ferritin 

(RF) (with low loading factors) as well as lysozyme amyloid 

fibrils (from native lysozyme) using controlled in vitro 

synthesis. To reveal the potential adverse effect of ferritin 

derivatives with lysozyme amyloid fibrils interaction, we 

determined the time dependence of ferrous ions released from 

the ferritin envelopes. 

 
Fig. 2. Time dependence of ferrous ion release (mean ± Standard deviation) 

from ferritin's derivatives and during the interaction with Lysozyme amyloid 

fibrils. 

 

The analysis of the spectrophotometric results (Figure 2) 

showed an increase in the reduction of the mineral core after 

interaction with LAF. An extended monitored incubation time 

of 11 days was chosen to examine iron release kinetics in vitro. 

The results suggest that ferrous ion scavenging is a spontaneous 

and energetically favorable process at room temperature. Wave 

trends probably matched iron reoxidation and reuptake by 

ferritin derivatives, i.e., iron flow. The current results support 

the idea that the main factor contributing to fibril elimination is 

the redox potential of the iron core, i.e., electron transfer during 

the reduction of ferritin derivatives from Fe3+ to Fe2+. 

Ferrous ions are highly toxic to the cell. It is clear that the 

release of toxic ferrous ions occurs to a greater extent during 

the interaction of ferritin's derivatives with lysozyme amyloid 

fibrils. Induction of increased ferrous ions release from 

ferritin's envelope during interaction with lysozyme amyloid 

fibrils (LAF) can cause increased oxidative stress and more 

significant damage to the cell. 

Another goal of the work will be to study the interaction 

between magnetic nanoparticles and lysozyme amyloid fibrils 

in a magnetic and rotating field, to measure the influence of 

magnetic nanoparticles of various forms in the field of 

magnetic hyperthermia, and to study the interaction between 

magnetic nanoparticles and polychlorinated biphenyl (PCB) to 

examine the reduction of PCB toxicity. 
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Abstract—This article discusses the various methods used
for load distribution in multi-node solutions. The rise of the
edge computing paradigm in Internet of Things solutions brings
forward new challenges, requiring improvements to the existing
methods. As the devices are often constrained by their size or
processing power, it is important to distribute the load efficiently
to take full advantage of the edge computing. Due to the
heterogeneity of the devices used, a unifying platform like Docker
provides an advantage when creating such solutions. Artificial
intelligence can be advantageous as it can provide intelligence
for load distribution methods and increase performance, adapt-
ability, and resilience. The next step will be testing different
artificial intelligence methods in combination with various load
distribution methods to take full advantage of the processing
power available at the edge.

Keywords—containerization, edge computing, intelligent load
distribution, internet of things

I. INTRODUCTION

In recent years, the Internet of Things (IoT) saw a massive
increase in the number of devices connected to the Internet.
The onset of autonomous vehicles, which generate and process
extensive amounts of data, brought new requirements for the
IoT infrastructure. The need to process this data quickly and
efficiently, which allows the vehicle to make split-second
decisions, is something not achievable by only using cloud
computing. Places like tunnels or roads in the middle of
nowhere do not offer great connectivity, which poses a prob-
lem for communication with the cloud. The edge computing
paradigm solves this problem, as the data processing takes
place near the data source, where it is impervious to such
problems. As the processing power of edge devices cannot
match that of cloud data centers, a new question arises - is
it better to process the data locally, on a slower machine, or
in the cloud, where the distance adds latency? To answer this
question, we have looked at multiple solutions allowing the
processing to be distributed between the nodes located at the
network’s edge and between the edge and the cloud, depending
on different conditions and factors.

II. IOT INFRASTRUCTURE

Traditional IoT solutions follow the same three-layered
infrastructure - edge, fog, and cloud - with things at the zeroth
level [1]. This architecture is shown in Fig. 1.

Fig. 1. Traditional three-layered IoT architecture, made up of edge, fog, and
cloud

A. The things

The lowest tier of the infrastructure represents the physical
devices. These devices collect data from their surrounding
environment or are used to influence the physical world around
them. This term encompasses a wide variety of devices, for
example, wearables, such as smartwatches, which monitor
the wearer’s heartbeat, temperature sensors used to control a
building’s heating and cooling system, or vibration sensors
used in manufacturing for preventative maintenance. Such
devices contain a microcontroller unit (MCU), single-board
computer (SBC), sensors, and/or actuators [2].

B. The edge

The edge represents the boundary between the local network
and the Internet. This can mean either the first device, which
can connect to the Internet, or a more powerful device in
proximity. For this publication, we will use this term to
represent devices available in the local network, such as local
servers or SBCs to which MCUs are connected. There are
numerous advantages to processing the data at the edge, the
first of which is privacy. The resiliency and security increase
as the data does not leave the local network. This protects the
data from being accessed by unwanted actors, such as hackers
or blackmailers. Another advantage is the reduced latency, as
the data has a much shorter distance to travel compared to
being sent to the cloud. When used in conjunction with cloud
computing, pre-processing the data at the edge will decrease
costs, and the amount of resources and storage required [1].
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C. The fog

Placed between the edge and the cloud, the fog allows us
to further process our data before sending it to the cloud.
By utilizing traditional servers, the fog substantially increases
processing power compared to the edge. This layer also allows
for data storage, such as storing daily reports before sending
monthly reports to the cloud [1].

D. The cloud

The cloud represents resources available wherever and
whenever through the Internet. Unlike edge, which is highly
decentralized, cloud computing resources are centralized in
large data centers. These centers contain hundreds of high-
power physical servers, further divided into virtual machines.
One of the most efficient methods is containerization, in which
apps are divided into separate containers, isolated from each
other. Traditional virtualization methods require a client oper-
ating system, which can lead to compatibility issues with both
hardware components and software. Docker, a containerization
platform, does away with this requirement and allows for a
"write once, run anywhere" approach. This ensures that any
application created for Docker will run on any device capable
of running Docker. The cloud offers unmatched computing
performance, but it also has its drawbacks. The distance from
the devices alone brings a high increase in latency. Best suited
for long-term storage or time-insensitive data processing, the
cloud represents the final destination of most data collected
by the devices [3].

III. CURRENT STATE OF EDGE COMPUTING

Edge computing presents many challenges for device man-
ufacturers, as the users often require the devices to be small
and consume little power while still offering good connectivity
and processing power. These devices can be divided into three
categories,

Microcontroller units, the weakest edge devices, represent
the simplest and cheapest available options. These devices
are most often used to connect the sensors and actuators to
collect or generate the data. The data collected is then sent
upstream to a more powerful device, where it is processed.
Typical examples include platforms like Arduino, which are
popular for do-it-yourself solutions due to their low-cost and
accessibility to new programmers [4].

Single board computers, the middle of the pack, contain
stronger hardware and offer more flexibility in data processing
or programming languages when developing a new solution.
Devices like Raspberry Pi or NVIDIA Jetson offer an inex-
pensive way to run more complex data processing at the edge.
Unlike MCUs, SBCs can run fully featured operating systems
and are therefore often capable of running a wider variety of
programs [5].

Most often incorporating the traditional x86 CPU archi-
tecture, as well as ARM in recent years, the mini PCs are
more akin to traditional PCs than to specialized edge devices.
Their size allows them to be deployed to a space-constrained
environment, such as rooms or vehicles. They also offer
expandability, allowing for hardware upgrades if needed. This
makes them a flexible choice at a somewhat higher price [6].

IV. TRADITIONAL LOAD BALANCING METHODS

When using multiple processing nodes, there are various
methods to increase their performance, the stability of the
system and decrease the latency or energy consumption. The
first of such methods is load balancing, the technique of
swapping which node processes which request. This process
tries for the processing to be split somewhat evenly, ensuring
no node is overutilized or underutilized. This would lead to
an increase in processing time and energy consumption and
might lead to data loss.

Fig. 2. Flowchart of the round-robin algorithm

In the round-robin algorithm, requests are sent to nodes
in a predefined order. The process starts with an ordered list
of nodes. When a request arrives, it is sent to the first node
in the list. This node is then moved to the tail of the list.
The flowchart of this algorithm is shown in Fig. 2. The main
advantage is the ease of implementation and no resources
sitting idle. The disadvantages include uneven distribution,
as the method does not differentiate between the hardware
capabilities of different nodes or the processing required for
different requests. All nodes and all requests are treated
equally [7].

Fig. 3. Flowchart of the random algorithm

For each request received, the random algorithm assigns a
random node on which it will be processed. The flowchart of
this algorithm is shown in Fig. 3. With many nodes, it can
perform quite well, as the chance of the same node being
selected multiple times in a row diminishes greatly. This also
applies vice versa; in smaller-scale solutions, the chance of the
same node being selected consecutively increases, leading to
possible overloading. As with the previous method, the main
advantage is the ease of implementation and scalability [8].

Fig. 4. Flowchart of the central manager algorithm
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In the central manager method, a central processor main-
tains information about each node’s load and, for each request,
selects the node with the lowest load level. When a node’s
load level changes, it forwards this information to the central
manager. The flowchart of this algorithm is shown in Fig. 4.
This requires a large amount of inter-node communication,
which can create bottlenecks, especially when the load level
changes often. Another bottleneck can be created at the central
node when multiple requests arrive simultaneously, making
choosing an appropriate node difficult [9].

Multiple versions of the thresholding algorithm exist, but we
have focused on the two we saw as relevant to our paper. In the
centralized version, as described in more detail by Chowdhury
et al. [10], the nodes are split into two groups - underloaded
and overloaded. This can be based on the number of requests
processed or CPU load level. This information is forwarded
to the central node, which keeps track of both lists. Whenever
a request arrives, a random underloaded node is selected, and
the request is forwarded to it. In the decentralized version,
as described in more detail by Garala et al. [11], each node
keeps track of other nodes’ load levels. Whenever a node
passes through a threshold, it updates the rest of the nodes.
When a request arrives, it is processed locally if the local
node is underloaded. If the local node is overloaded, it selects
a random underloaded node and forwards the request to it.
Both version work similarly to the central manager method
but load levels are updated only when crossing a threshold.

The central queue works on the principle FIFO (first in, first
out) for both the activity requests - the data to be processed,
and for node requests - nodes asking for work. When a node
finishes its activity, it asks the central node for the next activity.
All the activity requests are stored in a queue on the central
node. This can lead to a bottleneck with activities having to
wait a long time for a processing node to become available.
As this process is harder to visualize in a flowchart, refer to
[12] for more details.

V. INTELLIGENT LOAD BALANCING METHODS

Using artificial intelligence (AI), the efficiency of traditional
load balancing methods can be increased, or new methods
might arise. As the nodes can be interpreted as members of a
swarm, swarm intelligence represents the most often used field
of AI. In this section, we will describe some of the AI-based
methods.

A. Ant colony optimization

In this algorithm, the nodes represent food sources that
the ants are trying to find. Ants use pheromones to mark
their paths, which they take when traveling between nodes,
with pheromones increasing as more ants take the same path.
We can select the optimal route by assuming that most ants
take the best path, concerning the resources available and the
distance traveled. This method proves its usefulness in large
solutions, with star-bus topology [13].

B. Artificial bee colony optimization

In this method, the "bees" are divided into three groups:

1) employed - workers looking for a food source,
2) onlookers - workers following the employed bees to the

best food source,

3) scouts - workers whose food source had been aban-
doned.

The algorithm starts by dividing all bees into two groups -
employed and onlookers. Each employed bee finds a food
source and returns to the onlookers, presenting information
about the abundance or distance to the food. The onlooker
bees then select an employed bee to follow to the source and
begin looking for other sources nearby, hoping to find a better
solution. If a bee’s source is not selected, it becomes a scout
bee, looking for a new food source independently [14].

C. Green computing using a neural network

The authors in [15] propose using a neural network (NN)
to reduce the energy required for data processing in cloud
environments. The NN receives information about the current
load levels of all nodes and transforms them into balanced
output values. During low load scenarios, the NN recommends
shutting down some of the nodes, as they are not required, and
the cost of putting a greater load on the rest of the nodes is
less than the cost of running a greater number of nodes [16].

D. Combination of multiple methods

Using only one method to solve a complex problem, such as
load balancing, may prove difficult. Sui et al. in [17] therefore
split the problem into multiple stages and selected a fitting
method to solve them separately.

To prevent a node from being overloaded while another node
is underloaded, a Support Vector Regression based algorithm
was devised. A genetic algorithm was used to select the
optimal parameters. By using this approach, the authors were
able to predict the future load of the node accurately.

The results from this algorithm were then used in a k-means
clustering algorithm to find the nodes to which the workload
might be transferred. The nodes were divided into twelve
groups based on load level, migration cost, and performance
interference. After selecting the appropriate nodes, another
algorithm was used to select the best one.

By using an adaptive differential evolutionary algorithm, the
authors minimized the network traffic, migration cost, energy
consumption, and performance interference of the migration.
The result of this algorithm was the node to which the
workload should be transferred. The authors succeeded in
greatly reducing the network traffic between nodes, as well
as energy requirements.

VI. COMPUTATION OFFLOADING

The concept of computation offloading is an important part
of the IoT, as the devices are often constrained by their
small size, which only allows for limited processing power.
By utilizing resources available elsewhere, on the edge, or
in the cloud, more complex tasks can be solved without the
user knowing about them. The ideal solution in terms of raw
computing performance is the usage of cloud computing, as
the data centers offer the latest and greatest processing units.
The issue arises from a distance between the device and
the data center. Small devices often offer slower connection
speeds, which result in a higher time to transfer, possibly
offsetting the advantages gained by faster processing time. The
solution to this problem might be offered by the utilization of
edge computing. By bringing the processing power closer to
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the device itself, the time to transfer decreases dramatically
while offering increased processing power.

As proposed by Xu et al. in [18], a combination of thing-
edge-cloud processing offers a low latency, high-performance
solution. When a device requires a processing workload, it can
contact a nearby edge device. If the device has the capacity, it
will process this workload. If not, it will respond to the device
accordingly. The device can then decide whether to process the
workload locally or send it to the cloud.

Latency and processing power are not the only focus of task
offloading. Samie et al. in [19] focused on using the gateway
bandwidth. By swapping between the amount of processing
being offloaded, they achieved longer battery life on their
device, which is crucial for use in healthcare.

Another algorithm for dynamic offloading was described
by Shahhosseini et al. in [20]. By continuously measuring the
response times of different nodes, the authors achieved better
average response times than any singular node.

VII. FUTURE WORK

One of the main advantages of edge computing is the
decrease in latency compared to a purely cloud-based solution.
Traditional methods used in distributed computing have their
drawbacks. Load balancing focuses on balancing load across
all nodes to prevent overloading or underloading. Computation
offloading requires communication between the device and an
edge node whenever the processing is required, leading to
an increase in latency even when data needs to be processed
quickly.

In our diploma thesis, we achieved lower response times as
we increased the frequency of our requests. As the CPU load
increased, it tried to compensate by increasing its frequency,
leading to faster processing times. We want to investigate
further whether this can be used to gain an advantage over
existing solutions.

By measuring the load added by the data processing on
different devices, we can create an artificial intelligence model
to predict the load whenever new data arrives.

By maintaining a constant overview of the load levels and
CPU frequencies of each node in the solution and predicting
the processing load required for a certain workload, we can
select the node which will be able to process it without
overloading while still offering the highest speed achievable
by the CPU. We will then compare whether the gain from
processing on a weaker node currently running at the highest
possible frequency will offset the transportation time and
processing speed achievable by the stronger nodes located
further from the device.

Using containerization, we can run multiple data processing
applications on the same device, whether on the edge or in the
cloud. This should also prove useful in case some applications
require more processing power than the edge device can
provide, in which case we can deploy the same application
to the cloud.

As our research group already possesses a wide array of
devices for use in edge computing and several high-power
servers, which can serve as the fog layer in our solution,
we can test many combinations and conditions under which
the solution can operate. The testing will be done using a
custom synthetic data generator we have created as a part of
our diploma thesis.
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Abstract—In this paper, we investigate the architecture of
IoV and IoFV networks, which represent two emerging fields
in transportation. We analyze communication, computing chal-
lenges and requirements associated with these networks and
propose solutions to overcome these challenges. Our results
provide insights into the potential impact of these networks on
the transportation sector and on society as a whole.
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I. INTRODUCTION

With the steady growth in traffic volume, the need for

effective traffic flow management has become critical [1].

Interconnecting individual vehicles is a potential solution that

could enhance the effectiveness and safety of current traffic

systems [2]. However, new means of transport such as quadro-

copters, also known as drones or UAVs, have caused damages

to infrastructures, vehicles, and health. Effective cooperation

among different systems could improve the planning of routes,

collision avoidance, data collection, and infrastructure sharing.

Ground and aerial vehicles are constrained in resources for

power, computation, and storage capacity [3]. Vehicular net-

works, including cloud, edge, and fog computing, offer secure

and reliable connections and virtually unlimited computing

and storage resources. This paper aims to provide an insight

to technologies and approaches used in transport systems for

ground and aerial vehicles, identifying differences and com-

mon grounds to enable easier cooperation and infrastructure

sharing. The focus is put on the Internet of Vehicles [4] and

the Internet of Flying Vehicles.

II. INITIAL STATUS

The previous year’s publication presented a comprehensive

review of the architectures of vehicular networks, exploring

the underlying principles and concepts of layered models,

communication, and enabling technologies. Specifically, the

study focused on the significant advancements made in the

field of vehicular networking, including the integration of

mobile ad hoc networks (MANETs) and infrastructure-based

networks to form the so-called vehicular ad hoc networks

(VANETs) [5].

While VANETs have enabled the development of a wide

range of applications, including traffic management, safety

services, and entertainment services, they have been plagued

by several challenges, including scalability, security, and re-

liability. To address these issues, the concept of the Internet

of Vehicles (IoV) has emerged, which leverages Internet of

Things (IoT) technologies to enable secure data sharing, data

processing, and intelligent traffic management among objects

in the network [6].

Especially, the study by [7] is of particular interest, which

proposed an innovative architecture for a network of connected

vehicles performing simultaneous localization and mapping

(SLAM). This architecture integrates cloud computing for

the efficient merging and storage of created maps, while

prioritizing swift horizontal scalability and full automation

in the network. By embracing a fully autonomous approach,

including automated connection management of new vehicles,

network load-balancing, and map creation and storage, the

system has demonstrated the potential to enhance the vehicular

network space.

III. OBJECTIVES SOLVED IN PREVIOUS YEAR

In order to design and test an architecture for joint network

we had to create a reliable, separate test-beds for flying and

ground vehicles. In the case of ground vehicles we focused

on deploying a vehicle-(edge)-cloud [8] system which would

allow us to design and test all layers of the IoV as described

in earlier sections. Our initial studies were focused on devel-

opment of intelligent offloading service [9] in line with the

Cognitive IoV (CIoV) as shown in the Figure 1.

The service employed machine learning to determine sce-

narios where offloading a path planning from edge to the cloud

would be beneficial. We have measured differences in the time

the system requires to produce a solution, that is, to create a

path plan from the moment a request for a path is received.

This period, therefore, includes the time required to make an

offloading decision, time to potentially offload the problem, as

well as path plan generation itself [10]. In order to perform

the measurement, we have set up four scenarios with maps for

path planning ranging from 10x10 cells to 500x500 cells:

• Exclusive edge utilization,

• Exclusive cloud utilization,

• Offloading mechanism with KNN classifier,

• Offloading mechanism with an LR classifier.

Utilizing this system has shown that when the map side size

did not exceed 50 cells, it was up to 25.22% faster at 10 cells

when the computation was performed only at the edge, and the

offloading mechanism was not employed. Consequently, with

large maps of a side size of at least 400 cells, the scenario

when the only cloud was employed showed a negative time

difference up to 6.72%; therefore, employment of only the

cloud would yield a path plan faster. In contrast, utilization

of the offloading mechanism has shown up to 93.74% saved

time with small maps compared to cloud-only deployment and

11.76% in comparison with edge-only employment. Therefore,

differences in solution time are smaller with large maps

compared to differences in path plan calculation due to the

response time from the cloud.
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Fig. 1. Architecture of vehicular network.

Currently, we are undertaking a similar approach with

flying vehicles. However, because those have limited onboard

computing capacity and therefore inability to utilize existing

frameworks, it is necessary to create a proprietary framework

which will facilitate experimentation simmilar to the one we

have performed with ground vehicles.

For this reason, the focus is currently put on creating

a system able to manage multiple connected quadrocopters,

establish a connection [11] to the base stations and finally to

connect them to a cloud. In addition, a functionality to enable

remote over-the-internet control and data acquisition to cloud

is being created.

IV. FUTURE WORK

As a future work, our research aims to propose a ref-

erential architecture that will enable effective collaboration

between wheeled and flying vehicles in vehicular networks.

The proposed architecture will address the unique challenges

associated with the integration of different types of vehicles

in the network and provide a framework for the secure and

efficient exchange of information between them. The proposed

architecture will also serve as a basis for further research and

development in this exciting and rapidly evolving field.

V. CONCLUSION

IoV and the Internet of Flying Vehicles (IoFV) are signifi-

cant areas of research and development in vehicular network-

ing, with the potential to transform the transportation industry

by enabling secure, efficient, and intelligent interactions be-

tween vehicles and their surroundings. Advanced technologies

such as cognitive radio to use the best communication chanel

and avoid disruptions in connection, and edge/fog computing

are necessary for the development of these networks. It is

important to note the unique challenges and requirements

associated with communication and computing in a flying

environment for IoFV. Continued research and development

in these areas are essential for realizing the full potential of

IoV and IoFV and shaping the future of the transportation

sector.
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Abstract—Specification-based testing can introduce redundan-
cies in the test cases from an implementation perspective.
To reduce these redundancies the tester needs to learn the
implementation domain. In this paper, we present the method
to easily show the tester the impact of their test cases on
the implementation using code coverage metrics. Besides the
information about the test case uniqueness, our method also
helps with test prioritization and selection thanks to hierarchical
clustering based on test case similarities.
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I. INTRODUCTION

The estimations say that up to 80% of the software develop-

ment cost is spent on detecting and fixing faults [1]. We want

to support software testing and help testers to better understand

the software implementation and encourage discussion with

developers, so they make less effort in testing software and

gain better results.

In many cases, they are UI testers that know only the appli-

cation domain and test only against the software specification.

However, this approach will produce test cases that may be

redundant from the implementation perspective. For example,

when the UI application is assembled from reusable compo-

nents the tester may design test cases for every component

just because they are in different locations.

Another challenge for the tester is to optimally select test

cases to retest when the application is updated. A simple way

is to just choose test cases that verify features important to the

customers. But the important feature may not be the one that

will effectively verify the biggest part of the implementation.

In this paper, we apply our method from previous research

to help the UI tester better understand the impact of test cases

on the implementation. Our method provides two outputs:

a dendrogram with hierarchically clustered test cases useful

for test case prioritization and selection, and code coverage

difference value between test cases to inform the tester of the

amount of redundancy.

II. RELATED WORK

Software testing is researched for a long time during which

a few key topics arise. Three probably the most resonating

problems in software testing are surveyed by Yoo and Harman:

test reduction, test selection, and test prioritization [2].

Code coverage criteria are still commonly used for any of

the mentioned problems. The same authors used code coverage

as one of three criteria for test case reduction [3]. For the

test selection problem, Rothermel and Harrold [4] created a

framework to automatically run regression test cases that are

affected by the change in the source code.

Huge research is done regarding test prioritization, as sur-

veyed by Mukherjee, Rajendrani, and Patnaik [5]. There are a

lot of ways how to approach prioritization using various tools.

Srikanth and Barenjee [6] selected the simple method of

prioritizing UI test cases based on a combination of criteria.

It is similar to using only code coverage as criteria, but for UI

and system testing it is not very precise, so authors are looking

for additional criteria for evaluating test cases. The combina-

tion that Srikanth and Barenjee used is the customer-assigned

priority, developer-perceived implementation complexity, fault

proneness, and requirements volatility. However, these criteria

need to be assigned manually to test cases before prioritization

can be done.

Nguyen and Le [7] used reinforcement learning to prioritize

automated UI tests. They defined a weighted coverage graph

to model the underlying association among test cases for UI

testing.

Yoo, Harman, Tonella, and Susi [8] tried hierarchical clus-

tering for test prioritization. Instead of code coverage they used

dynamic runtime behavior (represented as a string) as criteria.

They claim that their method is more effective than coverage-

based prioritization in terms of the rate of fault detection.

In this paper, we use simple hierarchical clustering based

on code coverage, but our goal is to create a tool for the tester

to help him understand some aspects of the implementation

domain and motivate them to open discussion with developers.

III. THE METHOD

In [9] we proposed a method to improve processes of

software testing using code coverage analysis. The goal was

to use metadata from program execution during testing to

evaluate the complexity of test cases and to automate test case

categorization. The method consisted of three main challenges:

A. Design a data structure for code execution tracking,

B. find metrics for measuring test case complexity, and

C. propose a method for clustering test cases based on

execution similarities.

We continued to solve these challenges and we applied

the method on a commercial project with automated test

cases. The illustration of the original method was adjusted to

better match our application and the adjusted figure 1 already

contains our results. As can be seen, test cases are named
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HLx, where X is the number identificator within the project,

and the percentage value represents function coverage.

Clustered Test CasesTest Execution Record

HL1126
25.32%

HL1136
23.75%

HL1124
16.13%

HL1110
16.57%

Function 9113
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Function 9112
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Source Code

Test Case
Name

A

C

B

HL1127
28.48%

HL24
23.95%

HL16
23.49%

HL22
23.79%

HL31
23.25%

HL15
23.21%

HL20
22.92%

HL13
20.92%

HL25
24.12%

HL19
24.05%

Fig. 1. Use of test execution records for test case clustering by their similarity.
A - illustration of execution record (function coverage data); B - function
coverage value of corresponding test case; C - similar test cases clustered to
three clusters.

For the execution tracking (challenge A.) we used code

coverage analysis gathered by the commonly used NYC tool1.

The execution record is a list of all functions in the source code

of the user interface application with the information if they

were called during execution or not.

As part of challenge B. we decided to use code coverage

metrics from execution records to determine the test case

"complexity". Since we are focusing on the UI tester who

is not familiar with the source code, the absolute value of the

coverage is not very informational. We will be interested in

the difference between two or more coverage metrics so we

can inform the tester how much is the test case different from

others. Therefore we could use any of the available metrics

(line, function, statement, and branch coverage metric), so we

decided to use function coverage considering the amount of

data needed to be processed and the size of coverage value.

We used hierarchical clustering to cluster test cases by

their similarity (challenge C.). From a Euclidean distance,

Hamming distance, and intersection over union, the last one

rendered the best results. We visualized clustering with den-

drogram in 2. The linkage between clusters was performed

with the average method.

Fig. 2. Dendrogram of hierarchical clustering of test cases. Distance is
measured by intersection over union; linkage is performed by average method;
threshold was determined visually to mark three clusters.

1https://github.com/istanbuljs/nyc

The dendrogram allowed us to determine the distance

threshold to form three main clusters. Every cluster represents

a feature in the project, so the results are not very surprising.

With this tool, we aim to help the UI tester to better

understand the implementation domain and consider it in their

estimations. UI testers may have a limited amount of time to

perform (or update) all test cases, so they need to select the

most efficient ones and also start from the top. In our case,

if the tester is given the time for only three test cases, based

on the dendrogram they can choose one test case from every

cluster with the highest coverage.

Dendrogram is not the only output of our work in this

paper. As we mentioned above, the UI tester is interested

in the difference between two or more test cases. This is

especially helpful to support the tester’s understanding of the

implementation domain even when they have no knowledge

about the source code. After creating the new test case the

tester can see how much of it is unique from others in the

percentage value (same as coverage value). We encourage

testers to open discussions with the developers when they did

not expect the amount of coverage to increase after creating

a new test case. For example, information like "every form in

the UI uses the same code" can change the tester’s perspective

on the application.
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Abstract—The identification of lung artifacts through the use
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I. INTRODUCTION

Lung diseases are a common worldwide issue, making

it important to accurately diagnose and monitor them. The

COVID-19 pandemic has led to an increased interest in col-

lecting clinical data and utilizing artificial intelligence through

machine learning. One method of diagnosis is lung ultrasound

(LUS), which is safe, portable, and cost-effective. Unlike

other diagnostic techniques like chest X-rays, CT scans, and

MRI scans, ultrasound technology does not expose patients

to ionizing radiation. Ultrasound devices are also more acces-

sible and cost-effective compared to other methods, allowing

practitioners to examine more patients [1].

II. LUNG SIGNS

In this paper we propose an analytical approach for the

automatic classification of A- and B-lines. A-lines are visible

on an ultrasound screen as horizontal lines parallel to the

pleural line. They occur when ultrasonic waves reflect back

and forth between the pleura and the transducer, creating an

echo that is consistently spaced and corresponds to the distance

between the skin and the pleura. we can say that A-lines are

the first indicator of healthy lungs.

B-lines are vertical artifacts that are clinically defined as

starting from a point along the pleural line and extending

downwards to the bottom of the ultrasound screen, perpen-

dicular to the pleural line. These lines are created when sound

waves enter the pleural cavity, and they move in sync with the

patient’s inhalation and exhalation [2], [3].

III. DATASET

In our initial research, we utilized the POCUS (point of care

ultrasound) dataset, which was created by Born and is freely

available. This dataset consists of samples from COVID-19

patients, patients with bacterial pneumonia, viral pneumonia

without COVID-19, and healthy patients [4]. It contains 261

recordings, including 202 videos and 59 images taken by

convex and linear probes from 216 patients. We focused on

recordings that were labeled based on the presence or absence

TABLE I
POCUS DATASET OVERVIEW

no A- and B-lines present (class X) 247

A-lines present (class A) 23

B-lines present (class B) 71

A- and B-lines present (class AB) 11

of A- and B-lines, which allowed us to define four classes.

We only used videos to capture the dynamic nature of data

during an examination and prioritized the possibility of using

analytical methods for real-time image assessment.

IV. RESEARCH CONTRIBUTION

The aim of our work was to classify ultrasound videos

of lungs depending on the presence of A- and B-lines. We

prepared the training data by preprocessing and augment-

ing them. We then implemented an analytical method using

Fourier transformation to detect lines, which we then used to

classify videos.

A. Data preprocessing

To enhance A- and B-line detection in images, we im-

plemented various preprocessing techniques, including size

reduction, information reduction, noise suppression, and elim-

inating sudden signal changes. We resized the video frames

using bicubic interpolation to 300 x 300, and converted the

original three-channel RGB images to a single grayscale chan-

nel, reducing the amount of information. To reduce noise, we

employed two primary methods: convolution with a Gaussian

kernel and Fourier transformation [5].

B. Line detection

Detection of A and B lines in lung USG image data involves

the identification of lines, for which several methods exist.

Hough transformation is commonly used for line detection,

but it is not effective in detecting curved A-lines in our image

data, which is acquired using a convex ultrasound probe.

Convolutional neural networks are another option, but they

are computationally complex and require a significant amount

of training data.

Our proposed approach involves searching for local maxima

both horizontally and vertically in the image, without requiring

training data. This method is computationally efficient and can

be used for real-time processing. The vertical search detects

horizontal maxima for A-line detection, while the horizontal

search detects vertical maxima for B-line detection. Candidate
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lines are then connected and further evaluated for artefacts or

noise.

However, there are often disconnected pixels and lines

present, which are resolved using morphological dilation. The

candidate lines are then segregated, and invalid candidates are

removed by performing contour search and applying a high-

pass filter based on the contents of the selected contour.

In the last step of line detection we transformed the detected

lines into vectors. Horizontal A-lines were transformed into

a constant function (equation 1), vertical B-lines were trans-

formed into a linear function (equation 2), while tangent a and

constant y0 were determined using least square approximation

in a way that the resulting line approximated the uneven line

as much as possible. Each detected line was then saved as

two points (starting and ending) with x and y coordinates on

the image. We recorded three pieces of information for both

types of lines: the maximum number of lines detected in a

single frame throughout the video, the total number of lines

detected, and the high-pass filtering result using the length of

newly added lines.

yA = y0 (1)

yB = ax+ y0 (2)

C. Data analysis

Before video classification, we processed the results of

line detection over individual frames by calculating statistical

metrics, which is based on accummulated values from buffers.

We defined five metrics that have a significant impact on

classification:

• average number of A-lines per frame:

A =

�n

t=1
Abuf (t)

n
, (3)

where n is the number of frames, and Abuf (t) is the

number of A-lines identified in frame t (as stored in the

buffer);

• maximum number of A-lines on a single frame:

Amax = max(Abuf ); (4)

• average number of B-lines per frame:

B =

�n

t=1
Bbuf (t)

n
; (5)

• maximum number of B-lines on a single frame:

Bmax = max(Bbuf ); (6)

• the ration of A- and B-lines:

ABratio =
A

A+B
. (7)

D. Classification

For video classification we created a configurable set of IF-

THEN heuristic rules based on results over selected videos

from the dataset:

• class A - video showing A-lines,

• class B - video showing B-lines,

• class X - classification not possible, expert evaluation is

required.

For classification, the following rules were used:

TABLE II
CONFUSION MATRIX OF VIDEO CLASSIFICATION RESULTS

predicted
A B X

true
A 4 0 1
B 0 9 0
X 1 2 0

1) if the maximum number of A-lines and B-lines is smaller

than 2, then the video is of class X:

IF (Amax < 2) ∧ (Bmax < 2) THEN x ∈ X, (8)

2) if the ratio of A- and B-lines is bigger than 0.5, the

average number of B-lines per frame is smaller than

1.5, and the maximum number of B-lines on a frame is

smaller than 3, the video is of class A:

IF (ABratio > 0.5) ∧ (B < 1.5) ∧ (Bmax < 3)

THEN x ∈ A,

3) any other video is considered to belong to class B:

IF (x /∈ X) ∧ (x /∈ A) THEN x ∈ B (9)

V. RESULTS

We employed three metrics to evaluate the classification

outcome: accuracy, balanced accuracy, and a confusion matrix.

We conducted tests on a subset of 17 videos from the dataset,

comprising of 5 videos displaying A-lines, 9 videos displaying

B-lines, and 3 videos displaying neither. Our experiments

yielded an accuracy of 76.471%, and a balanced accuracy of

60%.

VI. CONCLUSION

A software algorithm was developed to locate A and B

lines in ultrasonographic video records. The algorithm was

capable of identifying and highlighting these lines within

the image. A rule-based classifier was devised, tested, and

assessed for the algorithm, allowing for the classification of

video recordings into appropriate groups. Further modifica-

tions to the configuration file can enhance the accuracy of the

classifier and the quality of the output. To boost the classifier’s

accuracy specifically, new rules can be added to the existing

production rule set, which will aid in the alteration of the

output classification.
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Abstract4 The paper describes the simulation verification of 
a multiport power converter with a planar transformer with 
windings integrated into a printed circuit board (PCB).  The de-
signed planar transformer represents the primary element for 
transmitting power through a multiport converter port. The 
ANSYS software was used for the verification design of the pla-
nar transformer and verification multiport converter with these 
transformers. Planar transformers represent magnetic coupling 
between planar transformer ports. 

Keywords4 planar transformer, windings integrated into PCB, 
multiport converter 

I. INTRODUCTION  
This paper follows up on paper [1], where the multiport 

power converter control method was presented. We consider 
using a planar transformer for this multiport power converter, 
which assumes the necessity of a correct design of a planar 
transformer. A multiport power converter provides more 
advantages for interconnecting several sources and loads 
compared to using multiple DC-DC or DC-AC converters 
connected to a common DC bus [2-5]. Multiport power 
converter consists of multiple stages, where one stage, which 
we can also call >port<, consists of full3bridge converter and 
a power transformer. Multiport converter topologies can use 
transformers with standard iron cores or ferrite cores with 
windings wound from copper wire or copper strip [6-9]. The 
topology of multiport power converter with five ports is 
shown in Fig. 1 In our simulation verification, we will use 
three port multiport converter with equal transformers.  

The paper focuses on a multiport power converter with 
three ports and magnetic coupling between these ports. 
Magnetic coupling using a connection of secondary windings 
of planar transformers. The transformer parameters depend on 
the maximum voltage and current parameters of the full-
bridge converter. The paper describes the process of designing 
the planar transformer and simulation verification of the three-
port multiport converter with this transformer. 

II. DESIGN OF PLANAR TRANSFORMER 
 The main difference between traditional and planar trans-
formers is the geometry of the core and winding structure. 
The core of a planar transformer offers a high value of effec-
tive permeability, low profile, low leakage inductance and ex-
cellent thermal characteristics. The winding of a planar trans-
former can be constructed as a stand-alone component, mul-
tilayer printed board (PCB) or integrated into the multilayer 
PCB of the device. The fundamental limitation of windings 

integrated into PCB is maximum current carrying capacity of 
windings. There are a few default copper foils using for PCB 
with different thicknesses 3 18, 35, 70 and 105 µm. During 
the design of windings of the planar transformer, it is neces-
sary to consider the distribution of the magnetic flux to the 
core and the local saturation of the core. Local saturation is 
possible to prevent using interleaved winding. It means, that 
the primary, secondary or both windings are divided into sev-
eral parts or layers connected in serial or parallel. The wind-
ing design also influences the leakage inductance, which 
manifests itself when the transformer is loaded which can 
cause significant losses. Therefore, the appropriate design of 
planar transformer windings into individual layers can influ-
ence the leakage inductance value. 

 The [10] describes planar transformer model, where every 
magnetic layer represents nonlinear inductance, whose mag-
netic characteristics depend on the hysteresis model depend-
ing on temperature. This model can be integrated directly into 
the simulation software. Paper [11] is more focused on the 
winding losses calculation and leakage inductance. The paper 
also describes a comparison of winding losses between the 
planar ER core and the E core.  

one stage of multiport converter 

complete multiport converter 

Fig. 1 Topology of multiport power converter 
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A. Full 3 bridge converter 
Because our multiport converter consist of three ports, en-

ergy flow must be controlled between these ports. It means, 
that the primary winding of each transformer is connected to 
a full-bridge converter in our case . The input of this full 
bridge then represents one port of the multiport converter. 
This full3bridge converter ensures control of power trans-
ferred through individual ports and its parameters are im-
portant for planar transformer design.  The most important 
parameters of full 3 bridge inverter for planar transformer de-
sign are: 

 
÷ maximum input/output voltage: 50 V, 
÷ maximum input/output current: 50 A. 

 
The planar transformer was designed based on the param-

eters described above. 
 

B. Transformer Core Selection 
The selection of transformers and their core is important 

for the selection of a properly control method of the multiport 
converter. The required planar transformers parameters were 
selected based on parameters of available converter and are 
listed in TABLE 1. 

 
Due to core availability, the Ferroxcube E64/10/50 + 

PLT64/50/5 core with 3C95 core material was selected. 
TABLE 2 shows the parameters of the selected core. Based 
on these parameters, further parameters of the transformer 
were calculated and compared with simulation results. 
 

 

C.  Transformer Winding Design 
The result of the winding calculation determines the re-

quired cross-section of wires for the primary and secondary 
winding. Since windings were integrated into an eight-layer 
PCB, we could choose only from standard copper foil height 
which influenced resultant width of the winding copper path. 

Because there are also dimension limits in the transformer 
core, we were forced to reinforce both the primary and sec-
ondary windings in each layer by another parallel layer. With 
this reinforcement, we achieved the required current carrying 
capacity and the required number of turns for each winding. 
In addition, we also used the method which eliminates local 
saturation of transformer core3interleaved windings. Inter-
leaved windings means, that the primary windings of the 
transformer were fitted to the outer layers of the PCB because 
higher current needs better heat dissipation [12]. Mean 
lengths of designed winding are: 

 
÷ primary winding l1 = 543 mm, 
÷ secondary winding l2 = 1214 mm. 

 
 The designed transformer windings are integrated into the 
PCB board, where was used the maximum height of standard 
copper foil 3 105 µm. Using this copper foil ensured consid-
ering the required current carrying capacity. Fig. 2 shows a 
3D model of the designed planar transformer. This 3D model 
further used in ANSYS simulation software to simulate mag-
netic induction in transformer core but also for simulation 
verification of multiport converter. 

 Magnetic induction in transformer core from ANSYS is 
in Fig.3 and Fig. 4 shows a real PCB windings and complete 
planar transformer 3 ferrite core + PCB windings.   

 For additional mechanical protection and increasing volt-
age strength, a 0,8 mm thick insulating material was inserted 
above and under the windings. All parameter of designed 
transformer were later verified by RLC bridge and listed in 
TABLE 3. 

  

Parameter Value Meaning 

U1 24 V amplitude of input voltage 

U2 48 V amplitude of output voltage 

I1MAX 36 A max. current of primary winding 

I2MAX 18 A max. current of secondary winding 

N1 3 number of primary turns 

N2 6 number of secondary turns 

f 100 kHz supply voltage frequency 

Parameter Value Meaning 

Ve 35500 mm2 effective volume 

Se 519 mm2 effective area 

le 69.7 mm effective length 

AL 18000 inductance factor 

TABLE I. REQUIRED PARAMETERS OF TRANSFORMER 

TABLE II. SELECTED CORE PARAMETERS 

Fig. 2 3D model of designed planar transformer 

Fig. 3 3D model of planar transformer in ANSYS - simulation of 
magnetic induction 
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III.  SIMULATION RESULTS 
As was mentioned above, the main software for 

simulation verification of planar transformer in multiport 
converter was ANSYS. For verification of basic principles of 
energy flow between ports and simplicity of simulation, we 
do not use full 3 bridge converters mentioned in previous 
chapters. ANSYS is also not adapted for developing different 
types of control 3 these types of a simulation take a lot of 
time. For that, we simplified the simulation only for planar 
transformers and harmonic power supplies.  

Multiport converted was supplied by harmonic voltage 
with an amplitude of 24 V and frequency of 100 kHz. During 
the simulation, we sequentially connected individual trans-
formers to the supply voltage or to load and investigated how 
the transmitted power is distributed without any control 
method. Fig. 5 shows a simulation model of the multiport 
converter in ANSYS software. Transformers in the simula-
tion are represented by a 3D model of the designed planar 
transformer and resistors in the model represent the primary 
and secondary winding resistance of the transformers. Resis-
tor R7 represented the load on the primary side of the trans-
former T2 3 load on port 2. 
 

 The transformers were named T1, T2 and T3 in the 
simulation. We can see simulation results in Fig. 6, Fig. 7 and 
Fig. 8. Whereas the simulation procedure was as follows: 

÷ At time t = 0 s, a harmonic voltage of amplitude 
24 V and frequency 100 kHz was connected to 
the primary side T1. Through port T1 supplies 
magnetizing current for all transformers of the 
multiport converter. 

÷ At time t = 40 ¿s, the same harmonic voltage as 
on T1 was connected to the primary side of T3. 
Magnetizing current through T1 decreased and 
was redistributed between T1 and T3. Voltage in 
the intermediate circuit remained unchanged. 

÷ At time t = 80 ¿s, a resistive load was connected 
to the primary winding of T2. T2 started to sup-
ply the current 10 A to the load.  
  

÷ The current supplied to T2 was redistributed be-
tween T1 and T3. 

 

IV. CONCLUSION 
The paper describes the short procedure of planar trans-

former design and its simulation verification when used as a 
main part of the multiport power converter. The planar trans-
former was selected due to the requirement of high-power 
density, modularity, and easy and fast assembly. Windings 
for the planar transformer were selected as integrated into 
PCB. During the design and verification, ANSYS' extensive 
capabilities were confirmed.  Transformer9s 3D model was 
easy to integrate into ANSYS software for verifying magnetic 
induction in the transformer core and for verifying the trans-
formers used in multiport converter. The same 3D model was 
used for both verifications mentioned above. In the simula-
tion experiment, two of three ports of the multiport converter 
were supplied from the power source and the third was loaded 
by the resistive load. The result of the simulation showed that 
the converter can work without any control with harmonic 
voltages and ideal sources. These results can be incorrect in 

Parameter Calculated Measured (1 kHz) Meaning 

B 34.68 mT 
24 mT (mean 

value from 
ANSYS, 100 kHz) 

magnetic induc-
tion 

L1h 162 µH 168.4 µH primary induct-
ance 

L2h 648 µH 659 µH secondary induct-
ance 

Lleak 7.3 nH - leakage inductance 

Rprim 6.76 m« 6.8 m« primary resistance 

Rsec 27.27 m« 29.1 m« secondary re-
sistance 

Iµ 0.37 A 0.37 A (27 um gap 
3 ANSYS) 

magnetization cur-
rent 

 TABLE III. COMPARISON BETWEEN CALCULATED AND MEASURED 
PLANAR TRANSFORMER PARAMETERS 

Fig. 4 Complete transformer and windings designed in PCB 

Fig. 6 Primary and secondary voltage and current of T1 
Fig. 5 Multiport converter simulation model with designed planar 

transformer 
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real conditions, where energy sources and transformers can 
have different performance parameters. This fact is possible 
to solve with a full3bridge converter with proper control.  

Further research will be focused on a simulation experi-
ment with rectangle voltages which supplied a multiport con-
verter and later multiport converter powered by DC sources 
using full3bridge converters and properly control algorithm. 
Results from these simulations give us a more accurate view 
of the control methods suitable for efficient energy flow be-
tween the port of the multiport converter. 
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Abstract—This paper introduces designed and realized High
frequency clock generator circuits for Ultra-Wideband (UWB)
sensor systems. Implementation of introduced high frequency
oscillators are based on dielectric resonator and Application
Specific Integrated Circuit voltage controlled oscillator. Two
transistor types for oscillators with dielectric resonator were used.
Low noise (BJT) bipolar transistor BFR740L3RH and low noise
(JFET) junction gate field-effect transistor CE3520K3. Many
versions of dielectric oscillators were produced on frequency
around 21.75 GHz and 10.85 GHz. The article describes the
next research focus and new ideas for the miniaturization.
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I. INTRODUCTION

Ultra-Wideband system sensors come to the fore in last

two decades, miniaturization and cheaper mass production

bring system close to users. Our research focused on devel-

oping and designing the Ultra-Wideband sensor based on M-

sequence. The UWB sensor consists of several circuits that

work together in one system. Few sub circuits were developed

especially as Application Specific Integrated Circuits (ASIC)

like a wideband amplifiers [1], analog-digital converters [2],

UWB transceivers [3], UWB mixers, UWB divider [4]. The

UWB sensor can be used in various applications for example

in person localizations [5], monitoring farm animals, food

products, monitoring people health or non-desctrucive testing.

Nowadays still new application come to the fore for example

water quality control [6], or health monitoring [7].

The next step of the research was to develop an oscillator

circuit for the main signal clock generator of the UWB sensor.

The main system clock is a very important and delicate circuit,

the performance of the entire system is directly dependent on

the clock signal generated by the clock generator. Therefore,

it is necessary to pay attention to the parameters of the

clock generator, especially the magnitude of the phase noise,

frequency stability, signal amplitude, the possibility of tuning

the frequency, low power consumption, small size and others.

Based on these properties, several oscillators suitable for high-

frequency applications operating at frequencies of 21.75 GHz

or 10.85 GHz were investigated.

II. DESIGN OF OSCILLATOR WITH DIELECTRIC RESONATOR

Oscillators with dielectric resonators provide very low phase

noise, low energy consumption and provide short-term stable

frequency, which met our selection conditions. For designing a

dielectric oscillator, several parts are needed: an active device,

a dielectric resonator, a printed circuit board (PCB) intended

for high-frequency applications, a metal box for shielding the

device and a tuning element. The oscillators were designed

based on a dielectric element, namely a dielectric puck made

of MgTiO3 - CaTiO3 solid solution by T-ceram [8]. The

resonator was customized for frequencies of 21.75 GHz and

10.85 GHz.

Two different types of transistors were used in designs,

low-noise bipolar transistor BFR740L3RH Infineon [9] and

low-noise junction gate field-effect transistor CE3520K3 [10].

Both types of transistors have different pin layouts, so the

PCBs had to be optimized for each type. Dielectric resonators

were manufactured, trimmed, and measured in a measurement

chamber for our purpose by T-ceram. When the manufacturer

trimmed the resonator, there may be deviations from the reso-

nant frequency, this technique is an irreversible phenomenon,

so it is necessary to take this into account. However, there are

tuning techniques that can influence the field of the dielectric

resonator and enable the tuning of the resonant frequency

of the resonator. Two main principles are mechanical tuning

with a microwave tuning element, or electrical tuning with

a varactor diode connected to a micro strip line coupled to

resonator [11].

Fig. 1: DRO with BJT transistor BFR740L3RH oscillating at

10.7 GHz.

For designing high-frequency circuits a different approach

has to be used, it is necessary to think about PCB parameters,

parameters of resonator, transistor and power supply circuits.

For circuit simulation a few software can be used, in our case,

PathWave Advanced Design System (ADS) and CST STUDIO

SUITE were used. Both software offers different methods of

simulations. For our oscillators, we used ceramic substrates

from Rogers company especially RO4360G2 and RO4003 with

dielectric constants 6.15, and 3.38, and thickness 508 [µm].

Many types of oscillators topologies were designed on both

substrates with both types of transistors, also few different

types of RF transistors were tested. Fig.1 shows an oscillator

with dielectric resonator in parallel feedback configuration
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with BJT transistor BFR740L3RH. Oscillator frequency is

10.7 GHz. Fig. 2a and 2b present different topologies of

the oscillator with dielectric resonator, with a different type

of dielectric resonator, which causes a different oscillating

frequency 21.75 GHz and 21.68 GHz.

(a) (b)

Fig. 2: DRO with JFET transistor CE3520K3, oscillating

frequency around 21.75 GHz (a.). Another topology of DRO

with JFET transistor CE3520K3, oscillating frequency is

21.68 GHz, oscillators are based on the different dielectric

resonators (b.).

Proposed oscillators have single-ended output, but UWB

system also supports differential signal distribution. To fill

these conditions new topologies of oscillators have to be

discussed. The advantages of dielectric resonators have in-

fluenced the design of a new differential oscillator with a

dielectric resonator. The oscillator is implemented as an ASIC

in high-performance technology 130 nm SiGe BiCMOS with

npn-HBTs with cutoff frequency up to fT = 350 GHz and

fmax = 450 GHz. The advantage of designing the oscillator

as an ASIC lies mainly in the possibility of a symmetric

design structure and minimizing the overall circuit into a single

package. Which will then be soldered to PCB with microstrip

lines and coupled dielectric resonator. We have encountered

several problems in properly matching micro strip circuits

to ASIC, caused by the influence of parasitic capacitances

between pads and inductance on bond-wires. More simulations

have to be performed to get better circuit performance on PCB.

III. ASIC VOLTAGE CONTROLLED OSCILLATOR

Fig. 3: Evaluation PCB for designed ASIC VCO with bias

voltage adjustment.

Fig.3 shows an ASIC circuit consisting of two voltage-

controlled oscillators that has been designed and tested in the

past [12]. For measurement purposes, a test circuit board with

trimmers was fabricated to set 5 different bias voltages. The

oscillator generates a signal in the range of 21 GHz to 24 GHz

based bias voltages. However, the oscillator does not achieve

the required properties mainly the high phase noise amplitude.

The oscillator has been tested with a commercially available

phase-locked loop circuit ADF4002 [13]. The measured results

showed reduced phase noise of the generated signal. The next

step is to integrate both circuits on one PCB. Due to the

elimination of the high-frequency SMP connectors and coaxial

cables, we expect even lower phase noise.

CONCLUSION

This paper describes the designed oscillators with dielectric

resonators and voltage controlled oscillator. Measurement of

phase noise and other oscillator parameters was performed

with collaboration at VUT BRNO because they have at

their disposal measurement equipment with a range of up

to 50 GHz. In the near term, we want to test mechanical

techniques for tuning the output frequency by moving a

metal piston over a dielectric resonator. The next step will

be to implement the ASIC DRO circuit into a System-in-

Package. Several versions of the SiP with an external clock

signal generator have been created to date, so as part of the

miniaturization of the device we need to implement a naked

die with an oscillator on the SiP substrate.
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Abstract—In this paper, we describe recent trends in the detec-
tion of hate speech and offensive language on social media. Based
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I. INTRODUCTION

Nowadays, social media has become a hotbed of hate speech

that can have harmful effects on society. Hate speech or

offensive language can damage relationships between different

groups of people. Detecting hate speech and offensive lan-

guage is important because it can help prevent these harmful

effects. Negative thinking can lead, for example, to suicide,

self-harm, psychological disorders, imbalance, stress-related

illnesses, drug or alcohol addiction, and others [1]. Therefore,

in our opinion, it is important to deal with this issue and at least

partially limit the hateful and offensive language expressions

of such people. It is for this reason that we want to focus on

the detection of hate speech and offensive language on the

Internet and social networks as part of the dissertation work.

The world of social media is currently saturated with un-

filtered content, from cyberbullying and cyberstalking, to hate

speech and offensive language. For this reason, identifying

and cleaning up such toxic language is a major challenge

and is currently a very active area of research. The arrival

of Web 2.01 had a great impact not only on the availability of

information but also on its generation. Therefore, addressing

any aspect of hate speech on social media platforms involves

applying deterrent and preventive mechanisms. Community or

social networking sites have a warning in the standards that

they prohibit toxic behavior on their platforms and encourage

users to report such actions to platform administrators. While

this measure (i.e. blocking users who have been reported for

hate speech) is effective in addressing such acts, victimization

cannot be prevented. Therefore, as part of prevention, all users

must participate in filtering hate speech. At the same time,

user-reported hate speech content should be checked to see

if it is truly toxic to ensure users’ freedom of expression is

1Web 2.0 describes the current state of the internet, which has more
user-generated content and usability for end-users compared to its earlier
incarnation, Web 1.0. [2]

respected. However, the process of filtering out inappropriate

reported content is done manually by relying on human

editors. This ineffective technique takes time and certainly

cannot keep up with the increasing toxic content on social

media. However, platforms such as Facebook and YouTube

still use a primitive method to filter hate speech based on

content filtering using a specific dictionary that contains words

most often associated with hate speech [3]. For this reason, the

automatic detection of hate speech has become an urgent need,

since the human factor cannot cope with such a large amount

of emerging texts [4].

II. THE CURRENT STATE OF THE RESEARCH

The lack of suitable mechanisms for solving the problem of

hate speech in the online environment has prompted several

researchers to work on tasks aimed at automatically detecting

hateful content. In several recently published papers, various

approaches have been proposed for designing automatic hate

speech text detectors. Existing studies for the detection of

inappropriate textual content use data-driven approaches and

supervised learning methods. These methods include high-

performance machine learning (ML) and deep learning (DL)

algorithms to create models that can detect the presence of

hate speech. ML algorithms driven by different combinations

of features characteristic of comments or users were used to

build such models. DL algorithms have recently been used in

the work on solving toxicity, while the authors have proposed

different DL models built on convolutional neural networks

and recurrent neural networks. The NLP community came

up with other new techniques. One of them is the attention

mechanism [5] or large-scale transfer learning [6] for solving

hate speech detection tasks.

Many of the recent studies in this area have confirmed that

detecting hate speech is a very difficult and complicated task.

The authors in these posts indicated that there are several

problems to be faced when dealing with textual content of this

type. One of these problems is non-vocabulary words, which

occur mainly in texts posted on social networks. Social media

or media users often use grammatically incorrect words in

their posts and comments. Also, many users misspell words

on purpose to mask inappropriate words. Precisely to avoid

algorithms designed to filter hate speech, which is based on

the lexicon. Another problem is the imbalanced classes in the

available hate speech datasets. Precisely because these data are

relatively few in the text and are often not publicly available.
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Avoiding bias when verifying the presence of hate speech in a

text is also a problem. Because if we want to effectively and

efficiently recognize the presence of hate speech in the text,

it is necessary to improve the capabilities of the detectors so

that they can understand the meaning of words in different

contexts [3].

In the theoretical part of the dissertation work, we charac-

terized in more detail all available methods designed to detect

hate speech and offensive language in the text. Based on the

studied issue, we found that the best results were achieved by

word embedding methods in combination with deep learning,

a separate method of long short-term memory [7], but also

in combination with other methods [8]. Remarkable results

were also achieved using association rule [9], Fuzzy logic [10],

and a combination of the decision tree, genetic algorithm, and

particle swarm optimization [11]. Conversely, worse results

were achieved using the support vector method [12] and

Bayesian networks [13]. In the studies, the authors most

often devoted themselves to two tasks the detection of hate

speech and offensive language. First, they dealt with the

initial classification of the datasets they chose or created. They

sorted the dataset into two or three classification classes. They

divided the collected tweets, messages, or comments into those

that contained hate speech/offensive language and those that

did not. If they chose to classify the dataset into three classes,

the most common categories were: hateful, offensive, or neu-

tral. In the mentioned studies, the authors most often dealt

with the problems of hate speech and offensive language in

connection with race, religion, homophobia, and immigrants.

From our point of view, the research and studies mentioned

have been less concerned with the detection of hate speech

and offensive language related to sexism, feminism, misogyny,

gender equality, and toxic masculinity. As these categories

have received very little research coverage, we would like to

focus on them in our further research.

Most language models are pre-trained for general language

regardless of the domain and style of language expression, as

they are trained on the largest possible corpus of text data ob-

tained from web sources. Based on previous scientific research,

we believe that it would be appropriate to examine individual

models, also in cooperation with the Question Answering

technique, to see if they are too biased toward certain types of

hate speech, such as racial or religious intolerance, sexism,

feminism, misogyny, etc., and could thus contain elements

of stereotypical expressions produced by the content creators

themselves, either in the form of blogs on various discussion

web forums or in the form of posts and comments on social

networks. We would also like to focus on the creation of

a corpus of text data for the detection of hate speech and

offensive language in the Slovak language.

From our point of view, an interesting possibility would

be to create a corpus similar to the StereoSet dataset for

the Slovak language, which is described in detail in studies

[14]. M. Nadeem et al. developed the Context Association

Test (CAT) to measure stereotype biases of pre-prepared

language models concerning their language modeling ability.

They created a dataset called StereoSet that contained 16,995

CATs to test for bias in four categories: gender, race, religion,

and professions. They showed that the current pre-trained

language model exhibits strong stereotypic biases and that the

best model is 27.0 ICAT points behind the idealistic language

model.

III. CONCLUSION

Based on the knowledge of the current state of the automatic

detection of hate speech and offensive language in social

networks, we want to focus our dissertation work on several

tasks. One of the tasks will be to analyze available language

models based on transformers and verify their applicability in

the automatic detection of hate speech and offensive language

in the Slovak language. The second task is to design and create

our database of hate speech and offensive language for the

Slovak language (benchmark dataset), especially to evaluate

language models from the point of view of their stereotypical

bias using standard evaluation measures. The third task is to

design and implement a new or modify existing approach to

the automatic detection of hate speech and offensive language

using transfer learning, based on the training of language

models for the task of text classification.
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Abstract—Mobile devices, autonomous vehicles and IoT in-
creasingly rely on artificial neural networks (ANNs) to execute
complex inference tasks. Constant execution of the entire neural
network on a mobile device can quickly deplete its battery or
become a burden for the integrated processor. Although task
offloading to edge servers may decrease the mobile device’s
computational load, unpredictable channel quality, network and
edge server load may lead to a significant delay in task execution.
Recent approaches based on split computing (SC) have been pro-
posed where the ANN is split into two models. A so-called head
model is running on the mobile device and a tail model, executing
on the edge server if available, possibly reducing bandwidth usage
as well as energy consumption. Existing research also suggests
presenting multiple “exits” earlier in the architecture, called early
exiting (EE), each providing increasingly higher target accuracy.
A trade-off between model accuracy and execution time can
be tuned according to the current requirements or application
demands.

Keywords—Artificial Neural Networks, Early Exit, Multi-
access Edge Computing, resource allocation, Split Computing

I. INTRODUCTION

Rapid evolution in computing systems has continuously
reduced their form factor from a room-size mainframe to
a miniature battery-powered Internet-of-Things (IoT) device
with centimeter/millimeter-scale size [1]. The miniature sys-
tem becomes an attractive monitoring solution by continuously
sending, receiving, and analyzing data in a feedback loop.
Analysis can be conducted either by humans or artificial
neural network (ANN), in near real-time or over a longer
period. With the proliferation of 5G mobile networks, various
immersive applications such as self-driving cars, smart homes,
smartwatches, virtual and augmented reality, and the industrial
IoT are penetrating into our daily routines. Within the IoT
category, Cisco estimated that the connected home applications
will have the largest share and connected car will be the fastest
growing application type [2]. Since most of these services
require the transmission of massive volumes of data and
extremely complex data processing in the cloud, the existing
network and cloud infrastructures are likely to be placed under
high pressure in the foreseeable future [3]. In recent reports,
Cisco has estimated approximately 20 zettabytes of yearly data
center traffic by 2021 [4].

II. RELATED WORKS

The high-rate and highly-reliable air interface allows to run
computing services of mobile devices at the remote cloud
data center, resulting in the research area called mobile cloud
computing [5]. One of the most important challenges in mobile
cloud computing is to address the contradiction between the
increasing complexity of mobile applications and the limited
local capabilities of mobile devices. A viable solution to this
challenge is to leverage cloud computing and execute mobile
applications remotely [6].

A traditional cloud computing paradigm, in which all
requests are processed at a number of large data centers
placed at multiple geographic locations around the world.
Thus, requests and responses are forwarded to a remote
server through multiple segments of the transport network
infrastructure. With the rapid increase in data volumes due to
rich multimedia applications and the deployment of massive
numbers of IoT devices, the transmission of context-aware
traffic from multiple areas to the same remote cloud servers
is expected to occupy a sufficient share of the total network
traffic to negatively impact network efficiency [3].

Therefore, there are pressing needs to redesign the cloud ar-
chitecture to serve the mobile workloads with better efficiency
and scalability. Recent research efforts propose to deploy an
intermediate cloud layer, so-called cloudlets, at the network
edge [6].

A. Edge computing

Satyanarayan et al. [7], [8] introduced the concept of
cloudlet as the middle layer in a three-tier architecture con-
sisting of an end-device, an edge cloud platform, i.e., cloudlet,
and a centralized datacenter. The objective of cloudlet is to
extend the remote datacenter cloud services in close proximity
to the end users. Cloudlet is viewed as a trusted and resource-
rich node with stable Internet connectivity, offering computing
as well as access and storage resources to nearby mobile
devices. It was proposed as an edge cloud node, which can
reside in community places [9]. The researchers chose the
first layer of the cloudlet design as a new way of offloading
computationally demanding and time-critical tasks, which was
named edge computing (EC). As shown in Figure 1, edge
computing focuses on task computation on the first cloudlet
note - the closest to user. Since the distance between mobile
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Fig. 1. Multi-tier edge computing diagram of users requesting service by
cloudlets at the edge and middle-tier locations of the network [10].

devices and the cloud is shortened, the expensive cloud-to-
edge data transmission costs and the network latency accessing
cloud computing services could be significantly reduced.

Autonomous vehicles are an example of how can edge
computing and IoT work together. An autonomous vehicle
needs to collect and process real-time data about traffic,
pedestrians, street signs and stop lights, as well as monitor the
vehicle’s systems. Sending, processing and receiving data from
the remote cloud would take too long, if the vehicle needed
to stop or turn quickly to avoid an unexpected obstacle. EC
brings cloud computing services geographically closer to the
vehicle, allowing the sensors in the vehicle to offload tasks to
avoid an accident.

The European Telecommunications Standards Institute pro-
vided a concept of multi-access edge computing (MEC) [11].
In the MEC architecture, distributed edge servers are located
at the network edge to provide computing capabilities and
IT services with high bandwidth and real-time processing.
Edge servers become the third offloading location of compute-
intensive tasks in addition to end devices and cloud. However,
due to edge servers’ restricted computing capability, they
cannot completely take place of cloud servers [12]. The perfor-
mance of the services deployed on edge servers is dependant
on edge network density, measured by the average number of
links per edge server, allowing edge servers’ to collaborate. In
general, a high network density connects edge servers to many
other edge servers and allows them to utilize more system
resources through collaboration. This allows for high service
performance because it enables low-latency messaging and
data transmissions between edge servers [13].

However, canonical EC does not consider that the quality
and availability of wireless links can suddenly fluctuate due to
the presence of constantly changing noise levels and interfer-
ence patterns, which may impair performance in latency-bound
applications. For instance, TCP protocol interactions triggered
by mobility and impaired propagation have been proven to
induce erratic capacity patterns even in high-capacity 5G links
[14]. Furthermore, most IoT devices do not support high data
rates and instead rely solely on lower-power technologies such
as LoRa or Wi-Fi. The severe offloading limitations of some
mobile devices, coupled with the instability of the wireless
channel and limited resource allocation of edge servers, imply
that the amount of data offloaded to edge should be decreased
as much as possible, while at the same time keep the result
accuracy as close as possible to the original. For this reason,

split computing (SC) [15] and early exiting (EE) strategies
[16] have been proposed to provide an intermediate option
between EC and local computing [17].

B. Split computing

One of the most common compute-intensive tasks is deep
neural network (DNN) inference. A DNN is an ANN with
multiple hidden layers between the input and output layers. As
DNN-based classifiers improve their predictive accuracy, mo-
bile applications such as speech recognition in smartphones,
real-time unmanned navigation and drone-based surveillance
are increasingly using DNNs to perform complex inference
tasks [17]. On this type of task, many researchers study
specialized computation offloading strategies. Kang et al. [15]
proposes Neurosurgeon for DNN offloading. Neurosurgeon
divides DNN into two parts, essentially splitting the model
in half, while the architecture and weights of the head and tail
model are exactly the same as in the original model. One part
runs at end devices locally and the other runs at the cloud.
This simple approach preserves accuracy but allocates part of
the execution to the mobile device, whose computing power is
expected to be smaller than that of the edge server, so that the
total execution time may be larger while preserving battery
life. The neurosurgeon method reduces the calculation at end
devices, trying to find a balanced point between computation
and transmission time [12]. Inference time in SC is the sum
of processing time on mobile device, delay of communication
between mobile device and edge server (uplink of the task), the
processing time on edge server and delay of response between
edge server and mobile device (receiving of the solution).

Inference on edge can be achieved either by running compu-
tations on CPU or on hardware accelerators, such as dedicated
GPU, GPGPU, DSP or using dedicated neural processing
engines. The benefits and demand for on-device machine
learning is driving modern phones to have dedicated neural
engine or tensor processing units. For example, Apple iOS
15 will support on-device speech recognition for iPhones with
Apple neural engine [18].

Splitting model accomplishes a task-oriented compression
guarantying a higher degree of privacy compared to sending
sensor data directly to edge server. As a matter of fact, no
encryption is necessary as the representation (output from
neural network) may lack information needed to fully recon-
struct the original input data, further reducing the load on end
device. The main objective of SC is achieving distribution of
computing load among a mobile device and edge server and
establishes a task-oriented compression to reduce data transfer
delays.

In order to reduce load on edge servers a novel approach
to modeling a deep neural network can interrupt inference if
the confidence level of neural network is high enough that
additional computation would be almost meaningless.

C. Early Exiting

Another approach to enable mobile computing is referred
to early exiting. A conventional neural network inference is
performed with the same operation regardless of whether the
image is easy to classify or difficult. The core idea of EE,
first proposed in Teerapittayanon et al. [16], is to circumvent
the need to make DNN models smaller by introducing early
exits in the DNN, where execution is terminated at the first
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exit achieving the desired confidence on the input sample.
For instance, some samples in test datasets (and in real-world
problems) will be easy for a DNN model, but others may
not be, depending on ML models we use. Thus, EE ends the
inference process with fewer transforms (layers) for such easy
samples so that the overall inference time and computation
cost are reduced [17]. This means that the added capacity
is redundant for those samples. Each inference data (e.g., an
image) is processed sequentially by the N-1 early exits until
an inference result with sufficient confidence is obtained. It
is also possible that none of the early exits is able to obtain
a reliable inference result, and in this case, the accuracy is
determined by the last (Nth) exit [19].

Teerapittayanon et al. [20] also applies this idea to mobile-
edge-cloud computing systems, where the smallest neural
model is allocated to the mobile device. If a confidence
threshold for the input is not reached, the intermediate output
is forwarded to the edge server, where inference will continue
using a mid-sized neural model with another exit. Lastly,
intermediate layer’s output is forwarded to the cloud, which
executes the largest neural model, if the output still does not
reach the target confidence.

Figure 2 provides an overview of local, edge, split comput-
ing and early-exit models, which are the main computational
paradigms discussed in the paper.

Fig. 2. Overview of (a) local, (b) edge, (c) split computing, and (d) early
exiting: image classification as an example [17].

To achieve more efficient inference without significantly
sacrificing the accuracy of the original model, the system needs
to find balance between classifiers. As recent studies introduce
multiple early exits to a model at different stages, such
optimizations is challenging [17]. The higher the confidence
values of the early classifiers is set, the more samples will not
be stopped at the end device. The system needs to find balance
between overall accuracy and amount of data sent to the edge
node.

D. Advantages and disadvantages

The advantages of executing compute-intensive tasks on end
devices are twofold. On the one hand, sensor data, e.g., image,
audio and video, are generated at end devices. Processing
data locally on end devices can avoid time-consuming data
transmission and reduce heavy bandwidth consumption, com-
pared to sending these data to the cloud server. On the other
hand, some tasks are sensitive to latency and the execution
result can be out of date if being late. In some cases, e.g.,

face recognition applications, high latency can result in poor
user experience. The unreliable and delay-significant wide-
area connection can be problematic if computation tasks are
to be offloaded to the cloud or the network edge. Therefore,
executing compute-intensive tasks on end devices is a potential
solution to lower end-to-end latency.

E. Performance analysis of EE model

The first model using early exists was BranchyNet [16] used
for image classification of CIFAR-10 and MNIST datasets.
Early exists were used to improve inference time and reduce
the number of samples for every stage of the neural network.
LeNet evaluated on MNIST dataset achieved early exit sample
percentage of 94.3% and only 5.63% samples needed to be
processed by whole network. AlexNet implementation evalu-
ated on CIFAR-10 dataset had two early exits accomplishing
first early exit sample percentage of 65.6%, second EE of
25.2% and only 9.2% used whole networks’ layers. Exiting
these samples early translate to CPU/GPU speedup gains of
5.4/4.7x over LeNet, 1.5/2.4x over AlexNet [16]. The need to
send only a small percentage of samples to edge node could
improve it’s availability and ultimately reduce the power cost
of sending and receiving data from the network.

III. RESEARCH CHALLENGES

Existing studies of MEC infrastructure focus on the place-
ment of edge servers across optional locations to achieve
various optimization objectives, e.g., minimum edge server
deployment cost [21], cost-effective resource allocation [3],
spot pricing [10], maximum user coverage, maximum edge
network robustness, etc. However, the importance of EC node
availability in split computing scenarios and scenarios with EC
node outage is neglected. None of the models in the survey
[17] used split models of motion detection and/or prediction.
Autonomous vehicles are an example why motion detection is
so important to path planning and decision making.

Motion detection is important in path planning and decision-
making for autonomous vehicles because an autonomous
vehicle needs to collect and process real-time motion data,
preferably from cameras, and find a solution (the path) in
a timely fashion. By detecting and analyzing the motion of
objects in its surroundings, the vehicle can make informed
decisions about its trajectory and avoid potential collisions.
Motion detection helps the vehicle to understand the move-
ments of other objects, such as pedestrians and other vehicles,
and to plan its own movements accordingly. This is critical
for ensuring the safety of passengers and other road users.
Existing Mobile Edge Computing (MEC) infrastructure place-
ment models address the importance of motion detection in
distributed computing scenarios by considering the mobility
patterns and traffic demand of mobile devices. For instance,
some models take into account the spatial and temporal
correlations of the motion data generated by the devices, and
use this information to optimize the placement of MEC servers
[22].

Unsolved problems in SC and EE include:

1) Optimization of computation distribution: While Split
Computing offers advantages in terms of reducing the
workload on central servers, it can also introduce com-
plexities in terms of how computations are distributed
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across multiple devices. Optimization of this process
remains an active area of research.

2) Resource allocation: Allocating resources among dif-
ferent computing devices is a challenging problem in
Split Computing. Determining the optimal allocation
of resources to each device requires the consideration
of several factors, such as device capabilities, network
bandwidth, and the type of computation being per-
formed.

3) Security: Split Computing introduces new security con-
cerns, particularly in terms of data privacy and confiden-
tiality. Ensuring that data has not been tampered with
when being transmitted between devices is a key area
of research.

4) Fault tolerance: When multiple devices are involved in a
computation, there is an increased risk of device failure.
Developing strategies for detecting and responding to
device failures is an ongoing area of research.

5) Incorporating multiple exit points: Most current early
exit models use a single exit point, but incorporating
multiple exit points is an area of active research. Deter-
mining the optimal number and placement of exit points
can be challenging and may depend on the specific
application.

6) Optimization of the early exit criteria: Determining the
optimal criteria for making an early exit decision is an
active area of research. The criteria used to determine
whether a prediction should be made early or not can
have a significant impact on the overall performance of
the model.

7) Generalization to different datasets: Early exit models
can be particularly sensitive to imbalanced data, where
there are unequal numbers of examples in different
classes. Changes in the distribution of the data, can make
it challenging for model to generalize to new datasets.
Developing strategies for handling imbalanced data and
improving the generalization in early exit models is an
ongoing area of research.

Solvability of these problems is dependant on their nature,
some of them are likely solvable with further research and
development. For example, optimization of computation dis-
tribution, resource allocation and optimization of the early exit
criteria are problems that are likely solvable with continued re-
search and development, while models incorporating multiple
exit points already exist. On the other hand, security, fault
tolerance and generalization to different datasets are problems
that may be more challenging to solve completely, as they are
affected by a wide range of factors that are difficult to control
completely.

Existing research from Matsubara et al. suggests further
research to focus on:

1) Evaluation of SC and EE in more practical settings:
Create a SC ANN model an evaluate the SC and EE
performance on a real-world device, not on a dataset.

2) Optimization of bottleneck design and placement in
SC: Evaluate bottleneck data size (or compression rate),
complexity of head model executed on mobile device,
and resulting model accuracy (as higher compression
rate may impact accuracy significantly).

3) Dynamic control of exits in EE: Although Ju et al.
[23] proposed dynamic early exit scheduling through

contextual bandits, more research should be done is this
area.

4) Expanding the Application Domain of SC and EE to
include more types of ANNs, i.e. natural language
processing or health monitoring as these tasks are much
more sensitive to prediction accuracy and average infer-
ence time.

Although extensive research studies have been done in the
area of placement of EE, novel approach to early exit modeling
is to place EE as close to end of the head model as possible
and save results from EE even if they are of lower accuracy
than large model could deliver. Results can be saved and
used if edge server is unresponsive, task timeout occurs or
is communication interrupted. In case of server response the
response is used and the difference in prediction output can
be logged to be used for model improvement by training. PhD
dissertation work will be focused on researching application
of a SC ANN model in area of Two Generals’ Problem -
networking.

IV. CONCLUSION

IoT devices such as smartphones and drones have now
become an integral part of our daily lives. These devices
increasingly utilize artificial neural networks to execute com-
plex inference tasks such as image classification and speech
recognition, among others. Split computing and early exiting
are new paradigms gaining attention from many researches
focused on specialized computation offloading strategies. The
paper also provides a set of compelling research challenges
that could improve existing work in the field.
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Abstract—Camera systems and connected computers can col-
lect and process data suitable for the intelligent transportation
system. Motion detection and object tracking algorithms im-
plemented in the camera system can count and categorize the
vehicles on the highway. Our research focuses on using traditional
computer vision methods, enabling us to use their computation
on edge computing in devices such as microcontrollers or single-
board computers. We focused on analyzing and implementing
service-oriented architectures for reliable computation distribu-
tion of computer vision methods.
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I. INTRODUCTION

We use motion detection and object tracking to analyze

the activity on the road. The observation process of motion

detection and object tracking is possible with cameras or

intrusive sensors such as inductive loops or magnetometers.

The intrusive sensors are very accurate for vehicle motion

detection and vehicle categorization. These sensors installation

is costly and also increases the maintenance cost. The camera

system also can detect the vehicle’s motion and categorize

them as well as observe the vector of the vehicle’s movement

(Object Tracking) and automatically processes the license

plates with ALPR (automatic license plate recognition) system.

This paper will summarise the suitable architectures for

computer vision methods in intelligent transportation systems.

After analyzing suitable architectures of computer vision

methods deployment, we will analyze the suitable camera

surveillance systems connected to edge devices such as mi-

crocontrollers (MCU) or single-board computers (SBC).

II. THE INITIAL STATUS

In the previous analysis [1], we focused on the methods used

in computer vision for motion detection and object-tracking

problem in an intelligent transportation system. To solve

motion detection and object tracking tasks via camera systems,

we can use traditional computer vision or deep learning-

based approaches [2]. The research challenge in optimizing

the suitable one depends on the computational architecture.

The complexity of the computer vision methods impacts the

computational power and implementation time [3]. The deep

learning (DL) approach is more suitable for complex prob-

lems that lack deep domain knowledge with extensive dataset

collection, as well as having much computational power for

the training and deployment of the DL model. The traditional

approach is suitable for using domain knowledge to extract

key classification features [4].

We want to divide feature extraction steps in motion de-

tection, object-tracking, and ALPR methods into independent

services and plugins from the view of the software product.

Independent services could be deployable across many com-

putation nodes, enabling us to distribute the services between

edge, fog, and cloud depending on their computation com-

plexity. The optimal computation distribution between edge,

fog, and cloud computing relies on the power of SBC/MCU

or desktop/server computers as well as the communication

protocols from the software and hardware layers. Our research

focuses on choosing the optimal communication method be-

tween computation nodes for service deployment and finding

the suitable power of SBC/MCU for using these services.

III. THE TASKS SOLVED IN PREVIOUS YEAR

Our research focuses on using traditional computer vision

methods because it enables them to be deployable in various

SBC/MCU. Motion detection and object-tracking tasks have

appropriate complexity to solve with the traditional computer

vision method. We tested edge detectors combined with tem-

plate matching to solve ALPR tasks and vehicle detection

and counting. The measured computational consumption of

mentioned methods is suitable for SBC/MCU like STM32

Nucleo or Raspberry Pi.

A. The architectures overview

We can divide the camera surveillance system into static

and dynamic. The static surveillance system prefers wired

connection between cameras and computers. This type of

connection is selected in static highway tolls because electric

power and optical fiber are available on highway roads [5].

Outside of the highways, the police also use the mobile camera

system for ALPR or object-tracking purposes via drones. The

drone is an example of a dynamic camera surveillance system

because the video transmission is wireless, and the camera

in the drone can change its position [6]. We describe the

advantages and disadvantages of dynamic or static camera

systems.

We analyzed many architectures for the smart surveillance

system in intelligent transportation systems via drones [7] or

static highway tolls [8], and IoT techniques [9], [10].

The analyzed computational architectures in the previous

year inspired us to propose, implement and test our archi-

tecture shown in Fig 1. We used a combination of many

SBCs to preprocess image data for motion detection via a

background subtractor. The background subtractor crops the

image in the area of movement. The SBC with implemented
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Fig. 1. The implemented architecture in our research

background subtractor sends the cropped image to another

SBC via REST API protocol encoded with base64 format.

The second SBC holds saved the template collection used for

the vehicle classification via the template matching method.

The template matching method calculates the probability of

the occurrence of the template object in the cropped image.

We use a license plate as a template collection because every

vehicle has to carry them. If the template matching shows

the probability of occurrence of a license plate of more than

80%, we classify the vehicle’s presence in the cropped image.

After the positive classification of the vehicle, we send a signal

to the third SBC to run the MOSSE tracker to calculate the

movement vector. The calculated and gained information are

sent to the fog or cloud computing.

B. Services and plugins

The applications can be developed by monolithic architec-

ture or service-oriented architecture. The monolithic architec-

ture defines the creation of the application in one programming

language, and the software based on this architecture does

not use any computational distribution. The complex software

created with the monolithic architecture requires powerful

hardware. In the service-oriented architecture, the program-

mers compose the software from independent microservices

that can be created from various programming languages,

enabling the distribution of the microservices across many

computational devices [11].

Each device can represent a computational node responsible

for a particular algorithm or method. We focus on the computer

vision methods deployed on the SBC or MCU. The SBC

and MCU have limited computational resources, and com-

plex computer vision programs require powerful hardware or

some computational distribution across several low-powerful

devices. Therefore we propose to research the service-oriented

architecture deployment of computer vision methods and al-

gorithms into SBC or MCU.

The service-oriented architecture we tried to applicate in

the ALPR system on the highway toll. The motion detection

algorithm runs on low-powerful SBC. This SBC takes a

photo from a highway toll’s video stream when it detects the

vehicle’s motion. The photo is processed and sent to the other

device via HTTP protocol. That device has implemented an

OCR neural network model that requires more computational

time to read characters from the license plate.

We also implemented another plugin that counts vehicles in

the selected road sections. The plugin counts vehicles with a

motion detection algorithm based on the Canny edge detector

and background subtractor. The SBC uses this plugin, where

the SBC connected directly to the camera counts the vehicles.

This SBC sends the count of the vehicles to the fog or

cloud computing layer for the following analysis tasks. The

object tracker microservice implemented in the other SBC also

estimates a vector of movement of the observed vehicles and

sends the direction information to the fog or cloud computers.

IV. FUTURE WORK

This paper describes the service-oriented architectures that

were used in our following research. Our research will focus

on motion detection and object-tracking methods sensed from

cameras on highway tolls via services and plugins.

We want to prove that the intelligent sensor system based

on the combination of MCU/SBC, camera system and suitable

computer vision methods can replace intrusive sensors for

motion detection and object tracking tasks in the intelligent

transportation system.

The testing of various MCU/SBCs shows which computer

vision methods (traditional or DL based) are the optimal

solution for making the intelligent sensor system. The intelli-

gent sensor system will focus on motion detection and object

tracking used for intelligent transportation system purposes.
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Abstract—Models of cosmic rays distribution in the heliosphere
are rarely published, with only two public implementations
available - Geliosphere and SolarProp. Development of these
models is very demanding on computing resources. To support
the development of heliospheric models, we introduced the design
of an optimization flow of tool for automated optimization and
parallelization. We’ve found several flaws in the original design.
This paper presents an updated design of the tool and verification
method based on a prototype, which was able to produce efficient
parallel GPU implementation.

Keywords—Automated optimization, domain-specific lan-
guages, heliosphere, GPGPU

I. INTRODUCTION

Multiple authors and collaborations develop models of cos-

mic rays distribution in the heliosphere. Despite of interest

of the scientific community, only two public implementations

of models are open-source and available to the public, SO-

LARPROP [1] and Geliosphere [2]. Development of models

of cosmic rays distribution in the heliosphere is a slow process,

especially verification of the implementation of the model can

last days to get enough quantity of registered particles [3] to

render a spectrum with 1% error on low energies. In [4] we

presented the concept of a tool for automated optimization

and parallelization in the heliospheric field. In this paper,

we present a corrected version of the concept along with

results from the prototype focused on basic optimization and

parallelization in GPU implementation.

II. ORIGINAL DESIGN OF TOOL

Figure 1 presents the original design of optimization flow

in a tool for automated optimization and parallelization in the

heliospheric field. Flow is based on a genetic algorithm defined

by Koza in [5]. For further clarification, in this design, we use

recommendation as a word expressing changes, which should

be applied to the domain model. Flow [4] can be divided into

the following steps:

• Transformation of source code into domain model - input

source code is transformed into the domain model, which

allows easier manipulation in the further dynamic and

static analysis,

• Static analysis - analysis generating recommendations

based on the state of the domain model,

• Dynamic analysis - analysis generating recommendations

based on output from external tools,

• Generate generation of programs based on recommenda-

tions - generator should take all recommendations and

generate programs from the domain model with the

combination of all non-conflicting recommendations,

• Evaluation of generation of programs - two forms were

presented, evaluation based on execution time and eval-

uation based on external tools,

• Filter results - filter should have access to all evaluation

data, to ensure the selection of the best fitting program

or to create a new generation.

Fig. 1. Original design of optimization flow in tool for automated optimiza-
tion and parallelization in heliospheric field [4]

During the further design of the tool, we encountered the

following issues:

• Incorrect placement of dynamic analysis - dynamic anal-

ysis is based on output from external tools. Separation

of dynamic analysis from the execution of external tools

can complicate further extension of dynamic analysis,

• Inaccurate definition of input format and design - input

format can be considered as an implementation detail,

however, we should specify if we want to use domain-

specific or general-purpose language,

• Incorrect availability to proceed from generating genera-
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tion of programs into the best fitting program - responsi-

bility to select the best fitting program should only belong

to the filter step.

III. UPDATED DESIGN OF TOOL

In section II we described several flaws contained in the

original design of the tool. Figure 2 presents the updated

design of optimization flow in a tool for automated optimiza-

tion and parallelization in the heliospheric field, which reflects

these flaws.

Fig. 2. Updated design of optimization flow in tool for automated optimiza-
tion and parallelization in heliospheric field

The original design did not specify the definition of input.

Usage of general-purpose languages can be difficult, especially

in cases when we want to generate a program for another

platform like GPU. The definition of domain-specific language

is also more suitable for support of specific functionality

needed in the heliospheric field, such as the injection of initial

kinetic energy. This design change is reflected in the first step

of the updated optimization flow presented in Figure 2.

The placement of the dynamic analysis step in the original

design is problematic from two perspectives - separation of

external tools as presented in section II and needed time for

execution for each generated program from generation. The

main idea of the presented tool is to utilize genetic-based

algorithms to generate every program contained in generation

based on combinations of these recommendations from static

and dynamic analysis. An increased number of generated

recommendations would significantly increase the execution

time of the evaluation step.

Newly placed dynamic analysis as shown in Figure 2 is

executed after the generated of programs. This allows us to

utilize produced recommendations for evaluation of programs

and filter. One of such examples which demonstrates ability

to utilize output from recommendations is memory allocation

on GPU platform. Evaluation and filter can reduce number of

further evaluated programs based on memory allocation, e.g.

if multiple programs use local memory and some programs do

not, we can filter out programs which utilize local memory.

Filter is responsible for final decision, if program can be

optimized further or it is not possible to optimize it further

because of time constraints etc.. Input for the filter are recom-

mendations for every program from dynamic analysis. Based

on recommendations, filter will decide, programs filtered out.

IV. VERIFICATION

Updated design of optimization flow in tool for automated

optimization and parallelization in heliospheric field presented

in section III should fix flaws that existed in original design.

For verification, we decided to implement simple prototype

of tool for automated optimization and parallelization in

heliospheric field for GPU platform.

Prototype contained essential logic for parsing domain-

specific language, logic for evaluating available platform, static

analysis, generator of programs, dynamic analysis (such as

calculation number of threads) and evaluation of programs for

GPU platform.

For evaluation of functionality of tool, we decided to imple-

ment simple 1D backward-in-time model from Geliosphere in

input domain-specific and compare execution times. Execution

time of implementation of 1D backward-in-time model for 117

millions of testing particles in Geliosphere was 3.75 minutes,

while execution time of generated code was 3.5 minutes.

Proven difference between execution times is caused by a bit

different approach to decomposition and logging, which is not

present in generated code.

V. FURTHER RESEARCH DIRECTIONS

Verification of optimization flow proved that tool for auto-

mated optimization and parallelization in heliospheric field can

useful and generate efficient as code as we did in Geliosphere.

In further research, we want to focus on various evaluation

and dynamic analysis approaches. Original design suggested

implementation of filter based on execution times. With

increased number of types of static and dynamic analysis

execution times for every program in generation can last

hours. Usage of alternative approaches can significantly reduce

number of mutations in generation, which should be executed

and evaluated based on execution time.
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Abstract4This article is devoted to the topic of explainability 

and interpretability. Basic definitions and division of methods 

according to various criteria are mentioned. However, in order to 

create a high-quality methodology for choosing a suitable 

explainability method, it is not enough to know the specification of 

the methods, but it is also necessary to take into account other 

aspects, such as user role, domain and task type. 
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I. INTRODUCTION 

Artificial intelligence (AI) has affected many areas of our 

lives. Systems using AI have reached a level where almost no 

human intervention is required in their design and deployment, 

and they achieve better results than a human. Decisions derived 

from such systems can directly affect people, e.g. in medicine, 

transport or defence. The danger lies in creating and using 

decisions that are not justifiable, legitimate, or that simply do 

not allow obtaining a detailed explanation of their behavior [1]. 

There is a need to better understand the functioning of such 

models and their results. Improving the understanding of the 

system can also lead to correcting its shortcomings. 

Explainable artificial intelligence (XAI) has seen significant 

growth over the past few years precisely because of the need 

for greater acceptance of these systems by humans. 

Researchers often use the terms interpretability and 

explainability interchangeably. But there is also a group of 

researchers who identify their differences and distinguish 

between these two terms. There is no specific mathematical 

definition of interpretability or explainability [2]. Miller 

defines interpretability as the degree to which one can 

understand the reason for a decision [3]. Explainability is 

described as the generation of post hoc explanations for black 

box models [1]. 

In recent years, several methods have been proposed to 

explain machine learning models [1], [2]. The differences 

between these methods are in the input data, the output, and the 

way these explanations are generated, so they can be more or 

less suitable for a particular use case and user. The aim of this 

article is to outline a suitable methodology for selecting 

explainability methods. 

The article is structured as follows. The next section 

describes the importance of explainability. Then section 3 

describes the types of explainability methods from a technical 

point of view. The fourth part is devoted to different approaches 

to the methodology of method selection. The final fifth chapter 

describes our approach to research and design of a new 

methodology.  

II. NEEDS OF EXPLAINABILITY 

There is a trade-off between the accuracy of a machine 

learning model and its ability to produce explainable and 

interpretable predictions. On the one hand, there are black box 

models that include deep learning [3] and ensembles [4]. Deep 

neural networks contain hundreds of layers and millions of 

parameters, making them considered complex models. On the 

other hand, there are white box or glass box models. These 

provide interpretable results - with common examples 

including linear models [5] and decision tree-based models [6]. 

Although these models are better explainable and interpretable, 

they are not as powerful and do not achieve comparable 

accuracy compared to the previous ones. Fig. 1 shows the 

trade-off between accuracy and interpretability of machine 

learning algorithms. 

Users often doubt the decisions suggested by systems using 

machine learning. In some cases, they oppose the decision of 

the model because their inference mechanisms are opaque, non-

intuitive and incomprehensible to humans.  

 
 

Fig. 1  The trade-off between accuracy and interpretability according to the 

characteristics of individual models [7]. 
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The importance of explainability depends on the particular 

use case in the application domain. Adadi and Berrada [8] 

summarized the articles and formulated four motivations for 

explainability:  

1. to justify decisions and respect the "right to 

explanation",  

2. to allow the user control by identifying and correcting 

errors,  

3. to help improve models by knowing why a certain 

output was produced, and  

4. to gain new knowledge by examining learned 

prediction strategies. 

Doshi-Velez and Kim [9] identified requirements in their 

research that can be optimized through interpretability and 

explainability: 

" Fairness 3 it aims to make predictions unbiased and not 

discriminate against any group of people. 

" Privacy 3 ensure that sensitive information is protected. 

" Reliability/Robustness 3 guarantee that small changes in 

the input data do not cause large changes in the 

prediction. 

" Causality - ensure that only causal relationships are 

picked up. 

" Trust 3 it is easier for humans to trust a system that 

explains its decisions rather than a black box that just 

outputs the decision itself. 

In the research [10], the authors expanded the list of user 

requirements that can be fulfilled using explainability 

methodss, e.g. acceptance, confidence, debugability, legal 

compliance, usability and others. 

III. TECHNICAL TAXONOMY OF INTERPRETABILITY METHODS 

There are several criteria according to which explanation 

methods and techniques can be classified from a technical point 

of view. A summary of this division is shown in Fig. 2. 

A. Intrinsic vs. Post hoc 

The first criterion is intrinsic vs. post hoc. This criterion 

distinguishes whether the interpretability is achieved through 

restrictions placed on the complexity of the model (intrinsic) or 

if it is a method that analyzes the model only after training (post 

hoc) [11]. 

Simple models that are interpretable due to their simple 

structure, such as decision trees or linear models belong to the 

intrinsic group. Internal interpretability is also defined as the 

transparency of the model and describes how the model works 

[12]. 

Post hoc interpretability refers to explanatory methods that 

are applied after the model has been trained. Post hoc methods 

include techniques used to convert an uninterpretable model 

into an explainable one. 

B. Model-specific vs. model-agnostic 

Model-specific interpretation methods are limited to specific 

models. Each method is based on the internal properties of the 

model. 

Model-agnostic methods are applicable to any machine 

learning model after it has been trained. These methods analyze 

input and output pairs of models. These methods do not have 

access to the inner workings of the model. 

C. Local vs. global 

If a method explains an individual prediction, it is a local 

method. They usually approximate the behavior of the model 

around the instance the user wants to explain in order to get 

information about how the model works. 

Global methods describe the average behavior of the entire 

model. These methods are often expressed as expected values 

based on the distribution of the data. They are especially useful 

when we want to debug the model. 

D. Input and output data 

Along with the main concepts, stages and extents of 

explainability, input and output formats have also been found 

to be important in the development of XAI methods [13] 3 [15]. 

Explainable methods differ when learning different types of 

input data such as images, numbers, texts, etc. At the same time, 

the different forms of explanation vary depending on the 

circumstances and expertise of the end users. The most 

common forms of explanations are numerical, rules, textual, 

visual and mixed. 

IV. DIFFERENT METHODOLOGIES OF EXPLAINABLE AI 

With the increase in popularity of explainable methods, their 

number also increases and it is more difficult to navigate in 

them. How to find out which method to choose for a specific 

task? Currently, several solutions have been offered by experts. 

The basic pillar is the knowledge of technical taxonomy 

described in the previous section. 

The taxonomy of existing machine learning interpretability 

methods proposed by Linardatos, Papastefanopoulos and 

Kotsiantis [16] for a multi-perspective comparison identifies 

four main categories for interpretability methods: methods to 

explain complex black-box models, methods to build white-

box models, methods that promote fairness and limit the 

existence of discrimination, and finally methods for sensitivity 

analysis model predictions. Interpretation methods to explain 

deep learning models mostly apply to image classification and 

create saliency maps that highlight the influence of different 

image regions. The second group of methods that create white 

box models includes, in addition to linear models, decision 

trees and rule-based models, other more complex and 

sophisticated models that are equally transparent. Fairness is a 

sub-domain of machine learning interpretability that focuses 

solely on the social and ethical impact of machine learning 

algorithms by evaluating them in terms impartiality and 

discrimination. The study of fairness in machine learning is 

becoming broader and more diverse. The last category is 

 

Fig. 2 Taxonomy of methods from technical view 
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sensitivity analysis, which has seen an increase in the last few 

years. Numerous methods have been developed to create 

counterexamples, some of which focus on a more general 

environment, while others are tailored to specific types of data. 

The disadvantage of the proposed taxonomy is its focus only 

from the point of view of models. 

Map of explainable approaches was was created as another 

approach [17]. Authors have undertaken a survey to help 

industry practitioners and data scientists understand the field of 

explainable machine learning better and apply the right tools. 

In addition to the division of models into interpretable and 

opaque, they also addressed explainability categories and 

explainability principles, which are listed in Table 1. Looking 

at the different kinds of explanations, it is clear that each of 

them concerns a different aspect of explainability. This means 

that there is no one-size-fits-all approach. The aspects of the 

category of explainability and the principles of explainability 

are interesting in this solution. However, this taxonomy does 

not take into account the role of the user at all. 

The authors of the study [18] describe that it is necessary to 

create a methodology that would allow mapping the needs of 

users in explainability of machine learning models and the 

properties of individual methods. Based on previous work, they 

define a template that can be used to document both aspects. 

Different methods are introduced to elicit needs from 

stakeholders in a particular explainability use case. Most of 

them use an approach similar to the development of 

information systems and software development. Stakeholders 

can be categorized by their roles in the organization [19], their 

experience with machine learning [20], or a combination of the 

two [21]. We could also categorize the needs of interested 

parties. Some authors mention possible high-level 

explainability goals, such as model tuning, monitoring, etc. 

Other provide a list of more detailed needs such as privacy, 

fairness, legal compliance, etc. After documenting the needs of 

the stakeholders, it is necessary to confront them with the 

knowledge base of the detailed characteristics of the 

explanation method to select the most appropriate explanation 

methods. This approach represents an important principle of 

linking needs and concrete methods. It could also be enriched 

with other aspects such as type of tasks. 

V. OUR ONGOING AND FUTURE RESEARCH 

The authors of the research [22] focused on the analysis of 

various articles describing the use of XAI from a domain and 

task perspective. Fig. 3 shows the distribution of application 

domains for the 137 articles included in this research.  

Obviously, most XAI methods are developed to be domain 

agnostic. However, the largest use of XAI is in healthcare, 

which may be due to the requirement for an explanation from 

the end user's perspective. In healthcare, medical practitioners 

embrace evidence-based practice as the guiding principle, 

which combines the most up-to-date research with clinical 

knowledge and patient conditions. Implementing a non-

interpretable machine learning model in medicine raises legal 

and ethical issues [23]. 

It is clear that AI and ML methods are used for decision 

support systems in many application domains, and the need for 

XAI is high, as can be seen in Fig. 4, which describes the 

application tasks that occurred in the examined articles. 

application tasks  

The goal of our future research will be to propose a specific 

methodology that can guide in solving the explainability use 

case. The created methodology should include various aspects. 

In principle, each use case has three main parts: Who? What? 

How? 

" Who - focus on the type of user, his knowledge, 

limitations, domain, form of explanation, 

TABLE 1 

EXPLAINABLE CATEGORIES AND PRINCIPLES 

Explainable 

category 

Explainable principle 

Explanation by 

simplification 

Rule-based learner 

Decision tree 

Feature relevance 

explainations 

Influence functions 

Sensitivity 

Game theory inspired 

Interaction based 

Local explanations Rule-based learner 

Linear approximation 

Counterfactuals 

Visual explanations Sensitivity 

Dependency plots 

Explanation by 

simplification 

Rule-based learner 

Decision 

trees/prototypes 

Distillation 

Feature relevance Feature importance 

 

Fig. 4 Use of explainability methods in different domains [22] 

 

Fig. 3 Different application task for XAI methods [22] 
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applicability of explanation, etc. 

" What - user needs, task type. 

" How - technical parameters of methods, data types, 

evaluation. 

The resulting methodology must also be comprehensible and 

will be tested in several domains such as medicine, finance and 

social media. 
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Abstract—The extraction of relevant information from legal
documents, such as contracts and court opinions, using natural
language processing and machine learning techniques is an
essential task in the legal domain. By incorporating visual
features such as the structure of text and the type of font used,
the system can gain valuable insights into the meaning and
intent behind legal texts. The use of visual features can provide
additional information that cannot be obtained from textual or
semantic features alone, which can help the system to make better
predictions or decisions. The paper describes initial experiments
using machine learning techniques to identify entities in contracts
and proposes a plan for incorporating visual features into Natural
Language Processing (NLP) models.

Keywords—visual features, document layout analysis, informa-
tion extraction, named entity Recognition, legal processing

I. INTRODUCTION

Legal domain information extraction refers to the process

of automatically extracting relevant information from legal

documents using natural language processing and machine

learning techniques [1]. Information extraction in the legal

domain typically involves identifying named entities like par-

ties, dates, locations, and legal concepts, as well as extracting

relationships between them, such as obligations, prohibitions,

and rights [2]. This can be done by using named entity recog-

nition or relationship extraction. Legal domain information

extraction has a variety of practical applications, like contract

analysis [3], risk assesment [4], and classification of contract-

amendment relationships [5]. According to article [6], the

inclusion of page features such as header and footer informa-

tion, page numbers, and font styles during the preparation of

legal documents can enhance the precision of NLP algorithms

in categorizing and classifying text components. The reason

behind this is that page features can provide additional context

and information about the document’s content, thus enabling

NLP algorithms to more accurately comprehend the structure

and significance of the text. Layout analysis in genral involves

several tasks, including page segmentation, document structure

analysis, and content extraction [7]. Document layout analysis

can help improve information extraction by:

• Identifying regions of interest: By analyzing the layout

of a document, we can identify regions that are likely to

contain relevant information. This can help in directing

the information extraction process to focus on the relevant

parts of a document.

• Resolving ambiguities: Document layout analysis can

help resolve ambiguities in legal documents by identify-

ing the context in which certain terms or phrases appear.

• Handling tables and structured information: Tables and

other structured information are common in legal docu-

ments, and document layout analysis can help in identi-

fying the structure of such information.

The layout of a document can vary widely even within a

single domain, such as legal contracts. This variability can

be due to differences in the structure of the contract, the

formatting of the text, or the use of different legal terminology

or language.This variability can make it difficult to develop

NLP models that can accurately extract information from

contracts, since the models need to be able to recognize

and understand the different layouts and formatting used in

different contracts.

II. INITIAL EXPERIMENTS

Given that legal documents are often highly confidential,

we have used a publicly available source of contracts from

the Slovak Central Register of Contracts. Under the Slovak

Law of Free Access to Information, obligated entities such as

state authorities, municipalities, higher territorial units, as well

as legal and natural persons with the power to decide on the

rights and obligations in the field of public administration, are

required to upload contracts to this central registry of contracts.

Expanding on our earlier work [8], we have investigated

several approaches for recognizing legal entities in contracts,

such as employing rule-based entity labeling with regular

expressions and machine learning methods. For our machine

learning approach, we employed a Bi-Directional Long Short-

Term Memory (Bi-LSTM) model in combination with a Con-

ditional Random Field (CRF) layer. To prepare the dataset,

we manually labeled 4316 sentences extracted from 112 lease

contracts obtained from a registry. During the labeling process,

we focused on two entities: lessor and lessee. We used the

Inside-Outside-Beginning (IOB) format for tagging the entities

in the text. With the labeled data, we trained our Bi-LSTM-

CRF model. The trained model achieved an overall accuracy

of 0.81, with varying results across different classes. For the

’B-P’ class, which stands for the beginning of the lessor entity,

the model achieved 0.60 precision, 0.55 recall, and 0.57 F1-

score. For the ’B-N’ class, which represents the beginning of
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the lessee entity, the results were 0.75 precision, 0.68 recall,

and 0.71 F1-score. The registry under examination comprises

of two different types of PDF formats: textual and scanned.

In cases where the scanned contracts are processed, Optical

Character Recognition technology (OCR), such as Tesseract,

is utilized to convert the visual text into machine-readable

text. In these initial experiments, Tesseract 4.1.3 was used as

the OCR engine, which uses LSTM-based technology. Prior

to OCR, a preprocessing step of thresholding was performed

on the input images using OpenCV’s thresholding function.

This was done to improve the OCR results by enhancing the

contrast between the text and the background of the input

images. However, this process is not without its flaws and

resulted in the loss of crucial data due to the imperfect nature

of OCR technology. Furthermore, standard NLP techniques

that are applied to the plain text obtained from PDFs, do not

account for visual features, such as text intention or font style,

as well as the overall document layout and typography, that are

vital for humans to comprehend the contract effectively. We

postulate that incorporating these visual features into the entity

recognition process could potentially improve the accuracy of

the system.

After analyzing the existing research in the field, we have

made the decision to enhance the identification of entities in

contracts by incorporating visual characteristics of contract

documents during the feature engineering stage of our NLP

pipeline. However, this approach presents a number of chal-

lenges that must be addressed in our research plan.

III. PROPOSED PLAN

In order to put this plan into action, a potential strategy

would involve utilizing computer vision methodologies to ex-

tract visual characteristics from contracts, alongside extracting

machine-readable metadata from the contracts. The subsequent

stage would be to represent these features in a format that can

be leveraged by NLP algorithms, and then merge them with

NLP models to facilitate information extraction. This can be

accomplished through the inclusion of extracted visual features

as supplementary input characteristics to NLP models, or by

integrating computer vision and NLP models into a unified

deep learning architecture.

Fig. 1 shows a possible pipeline for case when a contract is

in textual PDF format. In this case PDF streams can be used to

obtain visual features during the feature extraction stage. PDF

stream is an object within the PDF file that contains binary

data. These streams are compressed to reduce file size, and

they need to be decoded and processed during PDF parsing.

PDF parsing libraries handle PDF streams by decoding and

extracting the relevant information [9]. This can include text,

images, and metadata, as well as other elements such as fonts,

colors, and document structure. Feature extraction is then

followed by incorporating these visual features into the NLP

model, to possibly improve the accuracy when identifying

legal entities within contracts.

Fig. 2 illustrates a potential pipeline for processing contracts

in image format. In this pipeline, we leverage all visual

elements of the contract through image processing techniques.

Computer vision can be used to segment regions of interest

containing key entities based on labeled images. This approach

is suitable for both scanned documents and text converted to

images. It is important to note that, particularly for scanned

Fig. 1. NLP pipeline for incorporating visual features from PDFs in textual
form

Fig. 2. Pipeline for extracting visual features in a way of image processing

documents, pre-processing is crucial to address issues such as

color imbalance, document rotation, and other similar errors

in the image processing stage.

It is possible to combine both approaches into a single

robust multimodal system. This unified pipeline can handle a

wider range of contract information and leverage the strengths

of both PDF parsing and computer vision techniques. Incorpo-

rating the extracted features from both pipelines into a single

NLP model which can be designed to handle the diverse set

of features can improve the accuracy when identifying legal

entities within contracts.
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Abstract4The demand for goods and services are increased 

rapidly in the past decade. To cope up with this demand, the 

industry has increased its production line, and similarly, the 

service industry has done a sizeable increment. This has created 

an immense burden on electrical utilities. However, another 

challenge for the utility industry is the new 2 pillars: digitization 

and climate change. A new phase of vehicles is also obliged to 

follow both pillars. Because of that many governments have 

undertaken in increasing the usage of EVs and their 

infrastructure. To support the overall demand for electricity and 

EVs charging infrastructure we have examined a couple of 

research papers and did research to understand the feasibility of 

renewable energy, battery storage system, and EVs charging 

infrastructure in the present grid. 

 
Keywords4digitization, Industrial distribution storage, 

renewable energy generation, Electric Vehicle (EVs), EVs 

infrastructure.  

 

I. INTRODUCTION 

Industries are in a phase of a new revolution, as per industry 

4.0. Industry 4.0 has replaced many manuals works with 

automation and robotics driven. Telecommunication network 

5G has enabled Future Cloud Infrastructure (FCI), digitization, 

and quantum computing. Not only this but also all 

manufacturing industry, service industry, and business profiles 

become swift and smooth. At the same time, the requirements 

for goods and services are also rising with the rise in population 

and their demand. New technology and demand simultaneously 

create huge challenges for the electrical industry to generate 

and supply electricity. 

 

Adding to it, the electrical industry is bound to adopt 

renewable energy generation due to the climate change 

resolution. Similarly, EV infrastructure is also on the verge of 

completely reforming the transportation industry. This cause 

further increases in electricity need. The task is not easy to 

fulfill this demand. As a consequence of which, consumers will 

have to participate in the distributed generation and storage 

facilities. Many governments are giving subsidiaries for 

installing rooftop photovoltaic at residential location usage of 

electric vehicles. However, research claims that distribution is 

very easily get damaged due to the random charging cycles of 

EVs and intermittent generation of grid-connected solar panels 

[1]. Compared to the residential distribution grid, the industrial 

grid is much more stable in operation. In the case of an electric 

vehicle charging system, the USA9s almost 73% of electric 
vehicle charging electricity can be fulfilled by the HV network 

[2]. According to Hardman et al, 15-20% of charging incidents 

are observed at the industrial network [3]. It can cover more 

with predictable expansion. This made me think to check the 

practicability of the industrial networks to include renewable 

generation, storage systems and EVs charging infrastructure. 

II. INDUSTRIAL INFRASTRUCTURE AND RESEARCH 

Industries work on very high-power ratings. Modern 
Industries are also designed in such a way that it is possible to 
have predictable expansion in their growth. Here the discussion 
topic is the readiness of the industrial grid for the upcoming big 
transformation towards renewable energy, zone-wise storage 
system, and electric vehicle charging infrastructure. In the 
technical term, we call it a smart grid. 

 
  The understanding of modeling, monitoring, and 

management of power dynamics in industrial grid systems is 
given by Nina F. in her research paper [4].  With an increase in 
industrial load, it is also a challenging task to do a loaded 
schedule. Research based on the generalized load scheduling 
by understanding the interdependencies of load sequence is 
presented in [5], and the well-structured framework is 
introduced for all kinds of industries.  

 
 Many industries are ready to accept new changes and aim 

to increase their dependencies on renewable generation at their 
own premises. A similar concept can be seen in one of Turkey9s 
biggest refinery plants, refinery has 5 MW of storage plant and 
10 MW of its own wind generation capacity [6]. One more big 
storage capacity system is available in Shenhua9s Wuhai coal 
mine site, which has a capacity of 3MW/2MWH [7].    

 
Mansour Alramlawi has demonstrated in his paper that 

industrial load under blackout conditions can also withstand 
with optimal support of PV, Diesel generators and battery 
storage systems [8]. Optimize methods are performed to 
minimize the power input from the diesel generator and 
maximize the utilization of PV.  
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As we are advancing towards the electric transportation 
system, more and more electric charging stations are also 
required in all stages (Residential charging, Commercial 
charging, public charging). The impact of this charging station 
in the present grid in the Czech Republic is given in the article 
[9].  

 
Many smart strategies are also introduced for charging 

electric vehicles in existing infrastructure [10,11,12]. The 
technical readiness of the industrial grid is quite high. It is also 
needed to consider that random charging methods of vehicles 
can disturb the balance of the industrial grid. However, if it is 
planned in an optimal way then it can serve several benefits as 
well. A comparable concept is introduced by Sheeraz Iqbal, 
where he talked about the G2V as well as the V2G concept and 
gave scenarios that how this technique adds the feature to the 
industrial grid for primary frequency control and congestion 
management [13]. The concept of finding the best possible 
location for electric vehicle charging infrastructure in an 
Industrial zone is possible with the genetic algorithm approach 
[14].  

 
To protect sensitive equipment in the industry, grid power 

quality must be very well practiced. Supportive information, 
where the stabilizing device is introduced to improvise the 
power quality and stability for the industrial as well as medium 
voltage grid [15].  

III. DISTRIBUTION GRID UNDERSTANDING  

We have tried to design a solution for the distribution (Low 

voltage) level before applying the concept to the medium and 

industrial level solution with renewables, grid storage and 

electric vehicle charging infrastructure.   

A.  Electrical Energy Flow Algorithm for Household, Street 

and 2 Battery charging in Smart Street Development [16] 

In this journal, we have simulated the street consisting of 6 

houses with different loads, different PV generation and 

different charging cycles for the electrical vehicle. The purpose 

of this journal was to understand the behavior of low-voltage 

grids while applying smart distribution strategies. The overall 

concept was presented with the Smart control panel for the 

house as well as the central distribution stage, 3 algorithms are 

introduced which help to take action for electricity as well as 

communication flow and maintain the stability in the grid.  

 

We have verified the Smart distribution structure with the 2 

different cases of the normal grid and Faulty grid. In both cases, 

the system has responded very well, and we manage to run the 

system independently from the utility grid even in peak hours.  

B.  Design of Management Systems for Smart Grid [17] 

 The article is designed to demonstrate 2-way energy and 

communication flow with the peer-to-peer exchange. There is 

a smart control panel between the consumer and utility 

connection which enables the consumer to participate actively 

in the energy market with renewable generation at the 

distribution side. Similar to a journal, in this management 

system also algorithm, is introduced and tested with two 

different case studies. The system has performed quite well 

with the designed structure and helps the user with their rights 

to use electricity on their own time. It has also benefited users 

to use electricity in peak time with a full load and cost saving. 

 
  

Fig. 1. Architecture Diagram of Power and Communication Flow [17] 

 

 
Fig. 2. Power exchange in wide network [17] 

 

Figure 1 show the architecture diagram used for power and 

communication flow in smart distribution management system. 

Figure 2 indicates peer-to-peer energy transfer as well 

exchange of electricity between two zones.   

IV. FUTURE SCOPE 

After understanding the overall industrial grid structure, and 

feasibility of expansion, the next steps are to create a complete 

simulation in MATLAB for the industrial zone by taking actual 

data of industries and adding a practical possible extension of 

PV generation as well storage units both zone and individual. 

This concept will be served with individual and zone-wise 

electrical charging infrastructure.  

I will also try to demonstrate the possibility of EV charging 

infrastructure in a present industrial grid with real-time data.      
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