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Prof. Ing. Daniela Perduková, PhD.
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Foreword

Dear Colleagues,

SCYR is a Scientific Event focused on exchange of information among young scientists
from Faculty of Electrical Engineering and Informatics at the Technical University of Košice
– series of annual events that was founded in 2000. Since 2000, the conference has been hos-
ted by FEI TUKE with rising technical level and unique multicultural atmosphere. Due to
COVID-19 lockdown, SCYR 2020 skipped the event and was published as Nonconference
Proceedings of Young Researchers. The primary aim, to provide a forum for dissemina-
tion of information and scientific results relating to research and development activities at the
Faculty of Electrical Engineering and Informatics, has been achieved. Approx. 73 participants,
mostly by doctoral categories, were active this year.

Faculty of Electrical Engineering and Informatics has a long tradition of students participa-
ting in skilled labor where they have to apply their theoretical knowledge. SCYR is opportunities
for doctoral and graduating students use this event to train their scientific knowledge exchange.
Nevertheless, the original goal is still to represent a forum for the exchange of information bet-
ween young scientists from academic communities on topics related to their experimental and
theoretical works in the very wide spread field of a wide spectrum of scientific disciplines like
informatics sciences and computer networks, cybernetics and intelligent systems, electrical and
electric power engineering and electronics.

Traditionally, contributions can be divided in 2 categories:

• Electrical & Electronics Engineering

• Information Technologies

with approx. 73 technical papers dealing with research results obtained mainly in university
environment. The results presented in papers demonstrated that the investigations being con-
ducted by young scientists are making a valuable contribution to the fulfillment of the tasks
set for science and technology at the Faculty of Electrical Engineering and Informatics at the
Technical University of Košice. Although we could not meet in person this year, we already
look forward to next year’s interesting scientific discussions among the junior researchers and
graduate students, and the representatives of the Faculty of Electrical Engineering and In-
formatics. This Scientific Network usually includes various research problems and education,
communication between young scientists and students, between students and professors.



We want to thank all authors for contributing to these proceedings with their high quality
manuscripts. We hope this proceedings constitutes a platform for a continual dialogue among
young scientists.

It is our pleasure and honor to express our gratitude to our co-organizers and to all friends,
colleagues and committee members who contributed with their ideas, discussions, and sedulous
hard work. We also want to thank all our reviewers.

Liberios VOKOROKOS
Dean of FEI TUKE

April 2020, Košice
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A final look back at the qualitative theory of

differential and difference equations

1Irena JADLOVSKÁ (4th year)
2Supervisor: Blanka BACULÍKOVÁ

Dept. of Mathematics and Theoretical Informatics, FEI TU of Košice, Slovak Republic

1irena.jadlovska@tuke.sk, 2blanka.baculikova@tuke.sk

Abstract—The purpose of this paper is to briefly sum up our
contributions to the qualitative theory of functional differential
and difference equations.

Keywords—qualitative theory, differential equation, difference
equation, deviating argument.

I. INTRODUCTION

Qualitative theory of differential and difference equations

developed as a result of a significant demand coming from

various sciences, which had found the equations as an accurate

language to determine and to further advance their knowl-

edge. Since diverse problems, sometimes originating in quite

distinct fields, may be described by identical mathematical

expressions, the study of differential (or difference) equations

as a subject of mathematical theory does not aim to provide

a concrete physical interpretation, rather offer an unifying

principle behind diverse phenomena.

The aim of the qualitative theory is to gain as detailed

information as possible about the qualitative properties of

solutions such as oscillation, periodicity, convergence to zero,

boundedness, zeros distribution, etc., without requiring knowl-

edge about solutions themselves. For a brief description of the

essential concepts in theory, we refer the reader to [1].

In our work, we have been mostly interested in the qualita-

tive behavior of so-called functional differential and difference
equations (FDEs), which are deemed to be more adequate

tools in modeling than ordinary equations, because of their

ability of taking advantage of the past or the most probable

future, instead of the initial state only. Our research has

been mainly motivated by the fact that, inspite of the intense

research in the area, mathematical models of real processes

involving FDEs still cannot explain at detail various qualitative

phenomena caused by the response delay, due to the less

developed mathematical framework, mostly generalizing ideas

existing for ordinary equations. This primarily causes that in

subsequent analysis, the delay effect (or let us generally say the

effect of the functional argument) starts to be, at least partially,

inadvertently neglected. Secondary, various assumptions on

the deviating argument (such as a boundedness by a constant

from above, a monotone growth, etc.) have to be posed.

As a result, the primary aim of this research has been to

develop new computational-based techniques for investigation

of qualitative properties of FDEs, which are applicable in cases

when the existing methods fail or provide a weaker result in

some sense.

II. RESEARCH CONTRIBUTIONS

The progress made which is to be summarized within this

section mainly reflects the open problems formulated in [2],

closely following the results achieved, some of them already

mentioned in [2, 3]. Here, we will try to comprehensibly divide

the achieved results into three groups based on the order of the

studied functional differential or difference equations, namely,

first-order, second-order, and higher-order equations.

In case of first-order equations, we have payed our attention

to the simplest linear differential and difference equations

with general delay or advanced arguments, which are included

as benchmark models in population dynamics and disease

transmission models. From the mathematical point of view,

such equations are of special importance, since their properties

are widely used in investigating of differential equations of

higher order. In summary, our contribution to the subject has

been described in the following publications [4–12].

The most important part of the research focuses on second-

order functional differential equations, which enjoy the longest

history, from both theoretical or applicational perspective.

Our results concern so-called half-linear functional differential

equations, which form an imaginary borderline between linear

and nonlinear equations, see [13–24]. The author is most proud

of recent contributions [18, 19, 23], as they offer unimprovable

results for a large class of equations investigated in hundreds

of works for more than 40 years.

Last, the works [25–39] illustrate the progress gained in the

field of differential equations of higher order. On the one hand,

we generalized some of the obtained results for second-order

equations [25, 27–29, 33, 34, 37, 39] and on the other hand,

we got new results for several-terms equations, for which the

consistent theory has been missing [30–32, 35, 36, 38, 40, 41].

The basis of the newly-developed techniques lies in con-

structing suitable a priori estimates for nonoscillatory solu-

tions, based on the iterative application of functional inequali-

ties and the subsequent use of standard methods of functional

and mathematical analysis. The key factor in evaluating the

sequences of estimates and, in particular cases, construct-

ing the limit one, is the use of computational tools, which

recently proved to be efficient in computer-assisted proofs.

We have performed these computations using the algorithms

implemented in the MATLAB environment.
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III. FURTHER RESEARCH DIRECTIONS

There is a lot of work to do. In our recent works, we have

employed various techniques which are extremely useful for

lower-order equations; but they have no alternative nor in the

higher-order case nor in the discrete case. Currently, we are

working on generalizing them to be applicable on a general

measure chain.
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Abstract—This paper gives a brief overview of the ongoing 
research in the field of application-specific integrated circuits for 
M-sequence UWB radars. In the first section, motivation and 
background of the research is discussed. The second part 
provides a short description of the two most important blocks 
designed for the M-sequence system on chip recently– the 
integrated active low pass filter and an ECC band pass filter. 
Together with the exploited design approaches, basic prototype 
measurement results are provided.  
Keywords—ASIC, M-sequence, active filters, ECC.  

I. INTRODUCTION 

The development of the M-sequence ultra-wideband 
(UWB) radars has long tradition at our department. In 
cooperation with TU Ilmenau, we have been a part of exciting 
research in areas of data processing software as well as ultra-
wideband hardware, enabling the M-sequence technology to 
become one of the standards for short-range sensing, often 
outperforming earlier UWB approaches. With the continuous 
research and consequential technological improvements, new 
applications of the M-sequence radars are emerging. Some of 
them require not only the high performance offered by the M-
sequence technology, but their dimensions and production 
costs have to be minimized as well. Examples of such 
applications are ground penetrating radar, industrial and 
medical sensors as well as the M-sequence radar applications 
in automotive and wearables. The strict dimensional and 
economical requirements of other applications may be 
fulfilled by the integration of the whole M-sequence radar into 
a monolithic system on chip (SoC) [1]. However, integration 
of the whole device brings technological challenges which 
have to be solved.  

All devices radiating electromagnetic energy have to 
comply with regulations to avoid interference with other radio 
services. The regulations are expressed in the form of spectral 
masks issued by local regulatory authorities and may differ 
among them. The most common restrictions for UWB radars 
are those issued by the FCC (US) [2] and ECC (Europe) [3] 
committees. In this paper, we decided to design a filter for the 
ECC UWB band whose spectral mask is shown in Fig. 1 [1]. 

From the Fig. 1 it is clear that the main ECC UWB band is 
relatively narrow (compared to FCC band) starting at 6 GHz 
with the upper cutoff frequency reaching 8.5 GHz. The other 
frequency ranges are more than 25 dB below the maximum 
main band EIRP, therefore they are less important for practical 
UWB sensing. From the spectral mask, it is obvious that 
designing the integrated filter for the ECC band will not be a 
trivial task. 

 

 
Fig. 1. European (ECC) regulation spectral mask for UWB radars.  

II. NOVEL M-SEQUENCE RADAR ASICS 

A. 1 GHz Low Pass Filter  
One of the options to achieve ECC compliant (main ECC 

band spreads from 6 to 8.5 GHz) M-sequence UWB radiation 
is to truncate the frequency spectrum of the M-sequence at a 
cutoff frequency of about 1 GHz and mix the resulting signal 
with a carrier generated by a local oscillator (LO) at 7.25 GHz. 
Thus, considering two sidebands, we obtain a signal with 
frequency components reaching from 6.25 to 8.25 GHz, 
therefore compliant with the ECC spectral mask with 
protection bands of 250 MHz at both sides of the frequency 
range. A similar scheme can be used at the input of the M-
sequence radar receiver. 

To design the low pass filter with 1 GHz cutoff frequency, 
a common Sallen-Key architecture [4] of the active low pass 
filter was adopted as shown in Fig. 2. Several modifications 
and tradeoffs had to be made in contrast to the original Sallen-
Key topology which assumes ideal components. 

 
Fig. 2. Schematic diagram of the integrated Sallen-Key lowpass filter 

The conventional active filter design assumes the gain 
bandwidth product (GBWP) of the operational amplifier to be 
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equal or more than a centuplicate of the cutoff frequency for 
Sallen-Key filters [5]. Such operational amplifiers are not 
available in the chosen IC technology. Instead of an 
operational amplifier, the Cherry-Hooper amplifier described 
in details in previous publications of our department [6][7] was 
used with certain modifications. Although the resulting 
amplifier block hardly imitates the properties of an ideal 
operational amplifier which are assumed by Sallen-Key filter 
topology, it is the best available tradeoff between the required 
parameters, manufacturing costs of the IC and technological 
compatibility with other ASICs for M-sequence radars.  

Instead of ordinary capacitors, varactors V1 and V2 are 
used in the filter topology shown in Fig. 2. Their main role is 
to enable the compensation of filter characteristics deviation 
caused by process variations across the wafer. They also give 
an option to fine-tune the filter by external control voltage Vt if 
required by the application of the radar. Capacitors C1 to C4 
are responsible for DC isolation of amplifier ports whose DC 
levels are not compatible. Resistors R1 and R7 ensure 
wideband matching of the filter circuit to 50 Ω impedance at 
the input as well as at the output port.  

The prototype of the integrated low pass filter was 
measured at the probe station by placing the microprobes 
directly at the die pads. S-parameters of the circuit were 
examined by a vector network analyzer. 
The forward transmission coefficient of the proposed filter 
prototype is shown in Fig. 9 as a function of frequency with 
the tuning voltage Vt as a parameter. The filter 3 dB cutoff can 
be tuned approximately between 750 MHz and 1900 MHz for 
the tuning voltage in the range from -0.8 to -1.6 V referred to 
ground.  

 
Fig. 3. Probe station measurement results for the proposed integrated 
lowpass filter forward transmission coefficient S21 

B. Integrated ECC Band Pass Filter 
In [8] we proposed a simple structure of an UWB ECC 

band pass filter based on a low noise amplifier with frequency 
selective negative feedback. Although it is not possible to 
design a filter with fixed frequency without dependence on 
process tolerances by this approach, the proposed filter is able 
to compensate the process deviations by external tuning. The 
proposed circuit is aimed rather as a proof of concept of a 
simple active RC filter in a low-cost ASIC technology than as 
a final market-ready device. However, the simulation results 
published previously in [8] promise that it can improve the 
performance of current UWB radars and offer sufficient 
parameters for some applications, as well as it can be easily 
integrated into the M-sequence SoC radar and eliminate the 
need for another external component. 

In the recent months, the filter chip prototype has been 
delivered from the foundry and tested at the probe station. The 
forward transmission coefficient of the filter measured by the 
VNA is shown in Fig. 4. The tuning voltage applied to one of 

the control inputs is used as the measurement parameter. Only 
slight changes in the pass band center frequency can be 
observed in the measurement results. The main cause for that 
was that it was impossible to apply appropriate control 
voltages to all three control inputs in the probe station 
measurement setup. However, the pass band of the proposed 
filter shown in Fig. 4 matches almost exactly the frequencies 
of the main ECC band from 6 to 8. GHz.  

 
Fig. 4. Probe station measurement results for the proposed integrated 
bandpass filter forward transmission coefficient S21 

III. CONCLUSION 
The research results presented in this paper show that the 

design of the application-specific integrated circuits of UWB 
M-sequence radars is an up-to-date research task. The results 
achieved by the first prototypes prove the feasibility of the 
proposed concepts. We believe the presented circuits may be 
further improved in the future research and open the way to 
the integration of tunable filters into the M-sequence UWB 
radar system on chip, as they are considered as one of the last 
subcircuits which could not be implemented in the low-cost 
IC technology for the given frequency band so far. Except for 
the research mentioned above, additional promising results 
have been achieved during the previous period. However, they 
still cannot be published as the patent application process is 
ongoing now.  
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Abstract—Reinforcement learning is a method of artificial
intelligence finding ever more application. However, there are still
problems inherent to this paradigm of machine learning, among
them finding a balance between exploration and exploitation.
In this paper we compare simple Q-learning with methods
using adaptive exploration rate and introduce our own adaptive
method, heuristic ε-decay. Our tests show some advantages of
the proposed method, such as faster learning, computational
simplicity, and better overall performance of the trained agent.
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ration, ε-greedy, reinforcement learning

I. INTRODUCTION

Reinforcement learning (RL) is a general method of ar-

tificial intelligence that bases its learning process on an

interaction between an agent and an environment [1]. The

environment has a defined set of states, and the agent can

carry out pre-defined actions at each time step to which the

environment reacts by changing its state. Based on this change,

the agent obtains a reward signal that informs it about the

appropriateness of the action taken: the higher the reward, the

more fitting the action. The agent then acts in a way that

maximizes the accumulated reward – or value.

Although reinforcement learning has been successfully used

in a number of use cases, it has its limitations. In every

RL application, the reward function is critical to the success

of training, as a poorly designed function can lead to un-

wanted behavior from the agent. Infinite or continuous state

spaces constituted another obstacle in the widespread use of

RL algorithms, and were addressed with deep reinforcement

learning [2]. One of the still prevailing major drawbacks of

reinforcement learning is its relatively long training time.

Since the agent learns based on trials and errors, it might take

an unnecessarily long time for it to find an optimal behavior.

This is especially problematic when a badly selected action can

hinder the success of the interaction between the agent and the

environment, such as human–computer interaction where there

is no room for the agent learning from mistakes and it is near

impossible to run a large number of simulations to pre-train

the agent [3].

In this paper we look at methods developed in the past that

try to shorten the training time of RL agents and make their

learning process more effective (Section II). We also introduce

our own heuristic ε-greedy method (Section III) and compare

its performance to various already existing algorithms on a

benchmark environment in Section IV.

II. THEORETICAL BACKGROUND

Most methods aimed at minimizing the training time for

RL algorithms use directed exploration during the learning

process. Exploration is used to describe random action selec-

tion with the hope of finding a more rewarding behavior. In

most algorithms, exploration is implemented using a constant,

ε, that represents the probability of random action selection.

By adjusting this constant, we can define a more exploring

behavior for the agent in the early stages of learning, while

the agent can rely on its past experience more in later stages.

Counter-based adaptive exploration methods direct the ex-

ploration of the agent by memorizing knowledge about the

learning process itself and directing the exploration towards

less frequently visited states. For each state s, a counter c(s)
counts how often this state was visited during training. Actions

are then selected by a linear combination of an exploitation

term and an exploration term [4]:

evalc(a) = α · f(a) +
c(s)

E[c|s, a]
(1)

where α is a constant weighting exploitation over explo-

ration, f(a) represents the utility of action a, and E[c|s, a]
denotes the expected counter value of the state obtained by

selection action a in state s. During action selection, all

available actions are evaluated using equation 1, and the action

with the highest evalc is chosen deterministically.

Another method of adaptive exploration was presented in

[5]. The authors of this paper introduced a value-difference

based exploration (VDBE) that adjusted the exploration rate

based on simple heuristics: if there is a high discrepancy

between the expected utility of an action and the observed

reward, the exploration rate should increase, since the agent

does not have reliable knowledge of the state. On the other

hand, if the expected utilities are accurate, the exploration rate

should decrease, and the agent should rely on past knowledge.

Each state has its own exploration rate which is updated the

following way[5]:

εt+1(s) = δ ·
1− e

−|α·TD−error|
σ

1 + e
−|α·TD−error|

σ

+ (1− δ) · εt(s) (2)

where σ is a positive constant called inverse sensitivity and δ
determines the influence of action selection on the exploration

rate; α · TD− error is the change in the expected utility and

the observed utility.
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Fig. 1: Training process of various RL methods (first 100

epochs)

III. METHODOLOGY

VDBE can successfully adapt the exploration rate for each

state, but it is a computationally expensive method. Therefore,

we propose an alternative method that uses an ε-decay constant

δ (=0.95 in our experiments) to adjust the exploration rate for a

given state. We also remember the last TD-error for each state

for further reference. Then we update the exploration rate as

follows:

εt+1(s) =

{

δ · εt if TD − errt < TD − errt−1

min(1, εt/δ) otherwise

For comparing different methods of increasing the speed

and effectiveness of RL algorithms, we used the gridworld

benchmark. A gridworld is a two-dimensional space in which

the agent can move in four directions (north, east, south, and

west). Each gridworld has one goal position, and the agent’s

task is to find a path to this goal position. A sparse reward

function was defined for each algorithm (to prevent unexpected

side-effects on the behavior) as follows:

1) 1 for reaching the goal position

2) 0 for any other valid move

3) -1 for any invalid move (hitting the edge of the world).

The algorithms were tested on 100 20 × 10 gridworlds

with a single goal position which was generated randomly

for each test run. Each test run consisted of 3,000 training

epochs, where one epoch constituted a single navigation from

a randomly generated starting position to the goal position.

During training, we observed the average number of steps

it took the agent to get to the goal position from 50 randomly

generated position after every tenth training epoch. These

values were then plotted to a learning curve where a steeper

learning curve suggested a more efficient training method. We

also considered the average number of steps over the last 300

epochs, and the average training time for one epoch.

IV. RESULTS

Figure 1 shows the learning curves of the tested RL methods

over the first one hundred epochs of training. Epoch 0 repre-

sents the behavior of an untrained agent. At the beginning of

training, the counter-based method performed already better;

Algorithm
Average steps
after training

Training time
per epoch (s)

Q-learning 13.26 1.52

Counter-based 14.65 4.84

VDBE 11.80 1.47

Heuristic ε-decay 11.20 1.36

TABLE I: Comparison of selected methods

this is due to the fact the the algorithm prefers not-yet visited

states and is therefore more suited for solving any problem

where the entire state space needs to be explored.

All tested methods were quick to converge, although the

convergence of Q-learning slowed down considerably already

after the first ten training epochs. The proposed heuristic ε-

decay method showed a slightly more random behavior at

the beginning of training, but it already performed better

than VDBE after 20 epochs and continued to perform at a

comparable level later on during training.

We further compared the best policies the tested methods

found by calculating the average length of paths at the end

of training, the results of this comparison are shown in Table

I. Despite having the best performance at the beginning of

training, the counter-based adaptive method found policies for

which the average length of paths leading to the goal position

was 14.65. The average length of paths for Q-learning was

13.26. VDBE and heuristic ε-decay performed at a near-equal

level, with heuristic ε-decay finding a slightly better policy.

Finally, we ranked the algorithms based on their training

speed (see Table I). The counter-based adaptive method was

found to be the slowest (4.84 s/epoch), while all other methods

performed at a comparable speed with heuristic ε-decay being

the fastest (1.36 s/epoch).

V. CONCLUSION

In this paper we looked at the problem of adaptive ex-

ploration in reinforcement learning with the aim to speed up

the training process. We tested Q-learning, counter-based Q-

learning, VDBE, and heuristic ε-decay proposed by us on

a gridworld scenario. Our experiments showed that VDBE

and heuristic ε-decay found the best policies, with the latter

performing slightly better and at a slightly faster pace due to

fewer calculations needed during the training process. Future

research involves further testing of the proposed method and

evaluating it in different scenarios.
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Abstract—The paper describes advantages of the simulation 

models created in Excel, which is part of the MS Office package.  

These simulation models are newly designed and created, while 

they can simulate serial and parallel topologies of two DC/DC 

converters connected together. The paper also contains general 

recommendations for serial and parallel connections of more 

DC/DC converters, which are based on many simulations and 

measurement. The recommendations are presented in form of 

flowchart. 

 

Keywords—DC/DC converter, PC simulation, flowchart, 

transient analysis, Excel 

I. INTRODUCTION 

While searching the best solution for parallel and serial 

(cascade) connection of more DC/DC converters, there were 

designed and created new simulation models. These simulation 

models were created on basis of mathematical model, 

specifically with help of transient analysis of buck DC/DC 

converter switching. For the transient analysis was used method 

of Laplace-Carson transformation. Calculations of the transient 

analysis were published in journal JIEE [1], [2]. Final 

simulation models were created in Excel, which is part of well-

known Microsoft Office package. Design and creation of these 

models was also published in the journal JIEE [3], [4], [5]. This 

article describes advantages of the new simulation models and 

also brings recommendations for parallel and cascade 

connections of more DC/DC converters. These 

recommendations are summarized in the flowchart, which 

represents some kind of a manual for a user. 

II.   ADVANTAGES OF THE NEW SIMULATION MODELS 

Simulation models in Excel were created based on the results 

of a transient analysis of a standard DC/DC converter. In other 

words, simulation models were created using theoretical 

knowledge in electrical engineering and mathematics. This 

means that simulation results from these models can be applied 

in general to a wider range of DC/DC converters, so the use of 

these models is not limited to a particular component. The 

results of simulations performed using these models may be 

slightly less accurate compared to simulation results obtained 

with specialized tools (eg PSpice) for specific parts (library 

models should accurately reflect the real types). However, the 

created simulation models provide a fairly accurate picture of 

the operation of the converter (or their series-parallel 

connections). In addition, the accuracy can be changed by the 

parameter Δt, which represents the calculation step. The 

smaller the calculation step, the more accurate the simulation, 

but the smaller calculation step requires more calculations 

(rows in Excel), which increases the data volume in the 

simulation model and also slightly increases the duration of the 

simulation calculations. 

The great advantage of Excel simulation models is their 

modifiability and the ability to customize and extend these 

models with new features. From a simple simulation model for 

a single DC/DC converter, which had no advanced macro 

functions, models were created to simulate parallel topologies 

and cascades, and can calculate and display the maximum 

ripple of the output voltage, amplitude of the converter inductor 

current and ripple period of the output voltage. Later, the 

models were modified to allow simulation and response to 

dynamic changes in the resistance load at the output. 

Another significant (if not the most significant) benefit is the 

speed of the simulation and the ability to observe the effect of 

inverter parameter changes in real time. If one of the inverter 

parameters is changed (eg inductance or capacitance), the 

simulation takes only a few seconds, and the change is then 

graphically reflected. The most significant difference between 

the two simulation tools, in terms of simulation speed, is 

observed when two converters are connected in cascade 

connection. Specifically, when changing the inductance of the 

second converter from 100µH to 150µH, the simulation in the 
Excel model (cascade) takes approximately 12 seconds. The 

simulation of the same change in cascade connection using the 

PSpice program, takes approximately 1 minute and 35 seconds. 

Simulation times may, of course, vary from device to device, 

but it is very likely that the simulation in Excel will always be 

significantly faster compared to PSpice, but most often with 

more complex connections (parallel topologies and especially 

a cascade). Thanks to the simulation speed and the way of 

rendering the graphical progress (continuous change in real 

time), the created models enable better observation of the 

effects caused by changing any of the parameters. 
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The created simulation models in Excel thus represent an 

innovative approach to the research of possibilities of serial and 

parallel cooperation of DC/DC converters, while they brings 

some appreciable advantages. 

III. GENERAL RECOMMENDATIONS 

The flowchart, which contains recommendations for parallel 

and cascade connections is separated into two parts, and can be 

seen in the figures 1 and 2.  

 

Fig. 1.  The first part of the flowchart of recommendations 

 

Fig. 2.  The second part of the flowchart of recommendations 

IV.   CONCLUSION 

The created simulation models allowed to obtain enough 

data to compile a flowchart that contains recommendations for 

designing circuits using serial and parallel topologies. This 

flowchart can serve as a universal guide for the user with 

respect to his requirements. 
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Abstract— This article discusses the problem of optical space 

free communication (FSO), its use, and the conditions that affect 

it. Because of the vulnerability of the FSO transmission channel to 

weather conditions, such as fog, it is necessary to predict the 

Received Signal Strength Indicator (RSSI), and thus switch to a 

back-up RF (Radio Frequency) link using the decision tree 

method. 
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I. INTRODUCTION 

Optical fiber is the first most visible way of addressing the 
lack of bandwidth. Fiber is undoubtedly the most reliable means 
of optical communication, but digging, fiber storage costs and 
time to market are the most serious disadvantages of optical 
fiber. The second option is communication via radio frequency 
(RF) [1]. This technology is advanced and often deployed today. 
Radio-based networks require huge investments to obtain 
spectrum licenses, but they cannot be compared to fiber-optic 
transmission capacity. The third alternative is Free Space Optics 
(FSO) communication. FSO is the optimal solution in terms of 
technology, bandwidth scalability, deployment speed and cost-
effectiveness [2]. 

Hybrid wireless communication based on FSO and radio 

frequency (RF) communication is a way to ensure reliable 

communication for critical real-time traffic in the outdoor 

environment, as fog weather affects FSO much more than RF 

connections. The main condition for running fiber-optical 

systems are seamlessly visible between two communication 

points, as FSO systems use light to communicate and can not 

pass through rigid obstacles such as walls, buildings, trees and 

others [3]. 

II. HYBRID FSO/RF SYSTEM 

Free Space Optics (FSO) communication involves the 
transmission, absorption and scattering of light through the 
Earth's atmosphere. The atmosphere interacts with light due to 
the composition of the atmosphere, which normally consists of 
molecules of various gases and small suspended particles called 
aerosols 

Hybrid Wireless Free Space Communication (FSO) and 
Radio Frequency Communication (RF) (Fig. 1) is a way to 
ensure reliable communication for critical real-time outdoor 
traffic as weather like fog affects FSO much more than RF 

connections [4]. The main condition for using the FSO is that 
the receiver must be in line of sight with the transmitter [5]. 

 

Fig. 1 Hybrid FSO / RF line 

Hybrid FSO / RF provides a great application in ad-hoc 

mobile networks (MANET) [6]. The reconfigurable network 

environment can be created in the MANET combination of 

Wireless Sensor Network (WSN) technology and mobile 

robotics. However, the performance of this network is limited 

to node performance that provides RF-based communication. 
Therefore, the combination of RF and FSO provides a huge 

increase in MANETs transmission per node. The RF wireless 

network represents a strong capacity and performance 

limitation due to the growing development of communications 

technologies [7]. 

III. PREDICTION OF RSSI PARAMETER 

Machine learning techniques are widely used today for many 

other tasks. Different types of data related to different methods. 

The role of machine learning in FSO / RF hybrid systems is to 

predict the Received Signal Strength Indicator (RSSI) for 

which they have weather conditions [8]. To maximize the 

accuracy of the predictions, a form of machine learning and a 

transition to a decision tree that is designed to practice more 

complex methods is suggested. The transition enhancement is 

useful for predictive models that analyze organized data and 

categorical data. Decision trees are used to predict RSSI 

classification. 

The decision tree is the classifier expressed as a recursive 

part of the instance space. The decision tree consists of nodes 

that form a rooted tree, meaning it is a routed tree with a node 

called a "root" that has no incoming edges. All other nodes have 

exactly one incoming edge. A node with outgoing edges is 

referred to as the "internal" or "test" node [9]. 

18



In the classification problem, use different metrics as a 
criterion for tree splitting. One option is an index that expresses 
the measure of total variance between classes K. When creating 
a decision tree, the input and training set is divided into smaller 
subsets, which gradually characterize the values of the output 
variables. The recursive division process is performed until the 
termination condition is met. In the process of atmospheric 
channel analysis for the FSO/RF system, a relatively extensive 
system of cases of input variables X with the corresponding 
mute output stages was designed. variables y. The output 
variable y is RSSI in this case. The general training set of cases 
has the following structure. 

� = #�%% �%& … �%( �%�&% �&& … �&( �&… … … … …�*% �*& … �*( �*+ (1) 

The input and training set is split to create a decision tree 
smaller subsets that gradually characterize the values of the 
output variables. The training matrix of the input variables for 
the FSO/RF system has the following structure: 

� = #�% �% �% �* �* ⋯ �%�& �& �& �* �* ⋯ �&⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯�* �* �* �* �* ⋯ �*+               (2) 

where P is barometric pressure (hPa), H represents ambient 
humidity (%), T is air temperature (°C), wind speed W (m/s), G 
represents concentration Airborne particulate matter (mg/m3) 
and visibility (m). The matrix of the output variable y (target), 
which represents the received optical power of RSSI, is 
interpreted as follows: � = [�3445.% �3445.& ⋯ �3445.*	]9            (3) 

To create a prediction w using a node in a tree that contains 
a set of instances, the weight of the instance in the current tree 
is predicted: 

���(�, �) = 1�
GD[�(�)E − (�E)]2	EH% 	(4)	

Determination coefficient or score determines the 
probability of how well the learning model will predict future 
samples of the output variable y. The best achievable score value 
is 1. The max depth parameter is selected based on optimum 
MSE and score values. For the selected algorithm, the max 
depth parameter was gradually tested from value 5 with step 1 
to value 300. Fig. 2 shows the development of the MSE and 
score depending on the max depth. The cyclic training model 
showed that the optimal value of the parameter max depth for 
MSE = 0.94. 

Fig. 2 Max depth parameter 

The comparison of predicted and real RSSI values is shown in 

Fig. 3. 

Fig. 3 measured and predicted data from the input matrix 

IV. CONCLUSION

Due to the high impact of weather on FSO transmission, a 

backup RF line is required, which is less prone to, but much 

slower. For this reason, a hybrid FSO/RF line is required, which 

can be switched to the hard or soft switching principle. To 

create such a system, it is necessary to analyze the conditions 

and thus obtain the characteristics of the variables that affect 

the transmission channel. Appropriate RSSI prediction, using 

machine learning methods, makes it possible to quickly switch 

over communications over the RF line and back to a faster FSO 

line. In this way, it is possible to increase the efficiency of 

communication via the hybrid FSO/RF system.  
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I. INTRODUCTION

In 2014, Goodfellow et al. proposed a novel method of

generating fake images via machine learning [1]. This model

was called generative adversarial network (GAN) and has

achieved wide interest in a short time. Main concept of GANs

is based on two competing neural networks, where one of

them is discriminator (D) and second is generator (G). Job of

the G network is to learn how to produce fake data, such as

synthetic faces. On the other hand, D is here to determine,

if the produced output looks realistic, thus giving G network

feedback. GAN can be used for a huge number of applications,

from which several will be discussed throughout this paper.

The most common usage for GANs is generating fake images,

indistinguishable from reality. Synthesizing human voice is

another possible use. Generating video sequences and real

time applications were tested already. Transforming one type

of data into another without knowledge about transformation

function is an interesting application with wide possible usage.

We will take a fast look at how GAN works and will go

through several applications with perspective in real life use.

II. GENERATIVE ADVERSARIAL NETWORK

As mentioned, GAN is a network which consist of two com-

peting neural networks, D and G. We can imagine G network

as a counterfeiter, trying to create perfect fake samples. On

the other hand, D network is a cop trying to distinguish fake

and real samples. These two networks are playing a min-max

game, where both of them are getting better on what they do.

D network is good if it determines all the correct samples

as real and most of fake samples as fake. As G network is

getting better, its output is close to the real and should be

indistinguishable from real samples. D is then unable to tell

if the output is real. A diagram of GAN is at figure 1

The above basic description of GAN network can be ex-

tended to a mathematical description. G distribution is defined

pg = G(z, θg), where z represents noise vector and θg are

parameters of multilayer perceptron represented by differen-

tiable function G. D network is also a multilayer perceptron

represented as D(x, θd), which outputs a probability that the

sample is real, coming from distribution x, or generated,

Fig. 1. Basic model of GAN network.

coming from pg . Both networks are trained simultaneously,

where D is trying to maximize the probability of asserting

correct label for log(D(X)). G is trying to minimize the

probability log(1 − D(G(z))). Together, optimization of the

network is described by value function

min
G

max
D

V (D,G) =Ex∼pdata(x)[logD(x)]+

+ Ex∼pz(z)[log(1−D(G(z)))].
(1)

The iterative algorithm of training a GAN network is

described in algorithm 1.

Algorithm 1 Minibatch stochastic gradient descent training

of GAN. The hyperparameter k denotes the number of steps

applying the discriminator and equals k = 1.

1: for iterations do

2: for k steps do

3: Sample minibatch of m noise samples z(1), ..., z(1)

from noise prior pg(z)
4: Sample minibatch of m real samples x(1), ..., x(1)

5: Update the D by ascending its stochastic gradient.

∇θg

1

m

m∑

i=1

[logD(x(i)) + log (1−D(G(z(i))))] (2)

6: Sample minibatch of m noise samples z(1), ..., z(1) from

noise prior pg(z)
7: Update the G by descending its stochastic gradient.

∇θg

1

m

m∑

i=1

log (1−D(G(z(i)))). (3)

A. General knowledge

Due to a large scale of applications, generalisation of

knowledge in the field of GANs is limited. Many use-cases
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Fig. 2. Black and white image translated to colorized via pix2pix GAN [4]

have its own needs and thus can’t be generalized. Some of

ideas, however, have general use in GANs.

Two times update rule (TTUR) was introduced by Heusel

et al. [2]. D trains very fast in comparison to G, which causes

troubles for G to train from start. In original paper, Goodfellow

et al. proposed a method for proper training G as optimization

of problem log(1−D(G(z))) instead of log(D(G(z))). TTUR

extends this optimization by introducing two different learning

rates for D and G. It was estimated that learning rate should

be four times greater for D than for G.

For most implementations, binary cross entropy (BCE)

is used as loss measure [3]. BCE itself is interpreted as

logarithmic loss function and is defined as

Hp(q) = −
1

N

N∑

i=1

[yi ∗ log (p(yi)) + log (1− p(yi)) ∗ (1− yi)],

(4)

where y is the label (1 for true and 0 for false) and p(y) is the

predicted probability of the point being true for all N points.

Intuitively, the worse the prediction is, the higher is the loss.

In case of GAN, two loss functions are defined, separately

for D and for G. In case of D, the BCE value for generated

samples should be close to one BCE(D(G(z)), 1) −→ 1. On

the other hand, for G, BCE returned for D should be close

to 0 BCE(D(G(z)), 1) −→ 0, as G is truing to fool D. In

practice, good guiding point of correct GAN training is that

the logarithmic loss should drop close to 0 for D and rise for

G.

For more advanced GANs, where transformation is involved

such as correcting blurry images or adding features to data,

more advanced loss function is needed. In paper Image-

to-Image Translation with Conditional Adversarial Networks

[4], Isola et al. proposed a pix2pix GAN, which takes a

conditional image as input and outputs a conditioned output.

Such translated images can be seen at figures 2 and 3. Loss

function is extended to use L1 or L2 losses along with BCE.

Conditional GAN learns a mapping from observed image x

and random noise vector z to y, G : x, z → y. Randomness

is replaced by dropout layers, thus is still present, but partial

data information is saved throughout the process. Objective

function is defined as

LcGAN (G,D) =Ex,y[logD(x, y)]+

+ Ex,z[log(1−D(x,G(x, z)))].
(5)

Fig. 3. Labels map image translated to facade via pix2pix GAN [4]

Distribution y is target distribution, a final data that should

be generated from condition distribution x. Since this GAN

has a condition in input, we know how the final output should

look during training. Thanks to this, the objective function can

be expanded by L1 distance (mean squared errors method),

which is defined as

LL1(G) = Ex,y,z[||y −G(x, z)||1]. (6)

Final objective for GAN is then

argmin
G

max
D

LcGAN (G,D) + λLL1(G). (7)

Alternatively, a translation can be needed from domain X

to domain Y where data pairs are unavailable. CycleGAN was

introduced for this purpose by Zhu et al. [5]. This type of GAN

network is able to translate a real data to alternative data, for

example in figure 4, image of zebras is translated into image of

horses. Examples for such translations are photos to paintings,

summer to winter landscape etc. The objective in this case

is to find a function for such translation. Instead of having

final distribution, this GAN works in cycles. Translation from

domain A to domain B takes place, and expecting it is

reversible process, translated data are translated back to A.

It is possible to train a cycleGAN, not only in a way from A

to B but as well reverted. Objective function of this GAN and

it’s exact characteristics are out of the scope of this paper.

Fig. 4. Translating images of zebras into images of horses [5].

B. Use cases

Many different use cases have been published for the GAN

networks. We will mention some of them throughout this

section.
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Fig. 5. Repairing masked images by CC-GAN [9]

Most common usage is to generate realistic images. Many

Types of GANs were developed for this purpose. Odena et

al. proposed auxiliary conditional GAN (AC-GAN) in 2017

[6], coming from conditional GANs [7]. AC-GANs generate

samples along with its corresponding class label c pc. The gen-

erated distribution is defined as Xfake = G(c, z), so the output

is a combination of noise vector and class label. The D network

evaluates probability distribution over class label and over

sources as well. D is defined as D(x) = P (S|X), P (C|X).
Objective function in this case contains two parts, log likehood

of correct source Ls and likehood of correct class Lc. D is then

trying to maximize Lc +Ls, while G is minimizing Lc −Ls.

Bidirectional Generative Adversarial Networks (BiGANs)

are GANs, where not only G network is trained, but ad-

ditionally an encoder E : ΩX → ΩZ [8]. Distribution

pE(z|x) = δ(z − E(x)) is included within encoder, mapping

data points x into the latent feature space of the generative

model. D network is also modified. It takes input from latent

space, predicting PD(Y |x, z). Y=1 if x is real or 0 if x is

generated. BiGANs are specially useful for learning feature

representation for auxiliary supervised discrimination tasks.

For problems like in-painting, context-conditional GAN

(CC-GAN) was proposed [9]. In-painting is a method, when

part of an image is missing or corrupt and needs to be

recovered. A basic principle of CC-GAN is that G networks

doesn’t take latent vector alone, but also a corrupt image. This

corrupt image is then recovered by generator and output is

tested by discriminator. An example of in-panted images by

CC-GAN can be seen at fig. 5.

For processing N-dimensional data, often convolutional

neural network (CNN) is used [10]. The convolution process

can be described as mapping a tuple of sequences of end user

positions into a sequence of tuples. In most cases, CNN is used

with images. Convolution looks for common features in multi-

dimensional data via filters, which makes it possible to find

eyes, nose, trees, etc. in images. Obviously, CNN is widely

used within GAN networks. In [11], deep convolutional GAN

(DCGAN) was proposed and achieved wide interest since.

For example, Cui et al. used 1D convolution for processing

errorous signals [12]. Very good results with 2D convolution

was achieved by Ledig et al. [13]. The DCGAN they proposed

was called super resolution GAN (SRGAN). With multiple

convolutional layers, images were translated from low reso-

Fig. 6. Output of SRGAN vs. real image [13]

lution to high resolution with high success. At figure 6 is

presented a comparison of output of SRGAN and the real

image.

3D data generation is possible as well using this approach,

e.g. gifs or videos. For example, Gupta et al. proposed a

GAN, which predicts future socially acceptable trajectories

of pedestrians from video [14]. Same approach was used for

generating videos in [15], which output is presented at figure

7.

Fig. 7. Predicted video frames by GAN network, red arrows indicate
movement [14]

Long Short Term Memory (LSTM) is used in GANs, that

aim to generate not a file but a sequence of a data with

time characteristics. It is better to generate sequential data

not as whole file, but one by one data point with correlation

with previous data points. This can be applied in computer-

generated music [16], automated video captioning [17], or

simulating trajectories of pedestrians or cars [18].

From various types of GAN implementations, not all can

be mentioned within this search. We picked several more

interesting implementations we have not mentioned yet. Zhang

et al. achieved impressing results in rain removal from image

and video frames [19]. An example de-rained image can be

seen in fig. 8. Various GANs were used to find the best result.

Similarly, multiple GAN types were used in research published

by Brock at al., where a GAN created high resolution natural
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images [20]. Many GANs were developed to generated human

faces. An interesting application for human faces is rotation,

which has been achieved by GAN in [21]. Similarly, rotating

human pose is comparable application, as can be seen in [22].

Fig. 8. Sample image shot while raining and de-rained result by a GAN
network [19]

III. CONCLUSION AND DISCUSSION

As we could see throughout this search, generative adversar-

ial networks have reached a wide attention since its first release

in 2014. A wide range of different GAN architectures have

been published in recent years, such as BiGAN, CC-GAN,

SRGAN, cycleGAN and many more. Along with architectures,

a large number of use-cases was published as well. Most of

these implementations are image or video oriented. Since GAN

networks are not limited to visual data, many implementations

are yet to explore.

The end-user mobility patterns play a key role in the

process of 5G network design. Massive increase of the RAN

infrastructure complexity creates additional requirements on

precise network planning and overall orchestration of the

network as such. The possible solution to enhance the statistics

feeding the network planning process is to generate massive

dataset of the end-user mobility patterns. A future research is

needed for developing a GAN network able to produce realistic

samples of user trajectories.

Many existing mobility datasets have faulty data. Errors

such as signal loss, corruptions while saving the data or invalid

data submitted are common in user-tracking systems. With

properly designed GAN network, we can feed a generator the

whole tracked trajectory and errorous data could be replaced.

A future work is to be done on creating such GAN.
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Abstract—Detection of rare events and unusual behaviour is
extremely challenging task in the field of machine learning.
Imbalanced learning is a vivid research area that is drawing
attention by many practitioners and academics. In this paper we
provide some initial experiments to combat issue of bankruptcy
prediction based on a severely imbalanced dataset consisting of
thousands of annual reports of small and medium sized compa-
nies operating in different business areas in the Slovak Republic.
Two different machine learning approaches were used: methods
based on outlier detection and ensemble methods. The most ac-
curate results for all business areas were achieved via RUSBoost
algorithm with geometric mean scores from 78,7% to almost
100%. Ensemble methods based on sampling technique (Easy
Ensemble and Balanced Random Forest) showed comparable
results to RUSBoost algorithm. Application of outlier detection
methods yielded competitive results, particularly Isolation Forest
algorithm with prediction accuracy between 68,2% - 97,6%.

Keywords—Anomaly detection, bankruptcy prediction, imbal-
anced learning, ensemble methods.

I. INTRODUCTION

Unfavourable financial situation or inappropriate economic

activities can lead into bankruptcy of the company. Early

information about upcoming risky situation can be an ex-

tremely useful tool in decision making process. Importance

of the bankruptcy prediction issue is demonstrated by many

publications and methods summarized in the most recent

review papers [1], [2]. In practise, the number of solvent

companies is significantly higher than number of financially

distressed enterprises that represents a severely imbalanced

dataset. One of the most popular approaches to combat this

issue is to use imbalanced learning techniques. The review

paper [3] summarizes the most popular approaches for over-

coming imbalanced scenarios. The most promising techniques

are sampling, outlier detection and ensemble learning.

II. DATASET

In this study we worked with dataset that consisted of

thousands of annual reports of SMEs companies from different

business areas operating in the Slovak Republic. Each annual

report was constituted of 20 financial attributes. Detailed

characteristic of used financial attributes is provided in our

previous publication [4]. The datasets are available for four

different evaluation years: 2013, 2014, 2015 and 2016. As

evaluation year we consider a year, in which company is

evaluated as solvent (non-bankrupt) or insolvent (bankrupt).

In this study we used data one year prior the evaluation year

since these showed the most promising results in previous

experiments [4]. Distribution of bankrupt and non-bankrupt

samples for all used business areas is depicted in Table I.

More detailed characteristic of each dataset is provided in [5].

TABLE I
DISTRIBUTION OF BANKRUPT AND NON-BANKRUPT SAMPLES

2013 2014 2015 2016

agriculture 6/1442 6/1622 8/1882 8/1991
retails 11/5195 11/6107 7/6327 4/6263
construction 25/1709 30/2165 20/2726 14/3114

Visualization of data structure for evaluation year 2015 and

2016 is depicted in Figure 1. The t-SNE [6] (t-distributed
Stochastic Neighbor Embedding) dimensionality reduction

technique was used to convert similarities of high-dimensional

data into 2D space.

Fig. 1. Visualization of dataset to 2-dimensional space

III. METHODOLOGY

One of the most frequent approaches to deal with strongly

imbalanced scenarios is ensemble learning technique. The

main principle of ensemble methods is to combine multiple

base learners (classifiers) in order to produce model with

better prediction performance. In this paper we comparatively

analyzed five ensemble methods - two standard ensemble

methods: AdaBoost - AB [7], Random Forest - RF [8]

and three ensemble methods based on sampling techniques:
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Balanced Random Forest - BRF [9], Easy Ensemble - EE

[10] and RUSBoost - RUSB [11]. Furthermore, two anomaly

detection approaches were used, namely One-class Support

Vector Machines - OCS [12] and Isolation Forest - IF [13].

Before applying machine learning algorithms it was neces-

sary to process the dataset. Missing financial attributes were

imputed with the mean value of the particular attribute. The

dataset was also standardized by removing mean value of

particular attribute and scaled to unit variance. In each iteration

the dataset was randomly split into training (80%) and testing

(20%) part with stratified sampling. Different approach was

used with anomaly detection methods. Only 80% of non-

bankrupt samples were used in training phase. The rest of

majority class samples and the whole minority class were

used for testing purposes. For better prediction performance

hyperparameter tuning technique was included in training

process. All experiments were repeated 100 times and achieved

results were averaged.

The performance of trained prediction models was evaluated

by geometric mean (GM) score. This metric is considered as

one of the most suitable metrics to evaluate performance of

models trained on imbalanced data [14]. GM is expressed as

square root of the product of sensitivity (SEN) and specificity

(SPE) and can by defined as follows

GM =

√

sensitivity ∗ specificity. (1)

IV. EXPERIMENTAL RESULTS

The GM scores of the best prediction models trained on

data from annual reports from agriculture business area are

depicted in Table II. The best results were achieved using

data from evaluation year 2015 and 2016. The highest GM

scores were from 88.7% to almost 100%. Similar results were

observed using ensemble methods (EE, BRF and RUSB) on

data from evaluation year 2014 with GM scores from 93.3%

to 94.4%. The application of standard ensemble methods

(AB, RF) resulted in poor model’s performance across all

evaluation years. According to balanced results on data from

each evaluation year the RUSB algorithm was evaluated as the

best one in the agriculture business area.

TABLE II
G-MEAN SCORES (%) FOR ALL METHODS USED IN EXPERIMENTAL STUDY

ON AGRICULTURE DATASET

Metric 2013 2014 2015 2016

AB
GM 40±49 70±46 88.7±26 100±1
SEN 99.8±1 99.9±1 99.9±1 100±1
SPE 40±49 70±46 77.5±29 100±0

RF
GM 18±39 26±44 92.8±16 100±1
SEN 100±1 100±1 100±1 99.9±1
SPE 18±39 26±44 85.5±22 100±0

OCS
GM 57.9±9 61±3 95±1 94.8±1
SEN 58.5±4 75.2±3 90.2±2 89.9±2
SPE 58.7±17 49.5±3 100±0 100±0

IF
GM 68.2±3 64.6±5 94.5±2 97.6±1
SEN 70.4±4 59.8±4 89.9±2 95.3±2
SPE 66.2±3 70.2±11 99.5±3 100±0

EE
GM 77.5±29 93.3±2 99.6±1 99.9±1
SEN 78.1±6 87.1±3 99.1±1 99.9±1
SPE 88±33 100±0 100±0 100±0

BRF
GM 74.4±28 92.9±2 94.2±11 98.3±1
SEN 72.4±11 86.4±3 97.6±2 96.7±2
SPE 88±33 100±0 92±19 100±0

RUSB
GM 78.7±21 94.4±2 99.5±1 99.9±1
SEN 70.7±7 90.9±2 98.9±1 99.8±1
SPE 94±24 99±10 100±0 100±0

The comparable results were achieved using annual reports

from construction and retails busines areas. Bankruptcy pre-

diction models with the best GM scores are provided in our

previous paper [15]. The most balanced results for all business

areas were achieved by RUSBoost algorithm with GM scores

from 78.7% to almost 100%.

V. CONCLUSION AND FUTURE WORK

In this study we have comparatively analyzed two different

imbalanced learning approaches to combat issues represented

by severely imbalanced dataset consisting of financial data of

the SMEs companies operating in different business areas in

the Slovak Republic. Five ensemble methods (AB, RF, EE,

BRF, RUSB) and three anomaly detection methods (IF, OCS,

LSAD). The most balanced results for all business areas were

achieved by RUSBoost algorithm with GM scores from 78.7%

to almost 100%.

The future work will be focused on proposing new machine

learning methods for combating issue of a severely imbalanced

data based on principle of ensemble methods that showed

promising results. The efficiency of introduced methods will

be tested on real and also synthetically generated data. Testing

of different ratios between majority and minority samples will

be also included in experimental study.
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Abstract— Battery storage can provide multiple services to 

power grids.  The ongoing research is to consider and model 

effective use of battery storage units and photovoltaic systems in 

local low voltage distribution network with data based on real 

load profiles and collected by smart electricity meters and 

investigate the option of single private household energy storage 

versus community energy storage. 

 

Keywords— Smart Grid, Microgrid, Battery storage, Power 

flow, Photovoltaics, Mutual storage  

I. INTRODUCTION  

Residential grid is low voltage local distribution network 

with group of loads and energy resources, such as wind and 

photovoltaic generators. Microgrid or smart grid, by 

definition, includes energy management system for 

monitoring and managing power flow and integrating 

distributed generation and storage devices [1],[2]. Fig. 1 

illustrates smart residential grid or microgrid.    

 

Microgrids advantage is that energy is generated near 

loads, stored locally and can reduce power lines overlong 

losses.  

Market penetration of electric in recent years rise rapidly all 

around the world. Distribution network is optimized for 

charging this vehicles at public charging stations and home 

random charging bring negative consequences to local 

distribution grid [3-4].  

 

Battery storage units and photovoltaics energy sources 

could relieve overvoltage and overload issues. Smart 

regulation could defer grid changes, upgrades and 

investments, allow higher amount of installed photovoltaics 

panels.  

II. METHODOLOGY 

The proposed model is based on three phase 230/400V grid 

with rural topology in East Slovakia region. Schematic 

diagram of this type of grid topology is figured in Fig. 2.      

 Local electricity distributor operating in area of Eastern 

Slovakia has nearly 700k electricity meters which included 

more than 80k smart meters, what corresponding to a 12,3 % 

penetration level.   

The level of use of photovoltaic panels on the territory of 

Eastern Slovakia is close to zero, therefore will be simulated 

existence of solar power plants on the roofs of individual 

houses randomly in the range of 10 to 30%. Only one single 

electricity generation profile of photovoltaic panels is used, 

because of correlation between photovoltaic panels installed 

profiles of houses in similar location and similar intensity of 

solar radiation [5]. The maximum installed capacity of local 

 

 
Fig. 1. Smart Grid [2]  

 
 

Fig. 2. Schematic diagram of rural grid    
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source can be 10kW due to connecting restrictions of 

distribution system operator [6]. 

 

Day long load flow for every household (Fig. 3) is divided 

into 96 equal time slots. Time slot duration is 15 minutes.  For 

each time slot is calculated voltages and load flow for every 

household without or battery storage and photovoltaics and 

with them.   

 

The battery storage unit is connected to the DC bus of a 

inverter, capable of providing active and reactive power in 

four quadrants for each phase individually. This functionality 

requires three single-phase inverters with a common dc-bus, 

or one three-phase four-wire inverter [8]. Battery charging 

time can be divided into same load flow time slots [9].   

 

The battery parameters for the simulation are listed in Table 

I. Set of parameters is from commercially available products.  

Two available technologies are considered: 

1. Lead-acid: Each cell of a lead-acid battery 

comprises a positive electrode of lead dioxide and a 

negative electrode of sponge lead, separated by a 

micro-porous material and immersed in an aqueous 

sulfuric acid electrolyte. Lead acid batteries are a 

preferred solution for renewal energy systems (RES) 

which has power rating of approximately 100 kW. 

Better facilitate the connection and operation of 

generators of all sizes and technologies. 

2. Lithium-ion (Li-ion): Lithiated metal oxide is used 

in the cathodes and graphitic carbon with a layer 

structure used for the anode. Having high energy 

density and high efficiency, this battery is suitable 

for many RES applications [10]. 

 

In contrast to individual storage, energy storage can be also 

introduced as community energy storage shared in close 

proximity. In some conclusions, community energy storage 

has lot of advantages over private storage including, 

decreasing the total amount of storage deployed, decreasing 

surplus PV generation which must be exported to the wider 

network and subsequently increasing the self-sufficiency of 

local smart energy communities [11] or significant cost 

reduction for similar performance by single household battery 

units [7]. 

 

An example for mutual storage and energy grid is further 

project in Alkimos Beach, Australia, by company Synergy 

[12]. A mutual LiIon battery with capacity of 1100 kWh 

connects 100 houses, which are equipped with PV systems. 

The aim is to investigate, how to integrate PV systems in 

existing power grids. The project runs from 2014 to 2020. As 

an intermediate result, the inhabitants can save up to 40 

Australian Dollars per year due to the mutual storage. 

III. NEXT STEPS  

Investigative potential of using battery storage units with 

optimization method between voltage regulation, peak power 

reduction, battery degradation, annual cost based on real 

residential load flow. Load flow method for three phase 

unbalanced grid to be implemented in Matlab. Some of the 

major challenges will be battery degradation and battery 

degradation cost and power loss cost of the distribution 

network with charging and discharging cost.  
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Fig. 3. Exemplary load profile for household consumption [7]  

TABLE I 

BATTERY PARAMETERS 

 Li-ion Lead 

acid 
 

Cycle life 3000 400 (-) 

Cycle life exponent -1,825 -1,607 (-) 

Charge efficiency 88,2 78,4 (%) 

Discharge efficiency 98 98 (%) 

Charge power-to-energy ratio 1 1/3 (h-1) 

Discharge power-to-energy 

ratio 
4 1 (h-1) 

Nominal energy specific cost 1000 250 (€/kWh) 

Nominal power specific cost 270 0 (€/kWh) 
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Abstract—One of the challenges of the modern Internet of
Things infrastructure is to support a communication model with
the ability to adapt to situations such as congestion, component
failure or anomaly in a network environment. This work provides
an overview of anomaly detection in the Internet of Things
environment. Attention is paid to the TinyIPFIX protocol. The
mechanisms such as the process of mediation between IPFIX
and TinyIPFIX and the use of the template concept allows
existing infrastructure to be easily expanded through protocols
to the Internet of Things environment, where the guarantee
of transmission quality is crucial. This work aims to design
an architecture model for monitoring and identifying anomalies
in IoT infrastructures using TinyIPFIX protocol as transport
protocol and machine learning as tool for evaluation of IPFIX
data.

Keywords—Internet of Things, Anomaly detection, TinyIPFIX,
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I. INTRODUCTION

The Internet of Things is an ecosystem of interconnected

devices that have unique identifiers and can transmit data

over the network. Smart devices have built-in processors,

hardware that is used to collect and send data and sensors that

extract data from the environment. Current research is mainly

concerned with data transmission in the Internet of Things

environment. Little attention is paid to identifying anomalies

in the Internet of Things environment. Anomalies include for

example the detection of interference in the environment, the

malfunction of sensors or some devices. The aim of this

work is to create a communication architecture that would

enable identification of anomalies in the Internet of Things

environment by measuring the quality parameters of network

infrastructure. Based on previous research in common network

infrastructures, protocols such as NetFlow or IPFIX are most

often used for monitoring and transfer of quality parameters.

For the limited Internet of Things environment, it is possible

to use the optimized version of the IPFIX protocol, namely

the TinyIPFIX protocol. By creating such an architecture, it

would be possible to verify the reliability and condition of the

Internet of Things environment in a non-invasive way, where

statistical data on actual data transfers (data flows) would be

used for evaluation purposes. Each data flow can be described

by five tuples that consist of source and destination IP address,

source and destination port number and protocol number.

II. CURRENT STATE OF ANOMALY DETECTION

The detection process is preceded by the phase of data

collection from the observed environment. The more data can

be collected, the better and more accurate their processing can

be. The set of data collected represents a data set that is subse-

quently processed. In this work, the observed environment will

be the Internet of Things environment and partially common

network environment. The type of data that can be collected

is classic sensor data [1], IPFIX statistics, or any organization

defined data. Data flow processing can be divided into three

main steps:

1) Obtaining data flow information from monitored devices

or a monitored location on a network

2) Preprocessing and filtering the obtained data into a

suitable form for subsequent processing by detection

algorithms

3) Use detection algorithms to detect anomalies or network

attacks

Detection algorithms can be divided into the following

categories based on their function:

• Algorithms based on the detection of limit values set by

the administrator for the observed data flow

• Algorithms based on classification rules learned from

training data consisting of marked normal data flow and

data flow showing anomalies

• Algorithms looking for the similarity between the ob-

served data flow and the learned standard profile

Different types of information can be transmitted through

a computer network. It may be relevant data, but a computer

network resources may also be used for other purposes, such

as attacks or other unwanted actions. All of these data flows

that do not fall within the standard profile can be considered

as anomalies that can be detected by comparing samples of

transmitted data. For network administrators, it is very impor-

tant that they can detect such anomalies and ideally to avoid

them in the future. Several publications have been devoted to

the detection of various types of anomalies. One of them was

the detection of cryptocurrency mining. The authors in the

publications [2] used machine learning to detect cryptomining

using statistical data obtained by the NetFlow and IPFIX

protocols as input. The quality evaluation of the transmission

depends on measuring the following parameters related to the

data flow: Delay, Jitter, Packet Loss and Bandwidth. With

this mentioned approach, they were able to streamline the

detection method for cryptocurrency mining. The previous

approaches used were checking IP addresses or DNS records.

This approach is already inadequate, as attackers can easily

change these addresses. Another method used was based on
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Fig. 1. Architecture of TinyIPFIX protocol [5]

an in-depth analysis of the transmitted data. This approach,

in turn, is lengthy and inefficient, either in terms of time or

computing resources.

III. ANOMALY DETECTION ARCHITECTURE

The proposed architecture for the detection of anomalies

in the Internet of Things environment will have the task of

linking the limited IoT environment to the classical network

environment. TinyIPFIX protocol in IoT area and IPFIX

protocol in common network will be used for transmission

of quality parameters. As source [3] indicates, TinyIPFIX is

suitable for transmitting both sensor and statistical data in

a limited IoT environment. TinyIPFIX and IPFIX protocols

were chosen because they are open standards. As source [4]

says, there is a problem with standardization in the Internet

of Things environment because the created solutions are often

proprietary and do not cooperate with other systems.

The tasks that have been worked on over the past year can

be divided into two main parts. The first task was related to

the TinyIPFIX protocol, where, for experimental verification,

this protocol was implemented on the Arduino and Raspberry

Pi platforms. It was necessary to write libraries in C++ for

Arduino and Python in Raspberry Pi. The architecture of

TinyIPFIX is illustrated in Fig. 1. Based on the architecture

shown, it was necessary to implement two processes. Ex-

porting process on the Arduino or Raspberry Pi side, where

the captured sensor data is encapsulated in the TinyIPFIX

protocol and then sent to the server where the collecting

process is running. Communication between the exporting

and collecting process is based on the principle of sending

templates and data. Fig. 2 shows an example of a template

set and data set messages. We are currently working on

a mediation mechanism that encapsulates data received by

TinyIPFIX into IPFIX.

The second task on which we are currently working on

is related to IPFIX collector and evaluation of collected

IPFIX data. The open source IPFIXCOL2 tool, which is

a combination of NetFlow and IPFIX collector, was used

as a collector. This tool is tested on the internet service

provider’s production infrastructure. ELK tools, which stands

for Elasticsearch, Logstash and Kibana, have been deployed

to work with received data.

• Elasticsearch is a real-time search engine that supports

multitenancy

• Logstash is a tool for managing events and logs

Fig. 2. Example of Template and Data set

• Kibana is a browser-based analytics and search interface

for Elasticsearch that is used primarily to view Logstash

event data

The last task we started to work on is to evaluate colected

IPFIX data using neural networks. For this purpose, the

Tensorflow platform with combination of Elasticsearch and

Kibana was launched. Tensorflow is an open source library and

API for machine learning and machine intelligence originated

by Google.

IV. CONCLUSION

Based on the analysis, future work will be focused on

identifying anomalies in the Internet of Things environment

based on quality parameters of the observed environment. The

work can be divided into these main steps:

1) Implement a mediation mechanism between IPFIX and

TinyIPFIX protocol to enable data transfer from a lim-

ited Internet of things environment to traditional network

environments

2) Design an algorithm for evaluating data received on the

IPFIX collector in order to detect anomalies

3) Experimental verification of TinyIPFIX protocol as a

tool for collection and transfer of transport parameters
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I. INTRODUCTION

Process calculus is used to describe processes, or com-

ponents which processes are built from, using mathematics,

combinatorics and logic. In certain level, formalism can be

used to describe specification, or implementation, and imple-

mentation can be seen again as a specification for a different

level of abstraction. Process calculus allows variations to their

operators and so produce more suitable calculus with respect

to studied or designed system. One could imagine that allow

processes to be mobile, or allow processes to add, or remove

communication channels [1], could be suitable formalism to

describe living organisms.

II. BIOLOGICALLY INSPIRED MODELS

Computational models, like Artificial neural network, are

inspired by biology. Lot of biology processes has been de-

scribed by computational models and theories of informatics,

mathematics and logic. The most exciting area is human brain

and a way how we think. There are a numerous models, by

which we try to explain people thinking the best. One of

approaches is that our mind is not really something what we

could touch. Probably it is something abstract, or better, it is

emergent as a higher function of our brain [2].

A. Biology as numerical computation

We keep rather one idea in our mind. We got trouble

to keep more ideas at one time, more troubles to deduce

something in parallel without keeping focus somehow from

the top of things. Respectively, there are processes inside our

brain we can not really have on mind, so are somewhere in

the background. Respectively, there are processes, or whole

systems in our body, which are not interconnected at all.

Anyway, the way how we think, can be put onto paper, and

ideas can be written down in chronological order. When we

are doing this, and we are using language of logic to describe

such process, we see that there are more processes in parallel.

When we come into a conclusion of a problem we solve, we

used to guess what is the solution. Some problems is possible

to solve straightforward way. Once that does not work, then

we usually "start to think", and return to the rigorous reasoning

[3].

B. Efective algoritms

To understand biological model, or process model, since

we see cognition as a process, or for example how plants

grow, we can observe a process behind that. We can study

how it is realised, what are cells to build a process, or

algorithm in terms of informatics. We know, that parallel

systems, or multi-agent systems, or even Bayesian networks,

or other models of Artificial Intelligence (AI), really behaves

intelligently according to a function or a purpose they had

been made. In nature we can see a small organisms adopted to

an environment they live in. Semi-intelligent slime effectively

searches for a food, and by that solves Traveler salesman’s

problem [4]. Repetitive concurrent process inside of a slime,

pulsing inside of a slime, can deliver any information from one

cell to any other cell in the organism. One could start to think

about adoption of known algorithms related to this problem,

which are based on approximation technic, but also algorithms

which are only potentially related to this problem, like to

design parallel version of cheapest ways in graph represented

by vertexes and edges, by putting smaller parts into bigger

ones, like we used to do in dynamic programming. For sure it

is not that straightforward. We might see that combining with

AI approach could lead to some approximation of a problem

solution. Nature has its advantages here. There is an evolution

behind the organism we study. We can see living cells and

structures as building cells of an organism. Such building cells

are already optimal from a point of their functionality. They

were iteratively updating genetic information in a very long

time of evolution. To unhide any aspects of their functionality

we need to take all possible environment conditions and

combinations into account, what is very complicated task.

C. Living

Principles how organisms live, respective biology systems

work, could be crucial to answer how higher functions are
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proceed and what’s behind them. Organism cells need source

of an energy to operate, and to keep alive. Whole process

starts and ends with a supply of an energy, and ends when

energy is not anymore supplied. Supply of the energy is

necessary for living. It is also necessary for well functioning

of an organism, communication, which is present at the level

of living multi cell organisms, and regulation, which makes

organism functions robust. Communication is present at the

level of biology processes and their character is vectorial [5].

III. COMPUTABILITY

Solution of predefined problem, depends on, if we are able

to get from one form of a process, or its property representa-

tion, to another one, just by making equivalent substitutions,

and order forms as equivalent, so equivalency would be kept,

and process equivalency, or its property verified. Generalisa-

tion of such system in symbol representation is called semi-

Thue system and problem is known as Word problem (WP).

The word problem of semi-Thue systems over Σ = {a, b}
is unsolvable [6]. Problem of algorithmically solvability is

usually reduced, if possible, to other known problem, which

is already proven as unsolvable. Method is called reduction

method [7]. Hard problems are usually solved algorithmically

by approximations, since we do not have deterministic algo-

rithm solution for every problem. In opposite, we can build

solvability and provability on a completeness of axioms of

functional calculus in mathematical logic [8]. Valuable bricks

for algorithms can be taken also from Graph Theory. Control

structure of an algorithm is oriented graph. Graph also defines

vector space upon its vertexes, edges, or cycles [9]. Theorems

of Graph theory, which are related to graph topology, can be

used to cut search of state space. Significant importance has

theoretical arithmetic, algebra, and especially group theory,

which tells us, for example, which is the smallest subgroup of

a group G generated by a set X denoted as [X]. Intersection

of all subgroups H of a group G containing X is a subgroup

[10].

[X] = ∩{H;X ⊆ H, (H; ∗) ⊆ (G; ∗)}

Group theory is a base of an Equational logic, which allows

rigorous reasoning [11].

IV. TRANSITION SYSTEMS

There are many relations between transition systems and

matrix representation of computational models. It can be

shown, that there is a connection between matrix represen-

tation of a Finite Automaton (FA) and algebra of Semigroups.

Exactly, that these two models are equal [12]. Looking for

a more connections with interest into models by matrix

representation, we can find, that there is also connection to

a probabilistic models, or Markov chain model, what we can

see as a form of FA definition [13]. Next connection is not

really about power of a computational model, but more about

logic upon it. It is a problem formulation to find synchronising

word of predefined FA. Matrix representation of Deterministic

Finite Automaton (DFA) is used here again. A word w of

letters on edges of underlying graph Γ of DFA is called

synchronising if w sends all states of the automaton to a unique

state [14]. That is related to error handling mechanism, and

recovery from an error state. The whole discipline, like fuzzy

matrices and fuzzy automata, can be found for representations

of automata and matrixes [15]. Yet another connection between

transition diagram and matrix operations is when you would

like to model relations, actions and consequences combining

probabilistic theory [16]. Nice connection between matrix

and automaton representation can be also seen regarding 1D

cellular automaton [17]. We should know, that DFA can not be

used only to recognise language, but also idea to use DFA as a

tool for specification and compression of data is present [18].

There are much more connections to find between automaton,

and its associated graph represented by relation matrix. There

is a connection between matrix product factorisations of states

and operators, and complex weighted finite state automata

[19]. There is a straightforward connection of relation matrix

to language accepted by DFA. It can be computed as a reflexive

and transitive closure of relation matrix [20].

M∗ = I +M +M2 +M3 + ... = I +

∞∑

i=1

M i =

∞∑

i=0

M i

V. PROCESS ALGEBRA

Process can be described, or defined by algebra equations. It

is not trivial to see differences between FA and a process. Both

can be modelled by transition graph made of states, transition

function for FA, and actions for process. Since transitions of

FA depends only of external input, in a case of a process, we

consider between external and internal actions. When we think

about nondeterminism of FA, it makes nondeterministic choice

based on the input. This is idea of backtracking computation

on the input. Simply we argue, that FA finds out which trace

to choose, or good fairy tells advice which trace to choose.

Process, in an opposite, can make choice itself, and it is not

kind of backtracking, but it is one trace, which process chooses

in runtime. As it usually is, process chooses trace which we

do not want. That can be error case, or random case, or choice

can be affected by environment. We talk about external and

internal nondeterminism for a processes. It can be shown, that

there is an axiomatic deduction system, which can be used

to prove that two process equations are equal. This deduction

system can be extended also for a communicating processes

[21]. According to R. Milner [22]: to compare equality of

two FAs it is enough to compare each traces for the same

input. When we need to compare equivalency of a processes,

it is a bit more complicated. We need to focus on a cases,

when two processes can behave different way, cause of their

internal activity. What needs to be considered here, is so

called preemptive power of a silent action. Silent action can be

internal and hides internal communication of subprocesses. We

can not observe such process activities, so we can not guaranty

equivalency of a processes without any restrictions. Important

connection to group theory and so called many sorted algebras

or free algebras results also to important consideration between

initial algebras and final algebras [11] and theories which is

possible to build on it.

VI. BIOINFORMATICS

Applications of informatics helps biology research. First it

is a big databases of data collected from scientific research.

Analyse of Deoxyribonucleic acid (DNA) and Ribonucleic

acid (RNA) means to store a huge amount of data. Sequences

of DNA are being analysed and decoded. More and more

it is not just about analytical data, but whole theories and

models are being built, designed, and studied. DNA does not
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store informations which are only responsible as a carrier of

genetic information from a parent to a child, but stores also

informations about all processes of living organisms. Basic

building bricks for such processes are proteins. Proteins forms

several levels dimension structures. Interest is to predict next

level structure, or to see similarities between proteins, which

are also determined by evolution. Comparing the sequences

and structures of different domains are preferred instead of

comparing whole protein. Domain is mainly composed of

secondary level of a protein structures [23].

"One of aims of bioinformatics is to predict and analyse

the structures of protein and the relationship to the structure

to the function. (...) How a protein chain of a given sequence

folds up are not yet understood and it is impossible to predict

the folded structure of a protein de novo from its amino

acid sequence alone. Helping to solve this problem is one

of challenges facing bioinformatics. (...) The general goal of

theoretical systems biology is to develop computer models that

predict the properties of the large, adaptive, interconnected

network that are found in living things" [23].

A. Systems biology

There are several goals which are studied by systems

biology: signal processing, regulations, brain emergent

properties, hierarchy and network of interacting proteins,

topology and protein visualisation [23].

"The higher-order properties and functions that arise from

the interaction of the parts of a system are called emergent

properties. For example, the human brain, capable of thought,

dependents on practically all the cells in the brain and their

interconnections. But a single brain cell is incapable of

the property of thought; therefore thought is emergent of a

complex system" [23].

"Role of computational systems biology in drug development

has already begun to shift from "potential" to "actively

contributing". In many cases contributions are still modest,

but they do suggest the growing contribution of systems

biology should be expected to play as increasingly important

role in exploring the choice of target (ligand, receptor,

complex), or the need to account for diffusion and transport

(within tumors, through membranes, across the blood-brain

barrier, etc.)" [24].

As stated by L. Cardelli [25]: functional architecture of

systems biology can be divided into four abstract machines.

It is protein machine, gene machine, membrane machine,

and glycan machine. Abstract machines of biochemistry are

biochemical networks, gene regulation networks, and transport

networks. Functions related to proteins are: regulation, degra-

dation, metabolism, movement, assembly, transport, structure,

and signalling. Interaction of proteins can be denoted using

molecular interaction maps. There is a language, Systems

biology markup language (SBML), to note and view protein

interactions. There are several notations used for research of

proteins: Stochastic π Calculus, Petri Nets (PNs), Stochastic

PNs, or Pathway Logic, BioCham [25], BioSPi, PEPA, k-

calculus, Kohn Diagrams and Kitano Diagrams [26]. Gene

machine is central dogma of molecular biology. Regulatory

system can be described by Gene Regulatory Networks. A

lot of known approaches, which apply at protein machine

can be used here, but model is different. There are specific

techniques used here: Hybrid PNs, gene regulation diagrams,

or mix of protein and gene networks [25]. Process behind

the protein regulation is called polymerase. Inputs for this

process is DNA, and RNA, and product is protein. Each

RNA is responsible of creation of each protein, or group of

proteins [23]. Membrane machine is very complex from point

of its building cells and interactions. Membrane algorithms

requires deep understanding of biology and medicine. There

are few notations used here: "Snapshot diagrams", P-systems,

BioAmbients, and Brane calculi [25]. Rarely used example to

describe membrane algorithm is infection of a cell by virus.

Virus can go thru a membrane cell and change cell structure

from the inside.

B. Computational models

There are few articles regarding systems biology and

available tools, what necessary gives links to recent research.

"The resulting models are executable, their computations

can be seen as in silico experiments from which deducing

information about the modelled biological entity, and possibly

driving wet-lab experiments to confirm and refine these

findings" [27].

One of a principles which is used for validation is Model

Checking. That is used in many tools. Some of models used

for such tools are: Ordinary differential equations (ODE),

stochastic, discrete, boolean, or reactive modules, continuous-

time Markov chain (CTMC) and others. Some logics used

together with model checkers are: Computational tree logic

(CTL), Linear temporal logic (LTC), or their variants and

others [28]. It is possible to define properties on processes

by certain logic and verify them by process run, or process

verification techniques. By logic property composition we can

define properties like: Safety, or Liveness, or their weak ver-

sions. Modal logic can be extended to make variant of CTL [1].

Similar way we can verify properties of processes by rewriting

of process definitions, or their formal specifications using

axiomatic system, and verify strong, or weak equivalence,

between two processes [21], or between specification, and

process [22]. According to L. Cardelli [26]: brief list of model

construction, and validation techniques is: stochastic simula-

tion, static analysis, model checking, and formal reasoning.

Stochastic simulation can be done using Stochastic π calculus,

which is based on π calculus introduced by R. Milner. Using

few restrictions, that parallel composition of processes can

be used only in an outer equation of a process definition,

process model is forming so called Interacting Automata

(IA). Stochastic IA model can be used to model biochemical

reactions. There can be shown, that stochastic IA model can

be used to model basic boolean circuits and functions like

XOR [29]. There exist an equivalent labeled Petri Net for IA

[30] and also there exist a translation from PNs to process

algebra notation [31]. There are disadvantages to practically

use PNs in case of realistic biochemical reaction simulations.

One reason, for example, is exponential size of states, which

need to be represented in the model [32]. There are advantages

to use Stochastic π calculus instead. It allows, for example,

the biological components to be modelled separately [32].
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VII. NEXT STEPS

There are many computational models, which are currently

used as a tool of systems biology. Computational model

have its grammar or automaton representation in theory of

Formal Languages, or is described as an algorithm, or can be

described by specification. Basic classes of formal languages

are described by Chomsky hierarchy of languages. Automaton,

machine, or computational model, from FA to Turing Machine

(TM), is sequential, and can be used to prove properties of for-

mal language, formalise algorithmic construction, or formulate

decision problem according to a studied computational model.

There is a framework for studying grammars [33]. There are

also parallel models in the Theory of Parallel Computations.

It can be shown that combining with parallel computation,

grammars of Chomsky hierarchy can be moved from their

class of languages. Sometimes parallel grammar systems are

too complex to even imagine, what such systems do, but

parallel models have their place in natural computing. Even if

basic parallel models are very complex to describe formally

or mathematically, we can design new models, ruled by logic,

or meaning can be denoted by semantics. Word, form, which

evolve as a grammar system, can be seen as a living organism

(L-system, Aristid Lindenmayer, 1968). In term of algebra of

processes we can see word, which evolve by grammar system,

as a term, as a process, which evolve by change, by term

rewriting. Term rewriting is used in Pathway Logic [25]. Using

a term rewriting, or logic rewriting, it is possible to develop a

symbolic systems biology. Regular grammar can evolve into

repeating actions, so can be representation of a loop, or repeat-

ing process, or simple recursive process. Context-free grammar

can evolve into tree structure, and also allows loops, so can

be seen as a recursive process, or rather as recursive schema.

Context-sensitive grammar evolution can also be seen as a

recursive process, but also communication, or synchronisation

between sub-processes, or cells is possible. There is a con-

nection to Synchronised Alternating Finite Automata (SAFA),

which has the same class of accepted languages, and that is

context-sensitive languages [34]. According to a model of IA

[29] and connection to PNs [30], we see possible connection

of IA to SAFA, or Parallel Communicating Grammar System

(PCGS). There are more models proposed for validation, or

simulation as natural computing and also for modelling of

processes of systems biology. Stochastic π calculus seems

to be suitable for simulation of biochemical reactions [32].

PNs were proposed for modelling of pathways, and Stochastic

PNs to simulate natural processes [25]. Matrix grammars, or

graph grammars are kind of generalisation, or specialisation

of a grammar classes, also combinations of more models, like

Grammars Controlled by PNs are studied to support natural

computing [35]. Next potential of models of systems biology

can be in probabilistic, and quantum machines, or models

of Formal Languages, and Theory of Parallel Computations.

Further research of computational models of system biology

is strongly connected to Process Algebra, Process calculus,

π-calculus, and PNs, CTL, LTC, CTMC models and Model

Checking as an automation validation tool. Our research of

computational models, and connections to mentioned above,

are steps which help Systems Biology to reach its goals.
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I. INTRODUCTION

Deep learning allows computational models that are com-

posed of multiple processing layers to learn representations

of data with multiple levels of abstraction. These methods

have dramatically improved state-of-the-art speech recogni-

tion, visual object recognition, object detection, and many

other domains such as drug discovery and genomics. Deep

learning discovers intricate structure in large data sets by

using the backpropagation algorithm to indicate how a model

should change its internal parameters that are used to compute

the representation in each layer from the representation in

the previous layer. The convolutional neural networks have

brought in recent years breakthrough improvements in the

processing of images, video, speech, and audio. In contrast,

recurrent neural network models showed improved results on

sequential data such as text and speech [1].

The most discussed open problems in deep learning are:

1) Explainability

This is one of the main concerns the community is

currently facing. A considerable amount of criticism is

in fact that neural network models are often used as

a Black Box model. In general, neural networks are a

model in which it is difficult to explain the relationship

between input and output. It is necessary to "open"

these Black Boxes and provide a deeper understanding

of its functions [2]. Many areas require an explanation

of what information the model extracted in the learning

process, which makes it disadvantageous. DARPA [3]

has initiated a new program to look into this particular

issue.

2) Robust neural models

The neural network is as good as the data you give it.

The stronger the abstraction you want to extract from

the data, the more parameters you need to tune. More

parameters = more data.

3) Training a universal model:

Once learned, deep neural networks provide an effective

and accurate solution to a particular problem. Currently,

however, neural network architectures are highly spe-

cialized in specific areas of application. Designing a

good model for a new application requires iteration, and

iteration requires an additional time-consuming learning

process.

We need a lot of labeled data to be able to train our neural

network to extract suitable abstraction. My thesis deals with

data augmentation, which is directly related to the second open

problem.

We study the usage of deep learning methods in support

of decision making processes in different domains using data

augmentation. The main goal of the PhD. thesis is to improve

the robustness of learning by appropriate parametrization of

data augmentation methods in convolutional neural networks.

We are working on the development of a new layer for the con-

volutional neural network that will parameterize the process of

data augmentation directly during the learning phase. We want

to develop such a layer first for image data processing; then,

we will add augmentation for sequences. Our goal is to bring

the domain-independent solution as much as possible, but with

the possibility to remove some augmentation techniques (by

data scientist or domain-specific rules) if they can produce

irrelevant data. Experiments within selected domains will be

used not only to test this solution but also to provide some

manual or methodology for application in individual domains.

The first areas we started to explore for this purpose are

astronomy, text processing, and medicine. The first results in

these areas will be described in the following chapters.

II. DATA AUGMENTATION

Data augmentation is an artificial enlargement of a training

set by creating the modified versions of the original data and

leads to a better ability of the model to generalize what it has

learned on input data [4]. Although the problem of robust

learning prevails in other machine learning areas, a direct

transfer of solutions from other areas is complicated.

Augmentation techniques for image processing include flip,

zoom, rotation (Figure 1), or shift (Figure 2), but also adjusting

brightness or contrast. Of course, data augmentation can also

be used for sequences. If we add a small amount of white

noise to a data point and feed it to a trained model, the neural

network will get easily fooled. This problem is famously called

as an adversarial example. We can also generate synthetic

data based on the mathematical or physical rules of analyzed

phenomena.
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Fig. 1. Rotation – radio galaxy

Fig. 2. Shift – radio galaxy

Our research group is also involved in natural language

processing. There are other open problems in this area, namely

sarcasm, irony, or metaphors, which are hard for detection by

current algorithms.

We intend to extend our layer to include augmentation

techniques used in the processing of text documents such

as synonyms replacement, random insertion, random swap,

random deletion [5].

III. OUR PRELIMINARY RESULTS

A. Astronomy

Our first experiments were based on international collab-

oration with South African Radio Astronomy Observatory

researchers. It was a classification of radio galaxies. The

first experiments based on convolutional neural networks and

transfer learning were published in [6]. Other experiments

were based on data augmentation in the preprocessing phase,

like moving the object in the image and adjusting the bright-

ness and contrast of the original images. We were able to

improve the accuracy of 99.6% (training time: 00: 08: 36.75).

The results were tested on images obtained from various

astronomical catalogs.

Precision Recall F1 score support

Results in [7]

COMPT 0.98 0.98 0.98 1000

BENT 0.96 0.98 0.97 1000

FRI 0.98 1.00 0.99 1000

FRII 0.96 0.93 0.95 1000

0.97 0.97 0.97 4000

Our results

COMPT 1.00 1.00 1.00 392

BENT 0.99 1.00 0.99 454

FRI 0.99 0.99 0.99 393

FRII 1.00 0.99 1.00 395

0.995 0.995 0.995 1634

TABLE I
COMPARISON OF OUR RESULTS AND STATE-OF-THE-ART RESULTS IN

RADIO GALAXY CLASSIFICATION

The results showed us a solid ground for the development

of the proposed data augmentation layer.

B. Text processing

Our work presented in [8] aimed at the usage of deep

learning techniques to tackle the problem of the detection

of fake news from the text. We trained different neural

network models (feedforward, convolutional, and LSTM) on

data containing the full text of the analyzed articles as well

as only on their titles. The models were trained using a

labeled dataset of fake and real news, and such models proved

to be effective in this task. When comparing the evaluation

metrics, most of the models gained consistent performance.

However, convolutional and LSTM models proved to be the

most effective. When comparing the evaluation metrics on the

full-text data to only titles, the models still managed to perform

on a similar level. On the other hand, the effect of using just

titles for training proved to be effective during the training

phase. This could be significant in real-world tasks, when

using much larger training data or when the deployed models

have to be updated frequently due to incoming documents from

some data streams.

While the first experiments analyzed English documents,

our goal is to detect fake news in the Slovak online space.

In order to have suitable data, we are preparing an annotation

project that will provide us with the annotated database of

Slovak documents..

IV. CONCLUSION

The variability of data affects the robustness of learning

and the quality of models. One method to increase model

robustness is data augmentation. The aim is to design pro-

cedures for improving the robustness of learning by means of

a new layer of the convolutional neural network, which param-

eterizes the process of augmentation of input data during the

learning phase. We will focus on the generalization of image

data augmentation procedures in astrophysics and medicine.

Convolutional neural networks have also been successfully

applied in the analysis of text documents. Nowadays, the

global Internet is an environment that poses problems known

as anti-social behavior. Therefore, another goal is to propose

a model using a 1-D convolutional neural network, which will

improve the detection of anti-social behavior in the Slovak

online space.

ACKNOWLEDGMENT

This work was supported by Slovak Research and Develop-

ment Agency projects APVV-16-0213 and APVV-17-026.

REFERENCES

[1] Y. Lecun, Y. Bengio, and G. Hinton, “Deep learning,” 2015.
[2] W. Samek, T. Wiegand, and K. Müller, “Explainable artificial

intelligence: Understanding, visualizing and interpreting deep learning
models,” CoRR, vol. abs/1708.08296, 2017. [Online]. Available:
http://arxiv.org/abs/1708.08296

[3] D. Gunning, “Explainable artificial intelligence (xai).”
[4] D. A. van Dyk and X.-L. Meng, “The art of data augmentation,” Journal

of Computational and Graphical Statistics, vol. 10, no. 1, pp. 1–50, 2001.
[5] W. W. Jason and K. Zou, “EDA: easy data augmentation techniques

for boosting performance on text classification tasks,” CoRR, vol.
abs/1901.11196, 2019. [Online]. Available: http://arxiv.org/abs/1901.
11196

[6] V. Maslej Kresnakova, K. H. Le Thanh, E. Pizur, and P. Butka, “Klasi-
fikacia radiovych galaxii metodami hlbokeho ucenia,” Data a Znalosti

WIKT 2019, pp. 35–38, 2019.
[7] W. Alhassan, A. R. Taylor, and M. Vaccari, “The FIRST Classifier: Com-

pact and extended radio galaxy classification using deep Convolutional
Neural Networks,” Monthly Notices of the Royal Astronomical Society,
2018.

[8] V. Maslej Kresnakova, M. Sarnovsky, and P. Butka, “Deep learning meth-
ods for fake news detection,” 2019 IEEE 19th International Symposium

on Computational Intelligence and Informatics and 7th IEEE Interna-

tional Conference on Recent Achievements in Mechatronics, Automation,

Computer Sciences and Robotics (CINTI-MACRo), pp. 143–148, 2019.

SCYR 2020 – Nonconference Proceedings of Young Researchers – FEI TU of Košice

35



Data storing of electrical appliances 

1Aleš DEÁK (4th year) 

Supervisor: 2František JAKAB 

1,2Dept. of Computers and Informatics, FEI TU of Košice, Slovak Republic 

1ales.deak@cnl.sk, 2frantisek.jakab@cnl.sk 

 

Abstract—The purpose of this article is to suggest data storage 

for measured values. This section explains what is a smart meter 

and why you need to use it. The second part clarifies the 

communication model and shows the structure of the measured 

values. The last part defines the SQL and NoSQL databases and 

describes the differences between them. This section also 

contains practical information using both types of databases in 

our solution, examples and a conclusion.  

 

Keywords—Smart meter, SQL, NoSQL.  

 

I. INTRODUCTION 

The amount of used electricity is growing proportionally 

with the growing number of household appliances. Electric 

meters currently used for measurement remain inadequate. 

This problem creates the need of more and more energy in 

power plants. This solution also has an effect on the nature. 

Today we need to focus on quality and individually analyzing 

consumption instead of buildingg new sources of electricity. 

Currently used electric meters do not support the use of 

ecological energy sources, eg. solar panels or home wind 

generators. 

 For these reasons it is it is important to replace old, 

outdated electricity meters with new smart grids. The idea of 

using smart power meters is to transfer electricity to where it 

is needed. Communication between the server (in the power 

plant) and the client (Smart Grid) is essential to increase 

system and transportation efficiency [1]. Real-time and long-

term consumption indicator statistics are stored, which can 

affect the amount of energy made in different places. 

II. COMMUNICATION MODEL 

The basic communication model consists of an intelligent 

electricity meter, an intelligent device, a concentrator and a 

server. The smart meter measures energy consumption. The 

intelligent gadget acquires the readings from the electrometer; 

and sends them wirelessly to the concentrator. The 

concentrator connects many smart networks to the server over 

an internet connection. The server collects data in the 

database.  

This solution can connect large geographic areas without 

the need of internet connection for each smart network. The 

server communicates with smart networks via DLMS / 

COSEM. The communication model is shown in the figure 

below. 

 

 

Figure 1 Communication model 

III. MEASUREMENT OF POWER USAGE 

Electrical equipment extracts electricity from the 

transmission system. Generally, force consists of 

multiplication electric current in amperes and electric 

potential or voltage in volts. The electrical power used is 

changed to the active power in appliance. Electrical 

equipment connected to alternating current work on the 

principle of induction.  

These appliances obtain electricity from the transmission 

system, which is necessary to create a magnetic field. This 

special energy is called reactive power [2]. Smart grids can 

measure active and reactive power. All of the measured values 

are sent to the server. These data and the consumption curve 

may be used for deduction of appliances switched on. Every 

intelligent grid sends energy consumption data to a server 

where they are processed. The curved line is created based on 

these values and the measured power is displayed in watts. An 

example of a curve is shown at image below. Green line 

shows active power and the blue line shows reactive power. 

 

 

Figure 2 Consumption curve 
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IV. DATABASE MODELS 

The SQL database provides a repository of related data 

tables. A well built database model is also easy to read for the 

unskilled users. Each column is strictly determined by the data 

type and size. The number of columns is also permanently 

defined. for For example, you cannot use the same table for 

different information or enter characters if a number is 

expected. Each row in SQL is a different record. The SQL 

scheme must be determined before the data are entered and 

before the evelopment of business application logic. Small 

changes are possible, but large edits can cause complications. 

SQL tables create a strict data template, making it difficult to 

make mistakes. The integrity of the SQL database is 

guaranteed by foreign key restrictions. The user cannot edit or 

delete records related to other records. 

 NoSQL databases are different. Data is stored in JSON-

like forms without data or type constraints, so they are more 

flexible as SQL [3]. This characteristic behavior can cause 

inconsistencies. NoSQL databases consist of documents and 

similar documents are stored in collections. The scheme is 

free, there is no need to first determine the design of the 

document. Adding new record types is easy. In the NoSQL 

database structures are composed of other structures. Data 

integrity is is not guaranteed. 

V. OUR SOLUTION 

The NoSQL database model is a JSON-like document. Data 

is the same as in the SQL database. An example of a NoSQL 

document is shown below. 

 

 

Figure 3 NoSQL Document 

 

 The SQL database model is a bit easier to read and rules 

record keeping is clearly defined. On the other hand, changing 

the database model is more challenging. A NoSQL database is 

preferable because of the 2 major reasons. The first is speed. 

Many calculations, comparisons and database requests are 

needed display all appliances in one table. The user cannot  

wait a long time for a curve. Another reason is adding a new 

functionality. This project is still in a developing state of 

change and adding new behavior is possible. So our option is 

the NoSQL database. 

VI. CONCLUSION 

Using smart networks to determine when devices are turned 

on has many advantages. Users don't have to buy many 

expensive smart sockets that are not accurate devices. An 

integral part should be the prediction of abnormal behavior in 

every intelligent building. This would increase the security of 

users in relation to accident prevention, in particular in the 

case of older generation of people. 

 Another important area is automated discovery of 

appliances in an intelligent house. An app can notify you of 

forgotten irons or others dangerous appliances. If it's a large 

community that uses our application, an extensive database of 

devices will be created. Then the user enters only the name, 

model, device type and power consumption are automatically 

assigned without measurement. 
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Abstract—Over the decades, medical ultrasound has become
increasingly popular modality in the area of medical imaging. It is
used for diagnosis in several areas such as cardiology, gynecology,
emergency medicine, or pulmonology. With the increasing popu-
larity of deep learning, there is an increasing demand for artificial
intelligence systems of various uses for medical ultrasound. In
this review, we review methods, that utilize both intraslice and
interslice features, used in 3D ultrasound image segmentation.
As there are quite a few such systems in medical ultrasound, we
also review other medical imaging modalities.

Keywords—convolutional neural networks, 3D Ultrasound, seg-
mentation, artificial intelligence

I. INTRODUCTION

Since it’s creation in the 1950s, medical ultrasound has

quickly become one of the most used diagnostic modality

in medicine. While some regard medical ultrasound as ‘a

stethoscope of the 21st century‘ [1], it has also found many

applications outside the field of cardiology. These applications

include, for example, the fields of gynecology, anesthesiology,

emergency medicine, neonatology, or pulmonology. Among

the most significant advantages of ultrasound compared to

other modalities are the ability to scan the patient in real-

time, it’s low price and the fact it doesn’t utilize any form of

ionizing radiation.

Ultrasound can capture both 2D, 3D (volumetric) images,

3D (2D + time) clips, and 4D (3D + time) clips. While 2D

is the most common scanning mode of ultrasound, 3D is

becoming increasingly important over time. The usages of 3D

include fetal diagnosis, real-time 3D echocardiography, surgi-

cal guidance, musculoskeletal tissue examination, or diagnosis

of carotid atherosclerosis via evaluation of arterial wall motion

[2].

Segmentation of ultrasound images is necessary for further

evaluation and analysis of the anatomy. Once anatomy is

segmented, we can calculate the different qualitative and

quantitative measurements necessary for clinical practice. The

area of segmentation in ultrasound is also impacted by the

deep learning boom. In the last years, there were many

systems [3] [4] [5] designed for the segmentation of volumetric

ultrasound images, mostly utilizing 3D convolutional neural

networks (CNN) with different architectures. However, there

are several notable downsides of 3D CNNs, including their

long training time, lack of pre-trained models, and VRAM

memory requirements. We would like to tackle this problem

via the utilization of 2D CNN for intra-slice feature extraction

from 3D image slices and recurrent neural networks (RNN)

for inter-slice feature extraction. We believe that this emerging

approach has significant potential and isn’t well explored,

especially in ultrasound.

II. REVIEW OF THE CURRENT STATE

In this section, we talk about different systems designed for

the segmentation of volumetric ultrasound images. The prob-

lem of volumetric ultrasound image segmentation is currently

solved using several different approaches. Those approaches

are mentioned in subsection II-C. In the rest of this section,

we focus on the combination of CNN and RNN in medical

ultrasound and other modalities for anatomy segmentation.

As U-Net is the most common CNN in the area of medical

image segmentation and most of the systems are using some

modification of LSTM, we also provide a brief overview of

these networks.

A. U-Net

U-Net [6] is a fully convolutional neural network (FCN)

proposed by Ronnenberg, Fischer, and Brox for biomedical

image segmentation in 2015. This network features contracting

and expanding path on different levels, effectively creating

U shaped architecture. Both contracting and expanding path

consist of 4 blocks. Opposite blocks are connected in a fashion

that feature map from contraction block is cropped and passed

to a corresponding expansion block. The contraction blocks are

build from 2 convolutional layers, followed by activation and

max-pooling that effectively downsamples an image. Each of

these blocks features upsampling procedure, "up-convolution",

concatenation with feature map from opposite block in the

contracting path, and 2 convolutions followed by rectified

linear unit activation. At the top level of expanding path, there

is one final 1x1 convolution layer used to map feature vector

to desired classes. This architecture is visible in Figure 1. In-

spired by this approach, Milletari, Navab and Ahmadi created

V-Net [7] for the segmentation of 3D biomedical images.

B. LSTM

Long short-term memory (LSTM) [8] is an RNN introduced

by Hochreiter and Schmidhuber in 1997. They aimed to tackle

the problem of lacking long term memory and related prob-

lems of vanishing/exploding gradient of RNNs. The authors

introduced the input gate unit and the output gate unit. Gates

are designed to protect current memory from irrelevant inputs
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in case of an input gate and other units in case of an output

gate. Later, forget gate was added to allow LSTM to forget

outdated information, and it was even further extended with the

addition of peephole connections [9]. Architecture is visible

on Figure 2.

During forward pass, we first calculate cell input. Then, the

input squashing function is applied. The result of squashing is

multiplied by the output of the input gate. This result is input to

all cells of the current memory block, where it is summed with

the previous state multiplied by activation of forget gate. The

cell output is calculated as the multiplication of cell state and

activation of the output gate. With the inclusion of peephole

connections, activations of the gates are also dependant on the

current state of cells.

Fig. 1. Architecture of U-Net [6]

Fig. 2. Architecture of LSTM as described by [9]

C. Methods commonly used in ultrasound

There are several reviews of segmentation techniques in

ultrasound based on used mode [10], or clinical application

[11] [12] [13] [14]. While providing information about the

used method is important, the comprehensive review of all

the different approaches is beyond the scope of this paper.

We have therefore selected one high-quality review [10] and

followed the list of approaches mentioned in the review:

1) Active contours - based on parametric or geometric

deformable models

2) Shape priors - based on the fact that the shape of the

anatomical structure is well known

3) Superpixel or patch-based and classification - based on

dividing the structure into superpixels/patches labeled as

the object or background

4) Texture and classification - based on finding the feature

of underlying texture and usage of classifier

5) Pixel intensity and/or local statistics based - based on

the fact that an image has different objects with different

intensity distributions. This approach includes methods

based on thresholding

6) Edge tracking - utilizes edge detectors, mostly used to

get a more fine-grained solution in the second step

7) Optimization techniques - used after coarse segmenta-

tion methods to provide more fine-grained solutions

8) Transform-based - uses mathematical transformations

(Hough transform) or modeling techniques (Markov

random field)

9) Data-mining

10) Heuristics - gradually searches the image to find desired

tissue

11) Neural networks and deep learning - include the usage of

both classical feedforward neural networks, CNNs and

RNNs

D. Ultrasound studies

Yang et al. [15] proposed Boundary Completion RNN

(BCRNN) for automatic prostate segmentation in ultrasound

images. The BCRNN is stacked into the cascade and consists

of Bidirectional Long-Short Term Memories (BLSTM). At

each level, BCRNNN serializes the static ultrasound image

from several different perspectives and then conducts shape

predictions for each of the perspectives. In the end, the

predictions are merged via a multi-view fusion strategy. To

refine the shape, a result of the last BCRNN concatenated

with the test image is the input to the next BCRNN. They

achieved the best performance with 2 BCRNN levels (0 and 1),

competitive with at the time state-of-the-art results. The same

team also used a similar approach for boundary delineation in

ultrasound images of the fetal head and abdomen [16].

Yang et al. [17] worked towards the automatic segmenta-

tion of fetus in volumetric ultrasound. Their neural approach

consisted of U-Net and BLSTMs combination. Firstly, the

volumes were input to the 3D U-Net. Then, the probability

volumes generated by U-Net concatenated with raw Ultra-

sound volumes were used as an input to BLSTMs. In this case,

BLSTMs are extracting local contextual knowledge for better

refinement of local boundaries. Their system is able to retrieve

volumes of fetus, background, gestational sac, and placenta.

They also introduced deep hierarchical supervision to tackle

problems with vanishing gradient while training the system.

Anas, Mousavi, and Abolmaesumi [18] proposed an ap-

proach for real-time prostate segmentation in a freehand

ultrasound-guided biopsy. While this is not directly dealing

with a volumetric image, but sequence comparable to video,

it brings some interesting ideas. Their approach was based

on modified U-Net architecture, where authors introduced
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residual convolutional gated recurrent unit blocks in-between

the expanding and contracting branch in the last two levels of

U-Net. The input to the network was the sequence of the last

three images. However, they also experimented with another

branch incorporating t-4 and t-8 images (image t is current).

E. Other modalities

Chen et al. [19] observed the fact that ‘when human experts

label the ground truth for biomedical images, they tend first

to zoom out the image to figure out where are the target

objects and then zoom in to label the accurate boundaries

of those targets‘. Inspired by this idea, they created a model

called k-UNet that is simulating such human behavior by

operating on different scales. They start with the largest region

with the lowest resolution and slowly descent down towards

the smallest region with the highest resolution. They also

argued about the problem of the computational cost of 3D

convolution and issues that arise when we try to substitute

it by 2D convolution. To tackle this problem, they proposed

the framework combining FCN for the extraction of intra-slice

information and RNN for the extraction of inter-slice informa-

tion from volumetric images. As an RNN for this framework,

bi-directional convolutional LSTM (BCLSTM) was proposed.

This BCLSTM consists of two layers of convolutional LSTMs

(CLSTM) working in opposite directions. They claimed to

achieve state-of-the-art performance on the 3D fungus dataset

at the time.

Novikov et al. [20] used so-called Sensor3D network for

segmentation of liver and vertebrae from volumetric CT

images. This Sensor3D network consists of U-Net like ar-

chitecture with BCLSTM integrated in-between the bottom-

most contraction and expansion blocks and another one just

before the final 1x1 convolution. The contraction and ex-

pansion blocks are wrapped in time-distributed wrapper, and

the sequence’s slices are therefore processed separately. The

CLSTMs are used to capture the spatio-temporal features.

With this approach, they looked to tackle the problem of

other 3D segmentation algorithms - the necessity of whole 3D

volume being present at the time and the computation costs.

They claimed their solution to be among the best on the CSI

2014 and 3Dircadb datasets.

Jia, Yuan, and Peng [21] used a light-weight encoder-

decoder network for automatic segmentation of brain tumors

from multi-modal MRI volumes. Instead of application of

recurrent network and 2D CNN, they opted for 3D CNN

encoder-decoder architecture with so-called hierarchical sep-

arable convolution block that was incorporating view-wise

separable convolution and group-wise separable convolution.

This way, they were able to divide performance-intensive

3D convolutions into two complementary 2D convolutions.

As their model was asymmetrical in view, they incorporated

ensemble of such classifiers taking axial view, sagittal and

coronal view as input. They managed to outperform all other

methods on the BraTS 2017 dataset that consists of multi-

modal images of volumes with a brain tumor. This work was

included in this review despite not featuring the combination

of CNN and RNN, as it tried to tackle the problem of

computational costs of 3D CNNs.

Lu and Banerjee [22] from Siemens Healthcare GmbH try

to patent the U-Net + CLSTM approach for segmentation in

cardiac MRI. The LSTM was situated at the bottom level,

in-between the contraction and expansion part of U-Net.

Fig. 3. Example of 3D ultrasound image from openI database [23]

Zhu et al. [24] utilized convolutional LSTMs for prostate

cancer segmentation from volumetric MRI. Their proposed

bidirectional convolutional LSTM (BCLSTM) layer is com-

posed of two sets of CLSTMs. One set is streaming from

the previous slice through the current to the next; the other

is working in the opposite direction. The BCLSTM layer

should extract both intraslice and interslice features out of this

sequence. Authors formed U-Net like architecture, with both

contraction and expansion path, from the said BCLSTM. Their

input sequence to this network consists of 3 slices - previous,

current, and next slice. With their solution called UR-Net, they

claimed to outperform a fully connected neural network, both

U-Net, V-Net, and also Modified FCN with BCLSTM layers.

Poudel, Lamata and Montana proposed recurrent FCN

(RFCN) [25]. They used U-Net architecture and utilized

GRU on the bottom-most connection between the contraction

and expansion paths they name global feature component.

Their methods were evaluated on MICCAI 2009 dataset and

PRETERM dataset and achieved competitive results.

Bates et. al [26] used U-Net style architecture with

BCLSTM. Every CLSTM layer used 20 units, and every stack

(BCLSTM) was followed by a 1 x 1 convolution to reduce

dimensionality. They have experimented with setup, where

slices were firstly passed through U-Net and then through

stacked CLSTMs. They have utilized two possible approaches

- deep, where CLSTMs were shaped stacked in U-shaped con-

figuration. In this configuration, the first BCLSTM is followed

by the pooling layer, second by upsampling layer and third by

1 x 1 convolution and sigmoid. In Shallow configuration, only

single BCLSM followed by 1 x 1 convolution was used. They

were able to outperform 2D and 3D U-Net with both proposed

architectures.

III. CHALLENGES

As outlined in a review, the proposed approach is starting

to gain traction in the area of medical image segmentation. It

seems that utilizing RNN within CNN allows the network to

extract improved inter slice context information compared to

only using 3D CNN. While there is an ongoing development of

such hybrid segmentation systems for CT and MR modalities,

there seems to be little to no development of such systems in
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the area of ultrasound. We would like to start with the design

of such systems for ultrasound.

During the review, another question arose - Is it better to

use 3D CNNs to create the segmented volumes and apply

RNNs to refine the local boundaries such as [17] or should

we try to emulate the approach of [19], where 2D CNN is

utilized, and BCLSTMs are used to distill the 3D context from

a sequence of 2D images? We think that detailed, experiment-

based, comparison of those two ideas with the classic 3D

CNN segmentation approach could be helpful for a selection of

the most promising method. For experiments, we would like

to obtain a 3D ultrasound dataset with the help of Siemens

Healthineers. Datasets from other modalities could also be

used such as one of the versions of BRATS [27] for MRI, LiTS

[28] for CT or the Medical Segmentation Decathlon dataset

[29] for both.

Afterwards, we would like to dive deeper into the area and

try to improve the method. Improvements may include, but

are not limited to, improving the U-Net’s performance via

the usage of nested, dense skip pathways [30] or multiscale

dense connected schema [31], reducing the number of U-Net’s

parameters via the usage of inception modules [32], using

different RNNs, or incorporating such a hybrid network into

GAN. As seen in the review, only one of the systems [33]

has utilized the combination of CNN and RNN in the GAN

scheme. GANs are nowadays gaining traction in the area of

deep learning in medical imaging. While they are mostly used

for medical image reconstruction or synthesis, they can achieve

state-of-the-art performance in segmentation [34].

These improvements should lead to even more accurate seg-

mentation results and faster, less memory consuming models.

While the first is important for accurate assessment and diag-

nosis of patients, performance is also an important question,

as most of the medical devices aren’t equipped to become

computational intensive platforms. Therefore we also need

to watch the development in the areas of CNNs and RNNs

carefully as they are evolving rapidly and coming with new

approaches almost daily.
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Abstract—The topic of this article is automatic speech 

recognition. The main part of the article is a description of the 

principle of automatic recognition and some of the best-known 

approaches to this problem. Furthermore, there are briefly 

described modern methods used in automatic speech recognition. 

Also, a brief description of the Kaldi system used for speech 

recognition in my previous research is provided. In conclusion 

there are briefly outlined topics. I would like to deal with in my 

dissertation.  
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I. INTRODUCTION 

Automatic speech recognition is the process of converting a 
speech signal into the corresponding text form. Automatic 
speech recognition algorithms can be implemented on 
different devices, computers, or servers. Systems for 
automatic speech recognition have been under research for 
more than 60 years. Currently, there are many commercial 
products using automatic speech recognition. One of the most 
common uses of automatic speech recognition for the general 
user is the use of user interfaces and voice control. 
Historically, automatic speech recognition has been used in a 
variety of applications such as voice dialing, interactive voice 
dialogue, call routing, text dictation, voice control, gaming 
industry, official document transcription, voice search, and 
robotics. As computer technology grows and improves, even 
more sophisticated automatic speech recognition applications 
are becoming a reality. Examples include the extensive use of 
voice assistants in mobile phones (Google assistant, Siri, 
Cortana, ...), voice control in home gaming systems (Kinect), 
voice navigation and many other advanced applications that 
use automatic speech recognition [1], [2], [3], [4], [5], [6].  

 

II. AUTOMATIC SPEECH RECOGNITION 

The principle of automatic speech recognition is based on 
the human speech recognition model shown in Figure 1. 

 
Figure 1 Human speech recognition scheme 
 

In Figure 2 there is shown how computer speech recognition 
works.   

 

 
Figure 2 Computer speech recognition scheme 
 

In the first step, the human speech is converted into an 
analog signal by a microphone. Then it is digitized in the 
analog-to-digital converter of the sound card. This is done by 
recording the sound intensity values at a certain sampling 
frequency moments.  Thus, obtained digital data is then 
processed. Because it is a system with high computational 
demands, we cannot work with all the samples. To solve the 
computational complexity, we need to extract only important 
data from the samples. This transformed digitized signal in the 
form of vectors is called observation. Usually, FFT (Fast 
Fourier Transformation), MFCC (Mel Frequency Cepstral 
Coefficient), cepstrum (produced by applying an inverse 
Fourier transformation to the logarithm of the estimated signal 
spectrum) and their modifications are used to extract the 
observations. Based on the calculated observations, the system 
looks in the dictionary for the word that was most likely 
captured by the microphone. Thus, recognition consists of 
finding the closest similarity of the scanned word to the words 
in the dictionary. 

Consequently, the wrong words may be removed in other 
layers according to the context, or the words may be 
composed into sentences [7]. 
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In terms of usage, speech recognition methods using 
statistical decision making, the so-called statistical methods, 
are currently the most widely used. In this approach, speech 
variations are modeled statistically using training methods. 
The principle of speech recognition is currently based on 
statistical acoustics and language models. Language and 
acoustic models in automatic speech recognition systems for 
an unlimited domain need a large amount of acoustic and 
language data for parameter estimation. The processing of 
large amounts of training data is a key element in the 
development of an efficient automatic speech recognition 
system. These methods can be divided into three groups 
according to the technology they use: 

• HMM (Hidden Markov Model) 
• ANN (Artificial Neural Network) 
• Hybrid methods - using both HMM and ANN 

Individual words can be modeled as a whole word, which 
means we get one result model for each word in the 
dictionary. The second option which is being used is modeling 
using smaller acoustic units such as phoneme. Such a word 
model is obtained after the phoneme models are concatenated. 
We can also associate individual word models with a language 
model that provides additional information about the 
consecutive word occurrence statistics [8], [9], [10]. 

The language model allows for classifications to suppress 
those sequences of words whose frequency in the training text 
set was minimal. 

 

III. METHODS OF AUTOMATIC SPEECH RECOGNITION USING 

NEURAL NETWORKS 

When using neural networks in automatic speech 
recognition systems, their ability to classify elements of 
certain properties into classes is mainly used. The neural 
network is made up of elementary elements called neurons. 
These neurons are arranged in layers and interconnected in 
manner that each higher layer neuron is associated with each 
lower layer neuron. In to each neuron enters input signals, the 
inputs have different weights. If the sum of the signals 
multiplied by the weights exceeds a certain threshold, the 
neuron sends an output signal of 1, otherwise it sends 0 [11]. 

To recognize speech with neural network (Figure 3): 
1. We will teach a neural network to assign a sound to a 

given word in a dictionary according to a set of observations 
2. The calculated observations are given to the neuronal 

network inputs 
3. The network will have several hidden layers and the 

network will have as many neurons as the phoneme in the 
output layer 

4. The network will be trained so that the output is an active 
neuron corresponding to the phoneme 

5. For a neural network to determine which dictionary word 
is associated with input observations, we must train the 
network. Training is done by bringing observations calculated 
from a known word to the neural network input and letting the 
network calculate the output. Since observations belong to a 
familiar word, we know which output neuron should be 
active. If this is not the case, we adjust the weights of the 
neurons throughout the network to approach the desired result 
[11]. 

 

 
Figure 3 Speech recognition using ANN [11] 
 

IV. DNN (DEEP NEURAL NETWORK) 

Popular approach in modern speech recognition system is 
also usage-based on DNN. Deep neural networks are 
composed of neurons that are interconnected. The neurons are 
arranged in layers. The first layer is the input layer that 
corresponds to the data properties. The last layer is the output 
layer, which provides probabilities of classes or markings 
(classification task). The output of the y-th neuron is 
calculated as the non-linear weighted sum of its input. The 
input xi of the neuron may be either an input if the neuron 
belongs to the first layer or the output of another neuron [12]. 

Deep neural network is defined by three types of 
parameters: 

1. The pattern of interconnection between different 
layers of neurons 

2. Training process to update weights wi from the 
link 

3. Activation function f that converts a weighted 
input of a neuron into its activation output (Figure 
4) 

 

 
Figure 4 Example of one neuron and its connection [13] 
 

The frequently used activation function is a non-linear 
weighted sum. By using only linear functions, neural 
networks can only separate linearly separable classes. Non-
linear activation functions are therefore essential for real data 
[13]. 

The Kaldi system that I used in my work can be classified 
into a group of hybrid methods. 

 

V. END-TO-END SPEECH RECOGNITION SYSTEMS 

To put it simply, end-to-end speech recognition systems 
consist of three main components: 

1. Flag extraction that treats raw audio signals (e. g. 
from a .wav file) as inputs and generates a 
sequence of feature vectors with one feature vector 
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for a given audio input frame. Examples of 
symptom extraction phase outputs include slices of 
the raw waveform, spectrograms, as well as the 
popular Mel Frequency Cepstral Coefficients 
(MFCC). 

2. An acoustic model that processes feature vector 
sequences as inputs and generates probabilities of 
character or sound sequences conditioned by 
feature vector input. 

3. A decoder that processes two inputs - outputs of 
the acoustic model and the language model - and 
looks for the most likely transcript given by the 
sequences generated by the acoustic model, which 
is limited by the language rules encoded in the 
language model. 

The block diagram of the end-to-end speech recognition 
system can be seen in Figure 5. 

 

 
Figure 5 End-to-end speech recognition system block diagram 

  
Systems for automatic speech recognition based on deep 

neural networks as well as end-to-end systems can now be 
classified as one of the most widely used and most promising 
systems for automatic speech recognition [14]. 

 

VI. SPEECH RECOGNITION TOOLKIT KALDI 

Kaldi is an open-source toolkit for automatic speech 
recognition. It is written in C ++ and licensed under the 
Apache License v2.0. Kaldi's goal is modern, flexible and 
easily extensible code that is easy to understand and modify. 
Kaldi is available for download at SourceForge (Available at: 
http://kaldi.sf.net/). Kaldi can be compiled on commonly used 
Linux-based systems as well as on Microsoft Windows-based 
systems [15], [16], [17]. 

The Kaldi toolkit allows to use many specific requirements 
for automatic speech recognition systems, such as structure 
based on Finite-State Transducer (FST), extensive linear 
algebra support and non-limiting license [15], [18]. 

In Figure 6 we can see the basic block diagram of the Kaldi 
tool. It can be seen from the figure that the toolkit is 
dependent on two External Libraries, which are also freely 
available. The first is OpenFst for the finite-state machine and 
the other is the library of numerical algebra. 

Library modules can be grouped into two different groups, 
each of these groups depends only on one of the external 
libraries. These two groups are bridged by the 
DecodableInterface module [15]. 

The modules shown in Figure 6 below are always 
dependent on one or more modules above them. 

 

 
Figure 6 Basic block diagram for Kaldi automatic speech recognition [15] 

 

VII. MY PREVIOUS RESEARCH 

As a part of my previous work, I have decided to create a 
test database for automatic speech recognition system. I have 
created this database from the acoustic data of the meeting 
audio recordings. The creation process of this test database 
consisted largely of manual annotation of acoustic data, and 
its modification into a form suitable for testing by the 
automatic speech recognition system Kaldi. I have also 
decided to experimentally investigate the impact of the 
training database on the success of automatic data recognition 
by the Kaldi system. I have chosen to compare the results of 
automatic speech recognition when training the Kaldi system 
with the LRMT KEMT TUKE laboratory database and when 
training with this database extended by the high volume of 
data (247 hours 31 minutes and 57 seconds) automatically 
recognized by SARRA (speech transcription system created in 
LRMT KEMT TUKE)1. I have based my hypothesis on the 
assumption that a higher volume of automatically recognized 
training data of the same type (data like test data - meeting 
audio, the same acoustic channel, ...) should result in a lower 
system error rate in automatic recognition speech. The block 
diagram of proposed system can be seen in Figure 7. The 
block marked in red is a set of data prepared and added by me 
to improve the system's success. 
 

 
Figure 7 Block diagram of my system with added training data 
 

VIII. CURRENT STATE OF RESEARCH 

In my current work, I have started with a more thorough 
examination of the functionality of the Kaldi speech 
recognition tool. In addition to basic control of the Kaldi tool 

 
1 https://marhula.fei.tuke.sk/sarra/login 
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and running system testing, I have begun to get acquainted 
with the process of preparing data for processing by the Kaldi 
system and also with the process of training the acoustic 
models needed for speech recognition Kaldi system. In my 
previous work, I have managed to prove that adding a higher 
volume of automatically rewritten data to the Kaldi training 
process will help improve speech recognition success. 
However, I have found out during the experiment that from a 
certain point this improvement is minimal and ineffective in 
terms of increasing the calculation and time requirements of 
the system.  

 

IX. FURTHER RESEARCH DIRECTION 

In my next work, I would like to look more closely on the 
training process of the Kaldi Speech Recognition System. I 
would also like to examine more closely the impact of the 
volume of automatically rewritten data in the process of 
system training on speech recognition Kaldi. In this step I 
want to focus on the success of speech recognition but also the 
computational and time-consuming system training. 

I would also like to explore the possibility of improving the 
robustness of the Kaldi speech recognition system by 
designing the correct training data database. A system trained 
in this way should not have any problem with input data with 
different properties. At present, many researches are 
concerned with systems that would also be able to recognize 
child speech by extracting the symptoms of child speech and 
then modifying the training database with these symptoms. 
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I. INTRODUCTION

This paper deals with design and implementation of Dis-

tributed Control Systems (DiCS) in two different areas. Firstly,

it describes basic concept and advantages of DiCS over

Centralized Control Systems (CCS) [1]. The main focus of

this paper is the overall upgrade of the ALICE experiment

at CERN and brief description of newly developed hardware

and software modules, including their integration within DiCS

of the ALICE, that is called Detector Control System (DCS)

[2]. Next it focuses on the implementation of several software

modules for the DCS and their actual usage at ALICE, specif-

ically for the Interlock system. Last but not least, the paper

deals with DiCS implementation at the Center of Modern

Control Techniques and Industrial Informatics (CMCT&II) at

Department of Cybernetics and Artificial Intelligence (DCAI)

with the focus on mobile robotics area, showing the similarity

to the DCS at CERN.

II. DISTRIBUTED CONTROL SYSTEM

The DiCS is computer based control system for complex

processes, where individual controllers are distributed through

the system with no central supervisory control node. Unlike

CCS, individual controllers are positioned closer to the con-

trolled processes, resulting in greater reliability and lower

initial costs. At the same time, superior systems have the

possibility to monitor and supervise individual subsystems,

thanks to which they have a comprehensive overview of the

state of controlled processes. Conceptually, the DiCS can be

divided into several levels of control [1]:

Level of Sensors and Actuators: (Zero Level) includes

various sensors and actuators. Individual sensors and actuators

can be connected to a higher level by analog, digital or

frequency inputs and outputs, or by various technological

interfaces. This level also includes more complex models

consisting of multiple sensors and actuators.

Technological Level of Control and Regulation: (First

Level) ensures the control and regulation of individual parts

of the lower level while ensuring communication with the

second level of DiCS. Control and regulation at this level

is ensured by PLCs, technological computers and single-chip

microcomputers [3].

Level of SCADA/HMI: (Second Level) includes

SCADA/HMI systems for supervisory control, data acquisition

and archiving. It also involves various visualizations to

present production process information to the operator.

Connection with lower and higher levels are provided

by network interfaces mostly using TCP/IP protocol with

various extensions. This level also covers simulation models

implemented mostly in MATLAB/Simulink environment [4].

Information Level of Control: (Third and Fourth Level)

represents the level of Manufacturing Enterprise Systems

(MES) for performing production management tasks such as

production and inventory control, warehouse management, or

operational planning of production. These systems are based

on relational databases with client web applications. It also

includes the level of Enterprise Resource Planning (ERP)

and Manufacturing Resource Planning (MRP) systems. This

level uses the same technological resources as the third level

systems and provides mainly planning of production resources

and processes

Management Level of Control: (Fifth Level) is imple-

mented on the basis of multidimensional databases using

OLAP (Online Analytical Processing) technology. This level

provides the resources to support strategic planning of business

direction.

III. DETECTOR CONTROL SYSTEM OF ALICE

EXPERIMENT

The European Organization for Nuclear Research (CERN)

is the largest laboratory for basic and applied research in the

field of particle physics in the world. It is located on the

Swiss-French border and was founded in 1954 by the twelve

founding states. The number of member states has gradually

increased to 23 [5].

The CERN accelerator complex is based on several linear

and circular accelerators, providing beams of particles, such

as leptons (electron, positron) or hadrons (protons, atomic

nuclei). The largest accelerator (the Large Hadron Collider,

LHC) accelerates protons or heavy ions to ultrarelativistic

energies [5]. The particle beams collide at the speed of
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Fig. 1: The ALICE experiment and its subdetectors.

the light in four experimental areas, where the experiments

ALICE, ATLAS, CMS and LHCb are installed. The LHC is

the largest and most powerful circular accelerator in the world.

It has circumference of 27 kilometers and allows the particles

to accelerate to energy of 6.5 TeV with a total collision energy

of 13 TeV [6].

The ALICE experiment consists of 18 detectors and is

used to investigate quark-gluon plasma, which is produced

by collisions of lead nuclei in LHC [6]. The properties of

extremely hot plasma (200 000 times hotter than the centre

of the stars) allow for a study of the processes in the early

Universe, before the particles as we know them today were

created. Looking into the collisions, the scientists get an deep

insight into the formation of the matter and the nature of the

forces that define its behavior. Main focus is on understanding

of the main basic mysteries of the physics today: where does

the mass come from and what is the Universe made off. The

measurements suggest, that more than 70% of the Universe

is made of a dark matter and dark energy that generates

gravitational interactions but is not made of ordinary matter.

The ALICE experiment and its subdetectors are shown in

Fig. 1.

A. Upgrade of ALICE detectors for Run 3

At the end of 2018, Run 2 was finished, and thus the LHC

accelerator, and all of its experiments are currently shut down

for two years, with each experiment being able to upgrade

their hardware and software resources [7]. After ten years of

operation, the individual detectors of the ALICE experiment

were removed from the underground cavern of the experiment

for the purpose of maintenance and modernization.

After the upgrade, the LHC will provide by factor of 100

more collisions in ALICE compared to previous operations

[8]. This will increase the data flow and ALICE will produce

continuously 4TB/s of data. A new system (called O2) com-

bines the functionality of online and offline in one place. A

farm of 1600 servers equipped with GPUs will analyze the

detector data as it arrives and will provide the compression

based on the real time analysis of the data. This is a paradigm

shift compared to the standard batch processing model, where

physics data was first stored and then processed after all

collisions data were collected.

To cope with these demanding requirements, the front-end

electronics was completely redesigned. A common optical link

(the GBT) will be used to transmit both the control and physi-

cal data. Dedicated chips (SCA, Slow Control Adapters) were

deployed on the front-end cards. These allow for injection of

controls data into the datastreams using dedicated bits in the

data packets, hence without disturbing the physics data flow.

Our group (CMCT&II at DCAI) is directly involved in the

developments of the control system for the Inner Tracking

Fig. 2: Layered structure of the new ITS detector.

System (ITS) of the experiment. However, the developed tools

became an ALICE standards and are being deployed to all

upgraded ALICE subdetectors. The ITS detector is the pixel

detector closest to the collision point of the beams and is used

to track the trajectory of subatomic particles formed directly

after collision of the beams. The original ITS detector used

during Run 2 consisted of 6 layers of three different detector

types - the Silicon Pixel Detector (SPD), the Silicon Drift

Detector (SDD), and the Silicon Strip Detector (SSD) [9].

Unlike the original detector, the new ITS detector consist

of seven layers of the Silicon Pixel Detectors, while each

layer is built of the same type of sensors [10]. A schematic

representation of layers of the new ITS detector can be

seen in Fig. 2. The layers consist of Stave units, where

each contains multiple ALPIDE chips for particle detection

while providing cooling for the individual sensors. ALPIDE

chips were developed by ALICE using the newest available

technologies. They use a new generation of monolythic pixels,

where the readout circuitry is implemented on the same chip

as the pixels sensors registering the particles.

The ITS is a biggest pixel detector ever built, it could be

compared to a 12 billion pixel camera with continuous readout.

The new version of the detector is divided into two sections.

Closer to the collision point, the Inner Barrel is made up of

three layers of Half-Staves (48 in total) with 432 ALPIDE

chips in total. The outer section is called Outer Barrel and

consists of four layers of Staves (272 in total). A half layer of

the Inner Barrel can be seen in Fig. 3.

Power supply of individual Staves is provided by Power-

Boards developed by ALICE for the ITS detector. The pre-

production version of the PowerBoard can be seen in Fig. 4a.

One PowerBoard consists of two PowerUnits, where each

PowerUnit containing 8 digital and 8 analog voltage regulators.

The PowerBoard is powered by CAEN power supplies. Each

PowerUnit is connected to ReadoutUnit via an I2C bus and

one ReadoutUnit can handle two PowerUnits that can provide

power to 8 Half-Staves or one Stave [11].

Control of the PowerBoard and the ALPIDE chips on Staves

is provided by ReadoutUnit developed by ALICE for the ITS

detector. ReadoutUnit is based on several FPGA chips and

provides a large number of interfaces to connect detector

electronics. Communication with the CRU (Common Readout

Fig. 3: Half layer of the Inner Barrel.
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(a) PowerBoard (b) ReadoutUnit

Fig. 4: New electronics for the ITS detector.

Unit) cards is provided by two GBTx chips using the optical

link [12]. The ReadoutUnit itself can be seen in Fig. 4b.

B. New structure for DCS of ALICE

The new DCS structure for the individual detectors of the

ALICE experiment must ensure control of all systems critical

to the operation and safety of the electronics of each detector.

It must be also able to read both the DCS and the physical

data that are later distributed, where the physical data are being

passed to the O2 computer farms and the DCS data being sent

to the higher levels of the distributed control system. The DCS

must also provide continuous power supply to the individual

parts of the detector as well as cooling of the electronics. In

the event of critical situations such as overheating the detector

parts, the DCS must be able to respond immediately and take

the required action, e.g. turning off the power of corresponding

part of the detector [2] .

Fig. 5 shows a schematic representation of the ITS detector

crucial subsystems with their connection to the central DCS.

At the highest level of control there are WinCC OA systems

that ensure the archiving of received data for a offline pro-

cessing and also provide the operator panels necessary for the

smooth operation of the detector. Using the FSM structures,

they provide an easy way to operate the detector and perform

individual procedures without the need for a operator to know

the physical connection of individual parts of the system.

The communication between individual subsystems within the

DCS is driven via the DIM network protocol [13].

FLP (First Level Processor) is a server computer that hosts

multiple CRU cards. The CRU sends signals via the GBT

optical link to the detector electronics and also ensures the

reception and postprocess of the response. The commands sent

by the CRU are used to set electronics parameters, to requests

data acquisition or to upload data to the memory registers of

the detector electronics. The DCS data is interleaved between

the physical data within each GBT packet, whereby the FLP

rips the DCS data from the stream and sends it to the front-end

system. The rest of the data goes to O2 clusters for processing

[14].

The most of the detectors use the SCA protocol to control

their electronics, however some detectors need to communicate

with the DCS system at a higher rate, so the concept of Single

Word Transaction (SWT) has been introduced. The concept of

SWT involves usage of whole GBT packet, not only a few bits

as used with the SCA. This approach provides much higher

data throughput than SCA messages. The SWT protocol is

essential for the ITS detectors.

C. Implementation of the DCS

Essential part of the new DCS system is the ALFRED (AL-

ICE Low-Level Front-End Device) architecture. The ALFRED

Fig. 5: New DCS system for the ITS detector.

system is independent from Readout systems and is used only

by the DCS for control and monitoring of the detectors. It

consists of three main modules - ALF, FRED and WinCC OA

applications, while the development of the FRED module will

be the main part of research activities during my PhD study.

In order to interface the CRU in a safe and efficient way,

a software module ALF has been developed. The ALF is a

detector independent software layer, maintained by O2, and

is able to send and receive DCS data over the GBT. The

communication between ALF and FRED is via DIM RPC,

where FRED makes the request to ALF, and ALF publishes

the response.

FRED is able to receive commands via published DIM

Commands, and publish the responses from ALF via published

DIM Services [15]. Commands can be complex sequences,

configuration instructions, or even prompts to execute learned

procedures. FRED is able to publish all response data to a

supervisory control process, like the WinCC OA detector node.

The FRED is able to handle multiple ALF servers in parallel

and is fully customizable for detector requirements. The main

idea behind the FRED is a software layer that is able to

translate raw data acquired from detector electronics to real

physical data and vice versa. It is also able to process error

situations and determine actions that have to be done in order

to recover the detector back to operational mode.

Up to now, multiple WinCC OA applications have been

developed. The purpose of these detector specific nodes is to

provide simple interface for human operator and execute com-

plex tasks of detector operations in the background. One of the

WinCC OA application that is currently in a commissioning

phase is the Interlock system. The Interlock system takes care

of safe detector operation, while monitoring connectivity and

temperatures of PowerBoards and Staves of the ITS detector. It

is divided into several sections monitoring individual parts of

the ITS. If even one temperature sensor shows temperature out

of specified limit or any ReadoutUnit stops responding, then

the Interlock turns of power of all electronics in the section.

The Interlock system is currently being tested by ITS experts

and shows no major problems since its deployment.

IV. DICS AT CMCT&II AT DCAI

The DiCS infrastructure at CMCT&II at DCAI can be seen

in Fig. 6. Individual models of cyberphysical systems such

as the Ball&Plate model, Inverted Pendulum model, Flexible

Manufacturing System or individual mobile robots and robotic

manipulators can be considered as Zero Level of DiCS.

On the First Level of DiCS there are PLCs and control

computers of individual models, which are connected to a

higher level by Ethernet or RS232 network interface. On the
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Fig. 6: Architecture of DiCS at CMCT&II at DCAI.

Second Level of DiCS are server computers with WonderWare,

Rockwell and MATLAB software. Individual visualization and

supervisory control is realized by local stations of models. The

First and Second levels of DiCS are interconnected mostly via

Ethernet interface, using communication protocols with the

TCP/IP basis. In case of communication with PLC devices,

the DDE or OPC protocols are used. In the application of

robotic soccer, the ROS (Robot Operating System) system is

used for communication between individual systems.

The Third and Fourth Levels include Oracle and MySql

servers together with individual information systems imple-

mented on ERP and Business servers. On the Fifth Level there

is an OLAP server and Management Information Systems

for individual models. There are also computers with client

web applications for viewing the analysis. These levels are

interconnected via Ethernet, using communication protocols

used to access databases, such as the ODBC interface.

A. Mobile robotics

Development and research in area of mobile robotics is one

of the focus areas of the CMCT&II [4]. The development of

applications based on mobile robots within the DiCS will be

also one part of the research within my PhD study. One of

the mobile robotic platforms developed within CMCT&II is a

robotic soccer player, which is a two-wheel differential mobile

robot [1]. Although it’s primary use is for robotic soccer

applications, it can be used in various robotic applications

when equipped with additional sensors.

The robotic soccer application also implements the concept

of DiCS. It involves the three lowest levels of the DiCS archi-

tecture at CMCT&II at DCAI. A camera used for determining

robots position and orientation implements the Zero Level of

DiCS architecture. So do the sensors and actuators within

the robot such as micromotors, encoders and additionally a

gyroscope with an accelerometer.

On the First Level there are single-chip microcomputers

on the robot control boards. These provide control of the

movement of the robot at a lowest level, which includes

controlling the speed of the robot and navigating the robot

to the desired coordinates. At the same time, they provide

communication with the supervisor computer via the Bluetooth

interface.

The supervisor computer is located on the Second Level.

It provides supervisory control of the movement of robots

based on selected strategies using the ROS communication

system [16]. The ROS system allows a remote control and

visualization of connected robots, eventually it can be used

for postprocessing and archiving of acquired data [17].

V. CONCLUSION

This paper presents an overview of Detector Control Sys-

tem of ALICE experiment at CERN and Distributed Control

System at CMCT&II at DCAI. It shows that same principles

are used in both system, what points to the versatility of

Distributed Control System concept. The same principles

include the multi-layer architecture of both system with usage

of the similar network interfaces and protocols in both cases.

Next it describes actual design and implementation of part

of the DCS with emphasis on the Interlock system for ITS

detector. Finally, it shows implementation of mobile robotic

system into the DiCS concept.
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[1] J. Jadlovský and M. Kopčík, “Distributed control system for mobile
robots with differential drive,” in 2016 Cybernetics & Informatics (K&I).
IEEE, 2016, pp. 1–5.

[2] A. Augustinus, P. Chochula, L. Jirdén, M. Lechman, P. Rosinskỳ,
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I. INTRODUCTION

Methods of gaining scientific knowledge change over time.

According to [1] we recognise four paradigms of science:

• Empirical science - characterized by observing the natural

world.

• Theoretical science - characterized by models and gener-

alizations in the form of laws and mathematical equations.

• Computational science - characterized by simulation of

real-world phenomena based on models from the previous

paradigm.

• Data-driven science - characterized by analysis of data

created by computational science.

Notice that each paradigm uses approaches of the previous

one and adds something on top of it. For example, we couldn’t

create generalizations about the world without first observing

the world.

In this article, we are mainly interested in the last two

paradigms. We will review techniques used in computational

science and data-driven science, ways to use the web to

make them accessible to wide and international scientific user

base and existing systems that solve the problem for specific

domains.

Besides using computers to create and analyze data it is

also increasingly popular to provide and access them over web

interfaces [2], [3], [4].

We want to implement a web platform for simulation of ra-

diation near Earth and the Sun and interactive post-processing

of the simulated data. There are existing implementations

of models that solve these simulations and others are in

development now. Our goal is to design a platform where

users can input parameters for those simulations, get the data

simulated and perform their analysis on them through a web

interface.

II. COMPUTATIONAL APPROACHES USED IN SCIENTIFIC

COMPUTING PLATFORMS

The scientific computing of today is largely done on a

variety of hardware and is implemented in many architectural

ways. This section introduces different approaches for scien-

tific computing, their pros, and cons. Most of the approaches

described here can be combined so usage of one of them does

not exclude the other approaches.

A. General-purpose computing on graphics processing units

GPGPU (General-purpose computing on graphics process-

ing units) is a concept where general-purpose computing is

done on specialized graphics hardware instead of traditionally

used CPUs (central processing units) [5]. The reason why

this method of computation is attractive for scientists is that

the GPU (graphics processing units) SIMD architecture is

highly parallel and many problems in science are also highly

parallelizable [6]. GPGPU methods usually do not exclude

CPU processing and workloads are usually split between

GPUs and CPUs in various ratios specific for each problem

[7]. There are of course problems that don’t fit the GPGPU

paradigm because they are either not massively parallelizable,

they are too irregular or they contain too many conditional

statements. These are for example graph algorithms [8]. There

are two mainstream options for GPGPU:

• CUDA (Compute Unified Device Architecture) - This is a

proprietary solution by NVIDIA that only functions with

NVIDIA GPUs [9].

• OpenCL (Open Computing Language) - This is a more

open option from the Khronos group that is supported

on hardware by multiple vendors and even supports

heterogeneous architectures composed of GPUs, CPUs,

and other microprocessor designs [10].

There is a split in the scientific community and none of the

mentioned options are a universal solution [11], [12]. CUDA

tends to be more optimized and performant on the other hand

utilization of existing hardware and heterogeneous systems are

attractive because of their lower price and flexibility.

B. Distributed computing

Distributed computing is computing done on a distributed

system. One of the definitions for a distributed system is: “A

distributed system is a collection of independent computers

that appear to the users of the system as a single computer”
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[13]. There are multiple options for distributed cluster man-

agement systems.

Popular systems for distributed computing cluster manage-

ment include Slurm Workload Manager [14] and HTCondor

[15].

Slurm Workload Manager is a cluster management job

scheduling system. It has a server-client architecture where

the client connects into a network controlled by a server.

It manages resources of only one cluster. It has a simple

scheduling algorithm based on the first in first out principle

but this can be changed by using a plugin. Plugin in a

SLURM sense is dynamically linked object that is loaded

during runtime. Slurm Workload Manager plugin implements

a well-defined API (application programming interface), for

example, scheduling as previously mentioned.

HTCondor is a batch system where users can queue jobs.

Its original mission was to unify idle computers belonging

to one organization into a grid [16]. If a grid computer was

being used (for example keypresses and mouse movements

were detected) it would function as usual. On the other hand,

when the system detected that the computer is idle, it would

start utilizing it for computing of queued jobs. Now HTCondor

can unify computers in a big geographical area into a computer

grid.

HTCaaS (High-Throughput Computing as a Service) [17] is

a distributed computing infrastructure created for the needs of

Korean supercomputing infrastructure. It is specially designed

to handle thousands to billions of tasks that have a large

variance of execution time (from seconds to hours). It prides

itself with a dynamic scheduler that is fair, adaptive, reliable

and easy to use. Tasks are entered in an XML (Extensible

Markup Language) format or GUI (graphical user interface)

tool that generates the XML based on user input.

C. Volunteer computing

Volunteer computing is a type of distributed computing

based on the utilization of free computational resources for

scientific purposes when personal computers of volunteers are

idle [18]. One of the most popular systems for volunteer com-

puting is BOINC (Berkeley Open Infrastructure for Network

Computing) [19]. In BOINC, volunteers provide resources for

projects. Each volunteer can choose which project they want

to contribute their resources to and set limits on resources

provided. If a volunteer contributes their computing resources

to multiple projects, they can choose the ratio of resources

contributed to each project.

D. Possibility of usage of described computational approaches

If we want to use GPGPU, we need to purchase specific

hardware (NVIDIA GPUs in case of CUDA) and rewrite

the implementation of scientific models so they can be run

on GPUs. Heliospheric models are well suitable for GPGPU

implementation and were implemented in CUDA as part of

this [20] thesis. Other models are implemented conventionally

but if they are suitable for GPGPU implementation, they can

be later converted. Our system should, for this reason, support

both, CPU and GPU based tasks.

Distributed computing is a necessary technology for our

purpose since physical models are well parallelizable and their

runtime is in hours. In our case, we have long-lasting physical

simulations but also comparatively short-lasting data analysis

scripts that users will input through the web interface. In this

case, using HTCaaS which prides itself with its scheduling

algorithms that guarantee efficient computation of short tasks

looks promising.

Volunteer computing may be a good option with a popular

project. This approach is risky because if the project does not

have enough volunteers, or it has no volunteers our project

would not have have any computational resources available.

For this reason, volunteer computing should not be our main

strategy but might be a good supplementary strategy.

III. OPTIONS TO IMPLEMENT WEB INTERFACE

Here we describe options for implementation of the website

interface to the backend simulation system. There are two

leading paradigms in web technologies, the older paradigm is

called multiple-page application and the never one is called

a single-page application. In both paradigms, the leading

software creation pattern is model-view-controller which splits

functionality into three interconnected elements [21].

A. Multiple-page application

This is the conventional approach to website rendering. The

web browser communicates with the webserver with queries

for whole pages. The server accepts the query, generates

the output and sends it to the client. The advantage of this

approach is mainly in the simplicity of initial development. In

this approach, the model is usually communicating with the

database system directly through SQL queries.

B. Single-page application

A single-page application is a web application that dy-

namically rewrites its content based on user queries. Thew

client sends a query to the server, the server accepts the query

and sends response. The client then parses the response and

rewrites only the relevant part of a web application. In this

approach, we need a separate model element that communi-

cates with the database system and replies to the client with

text-based responses holding the data. This approach has many

advantages in comparison with the traditional approach:

• Faster load times - the first-page access can be slow

because the browser downloads the whole page logic but

after this, queries to the server tend to be lightweight and

fast to download.

• Easier to develop complex GUIs, better user experience

since the user can still interact with other parts of the

GUI that are not being updated.

Both approaches can be mixed. A webpage can be imple-

mented in a multi-page paradigm where parts of each page that

need to be reloaded frequently are implemented using AJAX

(Asynchronous JavaScript + XML) and similar technologies.

IV. EXAMPLES OF WEB-BASED COMPUTING PLATFORMS

In this section, we present web platforms for the automa-

tion of simulations and result analysis. One of them, called

SPENVIS (Space Environment Information System) [2], is

in domain of our interest (radiation models automation) and

another similar system specialized in the domain of biomedical

analysis called Galaxy [3].
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Fig. 1. Spenvis web user-interface after creating a project “TEST1” and
opening it.

Fig. 2. SPENVIS web user-interface with report file generated by the
simulation model and output plot that visualizes this result.

A. SPENVIS

SPENVIS is a system that offers access to models of the

near-earth space environment through a web interface [2]. To

use this system user first needs to create a user profile. After

registration, the user will get an activation e-mail, without

activating your account you can’t fully utilize the system. After

creating an account you need to create a project. Project as

a concept is a collection of model inputs and outputs for a

series of related runs [2].

In a project, you can choose from existing simulations and

run them. Each simulation needs input. In figure 1 we can see

a list of simulation topics, each topic can be clicked on and

after that, it will expand and show models. Some topics have

only one option and some topics have multiple model options.

For example, coordinate generators can generate spacecraft

trajectory coordinates or geographical coordinate grid.

The generation of coordinates is mandatory for each simu-

lation topic. After generating data the user can generate plots

in multiple image formats. In figure 2 we can see a link to

the generated report file, link to generated plot and we can

generate a new plot in the bottom of the GUI element. If we

want to recalculate an existing simulation of a specific model

in a project, existing results will be deleted.

SPENVIS differs from our proposed system in that, it can

only analyze generated data with preexisting tools. Also, it

divides simulation results into projects which separate them

from each other. In our proposed system, results from each

simulation would become a part of the dataset accessible by

all users. Only analysis results would be bound to a specific

user. There is also a problem with hard timeout of process

execution if it exceeds the timeout period. This case is shown

in figure 3.

B. Galaxy

Galaxy is a platform for interactive large-scale genome

analysis. Users can perform analysis on data that is their own

or query the data from domain-specific databases. Users can

create workflows composed of nodes in a visual programming

style. Workflows are exportable and can be shared in JSON

(JavaScript Object Notation) 1 format.

1JSON syntax specification: https://www.json.org/json-en.html

Fig. 3. SPENVIS web user-interface showing error message about job
abortion due to timeout.

Fig. 4. Web user interface of Galaxy for creating workflows.

In figure 4 we can see an example of a Galaxy workflow. In

the left panel, we can choose nodes that represent data sources,

text operations, genomic file manipulation, common genomics

tools and so on. In the middle panel, we can see a workflow

pipeline composed of interconnected nodes. On the right pane,

there are editing options for the currently selected node. After

the user is done creating a workflow, he can save it and then

run it. If any errors occur during runtime, the user is notified

and can return to workflow designer and redesign it.

After data processing is finished, you can use Galaxy to

further analyze and visualize them. There are two approaches

to data visualization:

• Create visualizations - here you can choose one of the

existing predefined visualization types.

• Interactive environments [22] - here you can interactively

work youth your datasets with Python programming

language using Jupyter notebook [23].

The more interesting option for us is the interactive environ-

ments. They were introduced in the 2018 update of the Galaxy

system. They also plan to introduce RStudio [24] interactive

environment so users can have more options when analyzing

their data [22]. When the user chooses interactive analysis

environments, they can choose which environment they want

to use (right now only Jupyter option is present), Docker [25]

image they want to use and dataset they want to perform

analysis on.

After launch, user interface in figure 5 is displayed in

browser. The user can then analyze the data as if they were

on their local computer but without the need of downloading

the data and installing the data analysis tools.

Using Docker image to run the Jupyter notebook script is

beneficial mainly for security purposes. Docker images run

in isolation from Operating System and can only use defined

mounting points for data storage. After the Docker process is

shut down, the data they worked with do not persist on the
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Fig. 5. Web user interface of Galaxy for Jupyter notebook data analysis and
visualization.

hard drive only the data stored in defined mounting points are

stored.

V. SUMMARY

Existing high-performance computing technologies are suit-

able for radiation model implementation. Parallel models can

be implemented conventionally on CPUs but if the problems

fit the SIMD architecture, GPGPU implementations can be

developed. Parallel models developed can be deployed on dis-

tributed computing architectures. We will later decide whether

we will use SLURM or HTCondor or a combination of both as

our base cluster management tool. Volunteer computing sys-

tems such as BOINC can be used as a supplementary strategy

to harness resources of volunteer computers but their usage

can be risky if the project does not get enough volunteers.

To implement the website interface a hybrid approach

should be used. Most of the site can be implemented using a

conventional multiple-page approach and critical parts where

user experience is a priority such as data analysis that can be

implemented using AJAX and similar technologies.

From a security perspective, Docker containers should be

used for the implementation of custom user data analysis

scripts. This approach is the one that Galaxy implemented.

SPENVIS is a good case study for our proposed system. It

has a web interface and contains tools for simulation of the

geomagnetic field and relevant phenomena. It also contains

basic visualization tools. While it is a good system for a

specific purpose it also lacks in few areas. It is missing

a system for more thorough data analysis and only offers

users already existing data analysis tools and no option to

interactively analyze the data. It also separates data from

individual users so there is a possibility for result duplication

and it is not possible to access the databank as a whole and

perform analysis on a big database of results.

Galaxy, on the other hand, gives users big flexibility with

the creation of workflow pipelines and access to existing

databases. It also offers a more complex post-analysis of

results and interactive scripting options. The only disadvantage

of Galaxy is that it is domain-specific. It should be modular

and it is open source so it might be possible to tweak it to fit

any domain.

Future research should focus on the feasibility of the imple-

mentation of the web platform using reviewed technologies.
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Abstract—This article describes the design, realization and im-
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I. INTRODUCTION

In the last two decades, a low-power ultra-wideband (UWB)

sensor systems and high-speed communication have come to

the fore. The main categories of the UWB sensors system are

impulse radars [1], noise radars [2] and FMCW radars [3].

These radars and UWB sensors systems represent noninvasive

measurement and they are perspective in many applications.

From measured data, it can be possible to get information

about materials, dimensions or location of objects or persons.

UWB sensors are used in GPR radar [4], [5] and newer

applications such as material reflectometer [6], through the

wall radar [7] and radars for the medical [8] or automotive

applications [9]. For all UWB systems, the semiconductor

chips implementation are needed. Chip design starts in the

computer design development tools, through manufacturing,

bonding, to the measuring. The printed circuit board (PCB)

caries have to be designed for further system implementation,

as well.

II. DESIGN DEVELOPMENT TOOLS

For semiconductor chip design, the Electronic design au-

tomation (EDA) tools are used. Especially, for ASIC design,

the Cadence® Custom IC / Analog / RF Design development

tool is used as a member of Europractice [10]. In this EDA

tool, the specific design packages are used. The Virtuoso®

Custom Design Platform is a package for an integrated circuit

(IC) design. It consists of Virtuoso Schematic Editor, Virtuoso

Layout Suite and Analog Design Environment (ADE) simula-

tion tool. Virtuoso Schematic Editor, Virtuoso Layout Suite is

used for schematic and layout design or editing. Within ADE

simulation tool the Spectre®, Ultrasim, APS and XPS Spectre

RF simulation engines are used. This simulation engines also

have the multi-threading support for time reduction of com-

plex circuits simulations. For a specific design, the particular

semiconductor technology or library is required. Thus the

libraries from the target manufacturer have to be installed to

the Cadence environment. The final design is generated to

GDSII Gerber files and it is sent for manufacturing.

Fig. 1: On the left IHP 0.9x0.9mm die and on the right AMS

2x2mm die

III. SEMICONDUCTOR TECHNOLOGY

Today existing many semiconductor technologies differing

in material and lithography size from hundreds of micrometers

to the units of nanometers. However, not all are appropriate

for RF and high-frequency design. For relatively low cost

and fast prototyping is used multi-project wafer MPW. The

MPW can be used under Europractice [11] or CMP [12]

membership. Bring together multiple ASIC designs into one

production run, significantly reduces the cost of prototypes.

Europractice MPW offers a variety of technologies, the most

famous are GLOBALFOUNDRIES, TSMC, AMS, IHP and

many others[13]. For UWS sensor system design, the AMS

0.35 µm SiGe BiCMOS S35D4M5 [14] and IHP 0.25 µm

SiGe BiCMOS SG25H3[15] technologies were chosen. These

technologies were chosen for Bipolar Transistor (BJT) model

support and relatively lower price in comparison to other

semiconductor technologies. The AMS 2x2mm and IHP

0.9x0.9mm dies are shown in Fig. 1. AMS semiconductor

technology support design up to 12 GHz with Ft= 65 GHz,

while IHP support designs up to 30 GHz with Ft= 110 GHz.

IV. ASSEMBLING AND PCB DESIGN

After manufacturing, the naked die tests are performed.

The on-die measurements are performed by means of the

probe station, but there is a limitation for more complex

circuits. The on-die measurements are only for verification

of basic functionality or power consumption. After on-die

measurements, the die is assembled on PCB carrier for the
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Fig. 2: Wire bonded the naked die in QFN with 32 leads

complex measurement and for simpler implementation to the

UWB system. The most used method is wire bonding of

the die to the IC package. Here the package of bonding

method is selected [16]. Most commonly used packages for

prototypes assembling are open-air cavity QFN packages [17].

Based on package and wire bonding method requirements

the bonding diagram is created. The manufacturer uses the

bonding diagram for die contacting to package. The contacted

dies in QFN packages are shown in Fig. 2 and 3. Another

very demanding process is the design and tuning as well as

the match of the PCB board. Based on packages, maximum

working frequency and used connectors the PCB substrate has

to be chosen. Basic FR4 substrate supports frequencies up to 4

GHz and it has large dielectric losses. For higher frequencies

are more appropriate substrates from Rogers [18]. The QFN

packages have very small solder pads, with width 0.3 mm

and gap 0.2 mm. The Rogers R4360G2 has dielectric con-

stant Dk=6.15. Using the R4360G2 substrate with thickness

0.508mm is possible to design 50 ❲ coplanar waveguide with

path width 0.3 mm. This the straight path to QFN, without path

width changes, reduce the signal reflection. Final assembled

IC is shown in Fig.4.

Fig. 3: Different kinds of front-end circuits for UWB systems,

wire bonded to QFN packages.

V. CONCLUSION

The ASIC circuits for UWB sensor systems were designed

and implemented. For the last three years, almost all front-

end circuits were designed, namely the wideband amplifiers,

directional couplers, 4-bit and 7-bit UWB ADC, frequency

mixers and dividers and many others. Nowadays we focus to

implement our UWB system for perspective UWB applications

and measurements.

Fig. 4: Assembled UWB circuit on PCB
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Abstract—Modern healthcare is facing several challenges.
Among others, costs are increasingly growing while resources
are shrinking, which demands our attention and should lead
to new innovative solutions in this area. One of the possible
approaches is an effort to prevent severe cases by precautionary
methods, such as consideration of human wellbeing as an integral
element of human health. Implementing artificial intelligence in
this area could benefit people’s health in unexpected ways. This
paper explores a synergy between machine learning techniques
and wellbeing based on the paradigms of wellbeing computing.
The main area considered is quantifying humans and human
wellbeing within intelligent spaces. Two of the fundamental
questions are, "Are we able to define human wellbeing in a way
that is understandable for machines participating in intelligent
environments? What does it mean to be a human in an intelligent
environment in general?"

Keywords—intelligent systems, wellbeing computing, machine
learning, wellbeing

I. INTRODUCTION

Healthcare costs are growing globally and are at an un-

sustainable level in numerous western countries. People, au-

thorities, and corporations carry the financial burden. At the

same time, employers have become more conscious of the

costs due to decreased productivity and the importance of em-

ployee wellbeing when measuring organizational performance.

Employees that are coming to work while not healthy enough

to adequately perform are estimated to cost employers as much

as illness-related absences.

The previous decade of machine learning has produced self-

driving cars, speech recognition systems, efficient web search,

and robots playing video games. While artificial intelligence

has been remarkable in delivering these specific tasks, this

does not necessarily resemble the broader goal of improving

human wellbeing. This research intends to connect the gap

between technology and societal goals: What is the relation-

ship between health and wellbeing, and how can we use AI

to benefit this relationship?

II. WELLBEING COMPUTING

By the term Wellbeing Computing (WBC), we understand

a synergy between health & wellbeing sciences and artificial

intelligence to support psychological wellbeing and maximize

human potential. This term was first proposed in 2016 at the

AAAI Spring Symposium: Well-being Computing: AI meets

health and happiness science. The interest in the community

around wellbeing computing can be divided into several areas.

Fig. 1. EEG measurements from 14 channels using the emotiv EPOC headset

• quantifying wellbeing - sleep monitoring, diet moni-

toring, vital data, diabetes monitoring, sport monitoring,

personal genome, self-tracking devices, health data col-

lection, wearable devices and cognition, brain fitness and

training, sleep, dreaming, relaxation, meditation, physiol-

ogy, electrical stimulation

• analyzing health and wellbeing data to discover new

correlations

– discovery informatics technologies - deep learning,

data mining and knowledge modeling for wellness,

biomedical informatics

– cognitivne and biomedical modeling - brain

science, brain interface, physiological modeling,

biomedical informatics, mathematical modeling,

health and disease risk prediction

• practices and methods for designing health and well-

being spaces - mood analysis, stress reduction, human-

computer interaction, healthcare communication systems,

personal behavior discovery, calming technology, Kansei

engineering, assistive technologies, Ambient assistive liv-

ing (AAL), medical recommender systems, care support

systems for aging population, web services for personal

wellness, lifelog applications, disease improvement, sleep

improvement experiments

III. QUANTIFYING HUMAN WELLBEING

One of the fundamental problems in the area of wellbeing

computing is the task of quantifying human data rationally and

conveniently. Before we proceed with any further analysis,
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TABLE I
COMPARISON OF RELATED WORK ON PSYCHOPHYSIOLOGICAL MEASURES STUDIES THAT IMPLEMENTS MACHINE LEARNING TECHNIQUES

Authors Psychophysiological measures Machine learning methods

Cavallo et al. [1] ECG, EDA, Brain activity SVM, Decision tree, k-nn

Subramaian et al. [2] EEG,ECG,GSR SVM, Naive Bayes

Al Machot et al. [3] EDA SVM-RBF, SVM-KNN

Wen et al. [4] OXY, GSR, HR Random forest

Zhuang et al. [5] EEG SVM

Moaiyed et al. [6] ECG, EEG SVM

it is necessary to find a reasonable way to quantify human

psychophysiological processes.

A. Psychophysiological Measures for Inner States Detection

Psychophysiological measures are an essential apparatus

in the process of quantifying users and their inner states in

intelligent environments. Several research works are taking

advantage of these measures as a tool of quantifying emotions,

moods and attitudes. [1][2][3][4][5][6]

ASCERTAIN [2] claims to be the first database attaching

personality characteristics and emotional states through phys-

iological responses. MAHNOB-HCI [7] is a database that

claims to be the first in having five precisely synchronized

modalities – eye gaze data, video, audio, and peripheral

and central nervous system physiological signals. It could be

used to examine the relations between simultaneous emotion-

related activity and behavior. Comparison of some works,

usage of psychophysiological measures and machine learning

algorithms are shown in TABLE I

B. Brain-Computer Communication

The possibilities of using electroencephalogram (EEG) for a

variety of applications has widened thanks to the availability of

profoundly sensitive low noise electrodes, the capability of fast

multivariate signal processing, low-cost hardware options, and

wireless communication. Applications are no longer limited

to medical studies [8], but also the wellbeing of disabled

patients is becoming in the greater interest of researchers.

Brain-computer interface (BCI) transcribe brain waves into

control commands [9], for instance, there are efforts to build

effective and convenient BCI to help ALS or patients with

spinal cord injuries to communicate easier by using BCI. [10]

IV. RESEARCH PLAN

Several articles were already published on these topics,

namely on implementing an intelligent lighting system for

mental wellbeing improvement [11] and applying AI methods

for analysis at the edge of the networks [12]. The dissertation

proposal on designing intelligent systems to refine human

wellbeing was written, and the initial data acquisitions have

started. The first EEG data were captured using the Emotiv

EPOC helmet. An example of the output is shown in Figure 1.

Understanding of how these data can be used is still work in

progress.

For the next steps in the research plan, it is necessary to

conduct broader research on the topic of psychophysiological

measurements for the detection of inner states and brain-

computer communication. These two topics are closely related,

and the research could benefit from one another. A more

concise overview of research articles will be done, resulting

in a separate article.

It is necessary to get equipment for specific measures and to

build the IoT network in which the user will participate doing

numerous tasks so we can simulate different human states. We

would like to measure ECG and brain activity during these

tasks. It would be beneficial to obtain more sensors for data

acquisition, for instance, sensors for galvanic skin response

(GSR) and electrodermal activity (EDA). Another step is an

analysis of the data we acquired, more specifically, looking for

correlations and relationships. Then we would try to model a

criterion function that will represent the digital wellbeing of

a user.
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Abstract—Detecting objects in computer vision have become 

very popular these days, especially in self-driving vehicles and 

autonomous cars. We are proposing a method to enhance this 

experience by detecting colors, which could also lead in the color 

perception by robotic systems in the future. First, there are 

described technologies used in the first part of the paper and 

then the method to determine the colors of detected objects is 

proposed with several conducted experiments.  

 

Keywords—color perception, clustering, object detection, 

YOLO.  

I. INTRODUCTION 

We see colors as a reflection of light that comes from the 

surface of objects we observe. During the reflection, some of 

the light is absorbed, so what we see is the rest of the reflected 

part. Every person perceives colors subjectively, there are 

many shades, color perception disorders and factors that affect 

it and many errors can occur during the determination phase. 

For computers, the image information is a graphic file. It 

contains a sequence of numbers, each of which determines the 

color of each point. In determining the color of a computer, 

the human factor is eliminated. It can represent each color and 

its shades using a color model. However, if we want it to be 

transformed into what people describe colors, there is one 

limitation. Not every color shade has its own name, so in 

classification we determine the name of the color it most 

closely resembles. The motivation for this paper is to create a 

program that extends the functionality of current object 

detectors by adding an ability to perceive and determine 

colors. For each object found in the image, it also adds its 

color information to its name, which will help to better specify 

it. 

The structure of the paper is as follows: section II describes 

the used technologies, section III deals with a proposal of the 

method, section IV shows the imperfections of the algorithm 

and there are several future improvements mentioned in 

section V. 

II. OBJECT DETECTION 

The modern era of computer vision goes back to the 1960s. 

As reported by Andreopoulos [1], there have been various 

attempts to apply detection systems to automate processes and 

replace people. At that time, concepts such as detection, 

localization, recognition, classification, categorization, 

verification and identification began to emerge. Today, object 

detection is a combination of two tasks - image classification 

and object localization. The combination results in a system 

whose output is localized objects with a border and a 

category. These systems have a wide range of usability, 

thanks to which they have been used in the electronics, 

engineering, pharmaceutical, but also the food industry. 

 Recently, object detection has seen great progress due to 

new technologies, large companies that support research and 

development, the amount of data collected and an enormous 

capability of computing power. Several methods have been 

developed to detect text, faces, vehicles and moving people 

[2]. With the increasing number of algorithms, rules are 

needed to measure their performance. This can be achieved by 

comparing the output of the algorithm with the expected 

output. For us, two parameters of the quality of the algorithm, 

speed and accuracy are the most interesting. Before 

comparing selected algorithms, we explain the concept of a 

convolutional neural networks, which have been proven to be 

the best tool for image classification and object detection. 

A. Convolutional Neural Networks 

The idea of the convolutional neural network (CNN) 

architecture dates back to 1970s when it was inspired by 

neurophysiological knowledge [3]. The model was the 

organization of neurons in the visual cortex of animals. CNNs 

are a special type of multilayer neural networks and are 

trained by a back propagation algorithm [4]. Today, this 

architecture is widely used in computer vision, because it has 

a huge efficiency while analyzing an image information. More 

about the CNNs is for example here [5]. 

For the purpose of this paper, the YOLO [6] object detector 

was used. 

B. YOLO Object Detector 

There was used the third version of the You Only Look 

Once (YOLO) Detection Algorithm. The author of the 

algorithm. Redmon, in the documentation on his official 

webpage states, that it is state of the art in object detection and 

image classification, especially while detecting in real time. 

Our initial tests of this detector were published in this paper 

[7]. 

In this paper, the mentioned algorithm was altered to be 

able to detect colors which is described further in the paper. 

III. PROTOTYPE 

Before we begin to solve the color determination itself, we 

have to detect objects first. After this phase the color 

determination occurs. Subsequently, we have the possibility to 

cut individual objects based on the boundaries and work with 
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them as separate images. To do so there was used modified 

version of YOLO that is supported along with OpenCV. 

In determining the object's color, the task is to get all the 

colors and select the dominant colors of the image. One 

method that offers a solution is K-Means clustering. The aim 

of this algorithm is to find groups in data whose number is 

given by the number of clusters parameter. In this case, the 

data that need to be divided into groups are the individual 

pixels of the image. Each pixel is represented by three 

parameters R, G and B. 

Another method that was used for this prototype is to have 

intervals of colors where every detected pixel of an image 

would be part of the given interval. Since we are detecting 

objects with background already removed, then we can easily 

detect color according to the most popular interval. The HSV 

scale was used as a color model. In the next table Table I you 

can see the mentioned intervals and how this method 

determines the dominant color. 

TABLE I.  INTERVALS FOR THE COLORS DETERMINATION 

Color 
Interval 

from to 

red 
0, 170, 150 10, 255, 255 

171, 170, 150 180, 255, 255 

orange 11, 180, 150 20, 255, 255 

yellow 21, 170, 150 32, 255, 255 

green 33, 170, 150 85, 255, 255 

blue 86, 170, 150 135, 255, 255 

purple 136, 170, 150 135, 255, 255 

white 0, 0, 170 180, 35, 255 

black 0, 0, 0 180, 255, 75 

 

There were conducted several experiments that compare the 

implemented methods from the time consuming and the result 

correct color determination point of views. 

The interval method was customized for this experiment so 

it could measure the time according to the every xth pixel. It is 

clear that the less pixels are measured; the less time is spent to 

determine the color of the object. 

Correct results of the algorithm, see Fig. 1. 
 

 
 

Fig. 1.  Correctly determined colors of several detected objects 

IV. ALGORITHM IMPERFECTIONS 

This is an initial phase of our algorithm and of course it 

comes with some imperfections, too. In the next figure Fig .2 

you can see correctly determined colors by the interval 

method and unknown result by the clustering method. 
 

 
 

Fig. 2.  Algorithm Imperfections 

V. CONCLUSION 

In this paper we proposed methods for color determination 

in object detector YOLO. Color perception is very important 

for humans as well as computers these days. Colors help us 

express our feelings and emotions. Nowadays the technology 

is everywhere around us and it’s about the time for humanoid 
robots to rise and shine. This could be a start for robots to 

perceive colors in their every day’s life through the real time 
object detection that would be embedded in their cameras. 

The proposed method could be improved for determination 

of more colors or enhanced with histograms and another 

computer vision techniques. 
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Abstract — This paper is devoted to a soft magnetic fluid based 

on transformer oil and iron oxide nanoparticles stabilized with 

oleic acid. The investigated magnetic fluid is characterized from 

magnetization and magnetic susceptibility point of view. Quasi 

linear increase in magnetization of saturation with increasing 

magnetic volume fraction (ranging from 0.05 to 0.35 vol%) has 

been found. The particle size distribution has been obtained by 

applying the superposition of Langevin fitting functions on the 

magnetization curve. Measurements of AC magnetic susceptibility 

revealed almost zero magnetic losses in a wide frequency range. 

Especially at 50 Hz the magnetic nanoparticles in the studied 

samples are well relaxed. This behavior makes the magnetic fluid 

suitable for electrical engineering applications, e. g. in power 

transformers. In this regard, the dielectric and insulating 

properties of the magnetic fluid must be also verified [1,2]. Herein, 

we focus on a dielectric breakdown in the transformer oil and 

three magnetic fluid samples. The breakdown tests are carried out 

in the needle-sphere electrode geometry with the high negative 

potential applied once to the needle and then to the sphere. The 

experiments revealed a remarkable polarity effect on the 

dielectric breakdown voltage of the magnetic fluids. A significant 

increase in the breakdown voltage was measured in the case with 

the negative high potential applied to the needle electrode, as 

compared with the high potential on the sphere at different 

voltage ramp rate.  

 

Keywords — breakdown, DC voltage, ferrofluid, transformer 

oil. 

I. INTRODUCTION 

Currently demand for electric energy is higher than ever 

before and because of this it is necessary to operate power 

transformer with higher performance [1]. Many researches of 

transformer oil were conducted, where breakdown strength of 

these oils was tested [2, 3]. 

 Breakdown characteristics of transformer oil were mainly 

tested for secure operation of energy equipment [4, 5]. 

Breakdown of transformer oil is caused by spreading charged 

gaseous canals (streamers) under effect of electric field with 

high intensity [6]. It was found that positively charged 

streamers are initiated under lower voltage than, propagate 

faster and further than negative streamers [7, 8], what 

represents bigger hazard for insulation oils that are used in high 

voltage equipment. It was found that impulse positive 

breakdown of transformer oil depends on pre-breakdown and 

we can influence it by adding additives [9, 10]. Since it is 

necessary to operate transformers with higher voltage, it is 

necessary to consider alternatives to pure transformer oil [1]. 

As a potential replacement of pure oil, we could use ferrofluid 

[11]. In the last two decades, ferrofluids have received great 

attention because they have good insulation and thermal 

conduction properties [12, 13]. Preparation of ferrofluids 

consist of diffusion of nanoparticles in transformer oil. It was 

found out that addition of Fe2O3 nanoparticles can significantly 

increase breakdown voltage up to 82.6% [13].  

 In this article we measured breakdown voltage of three 

different concentration nanoparticles Fe2O3 in ferrofluid (0.05, 

0.15 and 0.35vol%) and compared them with pure transformer 

oil. Electric breakdown voltage was tested using DC voltage 

with needle-sphere layout. Experiment shows us change in 

breakdown voltage of ferrofluids and pure transformer oil by 

changing the polarity of the electrodes and at different voltage 

ramp rate.   

II. THEORETICAL BACKGROUND 

Liquid insulators are more efficient and useful than gaseous 

or solid insulation materials. The main reason is the density of 

solid and liquid materials thousands of times higher than 

gaseous insulators. Liquid insulators or transformer oil is more 

effective than nitrogen or oxygen. Liquid insulators are mainly 

used as impregnation of substances in capacitors, high voltage 

cables or as filling of power transformers. 

One of the most important insulating components of oil is 

breakdown voltage. Breakdown voltage of oil is voltage which 

oil has not been able to resist the passage of electricity, and the 

electricity will pass through it [14]. Molecular ionization of 

insulating medium which depends on electric field is the key 

mechanism for breakdown in transformer oil [15].  

Through the ionization, oil molecules turn into fast electrons 

and slow positive ions, fast electrons are swept away to the 

positive electrode from the ionization zone because an area of 

net positive space charge quickly develops. Electric field 

distribution in the oil is modified during ionization such that the 

electric field at the ahead of the positive charge in the oil 

increases whereas at the positive electrode decreases. These 

electrodynamics processes cause a developing ionizing electric 

field wave that vaporize transformer oil and create a gas phase 

due to temperature raise. The result of oil vaporization is the 

formation of the low density streamer channel in oil [16]. 

In recent years, many studies on the impact of nanoparticles 

on the electrical and thermal characteristics of the transformer 
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oil have been done. Segal and colleagues [17] showed that the 

addition of magnetic nanoparticles to transformer oil has not 

had bad influence on insulation resistance of the oil and its AC 

breakdown voltage approximately is equal to the base oil (pure 

oil without nanoparticles).  

Our results also showed that the impulse breakdown voltage 

of magnetic nanofluids based on transformer oil (called 

ferrofluid) for needle-sphere electrodes, when the needle is 

positive polarity, 30% improved compared to the base oil [18]. 

 Kopcansky [19] showed that the DC dielectric breakdown 

voltage of magnetic nanofluids produced based on transformer 

oil with an average diameter of nanoparticles 8.6 nm and 

volume fraction of 0.01 is improved compared to transformer 

oil.  

Kudelcik [20] dispersed magnetic nanoparticles with mean 

diameter of 10.6 nm in ITO 100 inhibited transformer oil, and 

showed that the humidity effects will be magnified within base 

oil without nanoparticles.  

They also examined the change of breakdown voltage versus 

varying the gap distance between electrodes and aimed that 

increasing the distance between electrodes ascends the 

breakdown voltage. According to their results it was found that 

the optimum volume concentration of nanoparticles is 

approximately equal to 0.2% which leads to best results. 

III. MATERIALS AND METHODS 

In this experiment we tested three concentrations of 

ferrofluids, which were prepared from commercial transformer 

oil MOGUL TRAFO CZ-A and nanoparticles Fe2O3 stabilized 

by oleic acid. Exact preparation of ferrofluids is described here 

[14]. Samples tested in this experiment were diluted from 

concentrated ferrofluid at 60 °C. As we mentioned before we 

diluted three different concentration of nanoparticles Fe2O3 at 

0.05, 0.15 and 0.35vol%. We also tested pure transformer oil 

MOGUL TRAFO CZ-A from which were made other 

ferrofluids. 

 The breakdown voltage tests were conducted by direct 

voltage. All samples were tested according to international 

standard IEC 60897. After filling the testing vessel with the 

tested liquid, the vessel was evacuated in a desiccator by a 

vacuum pump in order to get rid of the unwanted gas bubbles 

that could have formed during the filling procedure. Then, the 

samples were investigated under ambient conditions (20 ℃). 
The breakdown tests were performed in two ways.  

First, with the negative high potential applied to the needle 

and then to the sphere. In both cases, the samples were tested 

with three voltage rise rates: 470 V/s, 750 V/s, and 1100 V/s, 
controlled by an external controller. The measured test voltage 

transients with linear fits are depicted in Fig. 1.  

For each sample, we measured 30 values of breakdown 

voltage to get a reproducible average value with an eliminated 

statistical error. 

 Measurements of breakdown voltage were conducted by 

using DC power supply PTS – 37,5 (High Voltage, USA) and 

external controller of DC voltage rise rate. Besides that, our 

measuring workplace consists of digital multimeter Hexagon 

720 (Beha Electronics, CN). High voltage power supply and 

digital multimeter are on Fig. 2 A. A high voltage probe HV 40 

(Elma Instruments, DK) was used to record the breakdown 

voltage and was applied to the one of the electrodes while the 

other electrode was grounded. Testing vessel for breakdown 

voltage can be seen on Fig. 2 B. In the experiment we used the 

electrode arrangement needle-sphere, the distance between 

electrodes was 0.5 mm during the whole experiment. A detailed 

view of the test vessel is on Fig. 3. After pouring the liquid into 

test vessel, we first sucked off the unwanted bubbles using a 

vacuum pump and desiccator that could have formed during the 

pouring insulating liquid. 

  

IV. RESULTS  

 Measured values of breakdown voltage were statistically and 

graphically processed for all concentrations ferrofluids and 

pure transformer oil. Measured results are shown on Fig. 4. It 

is apparent from the graphs that breakdown voltage of 

Fig. 2 The experimental setup employed in the breakdown voltage 

measurements. (A) – High voltage power supply with the output voltage rise 

rate control system. (B) – BDV test vessel filled with the ferrofluid. 

Fig. 1 Voltage rise rates used in the experimental study of the polarity effect. 

Fig. 3 A detailed view of the experimental setup for breakdown measurements. 
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ferrofluid have higher value than pure transformer oil. 

Furthermore, we observe that a higher concentration of 

nanoparticles has favorable effect on the breakdown voltage. 

Higher breakdown voltage values were recorded due to the 

increase of DC negative voltage. With sample MOGUL 

TRAFO CZ-A were recorded higher values od breakdown 

voltage due to an increase in the DC voltage rise rate by 2 kV. 

Ferrofluids with concentrations of nanoparticles 0.05 and 

0.15vol% increase of breakdown voltage was 1 kV and 

concentration 0.35vol% increase was 0.6 kV. 

 

Fig. 4 Statistical interpretation of the needle polarity effect on BDV in clear 

transformer oil and magnetic fluids with nanoparticle concentration of 

0.05 vol%, 0.15 vol%, and 0.35 vol%. 

Every tested sample shows higher values of breakdown 

voltage when needle electrode has negative charge and sphere 

is grounded. This is also true when comparing the different DC 

negative voltage rise rates. Considering previous studies, this 

may result in different rates of spread of negative and positive 

streamers. Negative streamers spread slower than positive ones 

[22]. An effect of electrical polarity was observed for each 

sample. In sample MOGUL TRAFO CZ-A, due to a change of 

polarity of the electrodes breakdown voltage dropped by 3.5 kV 

for each DC negative rise rate. For ferrofluid 0.05vol% we also 

measured a decrease of 4.5 kV of breakdown voltage under the 

influence of exchange of the electrodes polarity at the DC 

voltage rise rate 470 V/s. This phenomenon has also shown 

with other samples of ferrofluid and with all DC negative 

voltage rise rates. Ferrofluid with concentration 0.15vol% 

decrease of breakdown voltage was 4 kV and ferrofluid with 

concentration 0.35vol% decrease of breakdown voltage was 5 

kV. 

Overall, the observed polarity effect is presented in Fig. 5 for 

each sample and each voltage rise rate. There, BDV constitutes 

the difference between the BDV values measured with negative 

and positive potential applied to the needle. The most 

pronounced polarity effect on BDV is found for the magnetic 

fluid with the lowest nanoparticle concentration (0.05 vol%) 
measured under the voltage rise rate of 470 V/s. In this case, 
the difference between the negative and positive BDV is 

7.53 kV. 
 

 

 

Fig. 5 The effect of the needle electrical polarity on the BDV in magnetic fluids 

measured at various voltage rise rates. The presented  BDV values constitute 

the difference between the BDV with negative and positive needle 

V. CONCLUSIONS 

In this article we tested influence of electrode polarity on 

breakdown voltage of alternative insulation fluids. Tests were 

performed by DC voltage with three voltage rise rates. We 

tested three concentrations of ferrofluid and pure transformer 

oil. Ferrofluids were based on transformer oil MOGUL 

TRAFO CZ-A. After evaluation of measured results we 

confirmed influence of electrode polarity effect on breakdown 

voltage for all tested samples. In the case of a negatively 

charged needle, we measured higher values of breakdown 

voltage than opposite polarity of the electrodes. We also found 

that breakdown voltage is influenced by the rates of increase of 

DC voltage also by the concentration of nanoparticles in fluid. 

The findings may contribute to theoretical knowledge of 

breakdown in insulating fluids and, of course, research offers 

the opening of a more detailed investigation of the dielectric 

properties of magnetic fluids. 
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I. INTRODUCTION 

The electrical equipment insulation system faces various 

electrical, mechanical, thermal and other degradation factors 

during its service life. These factors cause a reduction in 

insulation properties. Moisture, which accelerates the 

degradation of the insulating material, is also considered a 

negative product of aging. The available literature suggests 

that the main cause of electrical equipment failure is the 

deterioration of the insulating state. Therefore, it is necessary 

to study the dielectric properties of the insulation in detail to 

ensure a trouble-free operation of electrical equipment. 

Current time and frequency domain analyzes of dielectric 

spectroscopic data are currently being used as tools for a 

detailed evaluation of the isolation status. Measurement of 

polarization and depolarization current and IRC (Isothermal 

relaxation current analysis) is performed over time. In the 

frequency domain, various parameters such as complex 

capacity, dissipation factor, and complex permittivity are 

calculated as a function of frequency. Frequency domain 

measurement is preferred over time-domain measurement in 

terms of reliability and efficiency [1]. 

Dielectric spectroscopy is a modern investigation method 

that studies the material response at the molecular level at the 

applied field strength. The electric field intensity response is 

the electric current in the sample, which is measured as a 

function of the electric field frequency. Then, the resulting 

dielectric spectrum provides information on the state and 

behavior of the material under investigation in frequency 

ranges that are far from the mechanical analysis [5].  

II. POLARIZATION OF DIELECTRICS 

Dielectric polarization is a process in which the 

arrangement of electric charges is changed by applying an 

external electric field. This process leads to the formation of 

electrical dipoles in dielectrics [3]. The electric dipole 

comprises two electric charges having the same size but 

opposite polarity with a certain distance between them. All-

electric dipoles have their electric dipole moment to 

characterize the magnitude of the electric dipole size [4]. 

Electric charges move out of their original equilibrium 

positions by the influence of external and internal force effects 

of the electric field. The applied electric field causes the 

induction of dipoles in the substance, which causes the 

opposite polarity shifts from the previous equilibrium 

positions. The measure of this process is electrical 

polarizability, which is a major physical property of 

dielectrics. The macroscopic parameter of electrical 

polarizability is the relative permittivity ℇr and the dissipation 

factor tan  , which shows the losses in dielectrics, the aging 

of the insulation and its lifetime [13]. 

 

 
Fig. 1.  Polarization types of normal dielectric materials under a step-function 

electric field [4] 

By applying an external electric field, the coupling of 

bound electric charges is monitored through electric current 

(for direct measurements) or impedance (for alternating 

measurements) [14]. 
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III. DIELECTRIC SPECTROSCOPY 

Dielectric spectroscopy allows the investigation of 

dielectric relaxation processes in a wide range of 

characteristic times of 10
-12

 – 10
6
 s, thus filling a special place 

among many modern diagnostic methods for physical and 

chemical analysis of materials. By using dielectric 

spectroscopy, intermolecular interactions and various events 

are observed because they combine the properties of the 

individual components of the complex material [6][19]. 

The essence of this method is to monitor the response of the 

electric dipole in the dielectric under the influence of the 

external electric field. The polarization processes are 

investigated in both direct and alternating electric fields, 

therefore dielectric spectroscopy is performed in the 

frequency and time domain. The frequency domain is 

characterized by measuring the frequency dependence of the 

complex impedance of the material. In the time domain, the 

charging and discharging currents together with the recovered 

voltage of the capacitors are investigated, where the dielectric 

function is created by the studied material by applying a DC 

electric field [7][20]. 

Successful developments in the time domain and broadband 

dielectric spectroscopy (Fig. 2) have sharply changed the view 

of dielectric spectroscopy, which is an effective means of 

examining solid and liquid substances at the macroscopic and 

microscopic levels [6]. 

 

 
Fig. 2.  The frequency band of dielectric spectroscopy [6] 

 

A. Dielectric spectroscopy in the frequency domain  

The analytical transformation from the time domain to the 

frequency domain can be realized using Laplace or Fourier 

transform [2]. Taking into account the ideal step response for 

the total current density of the dielectric response function f(t) 

together with the instantaneous polarization processes: 

             ℇ         ℇ                         (1) 

 

with 

                                             
 

and concerning the convolution of the last term in this 

equation we get, where p is a Laplace operation: 

             ℇ       ℇ                    (2) 

  

Since p is complex frequency i , we reduce the equation to 

                ℇ                         (3) 

 

So F( ) is the Fourier Transform of the dielectric response 

function f(t) or the complex susceptibility: 

                                                           

(4) 

 

It may be noted that the frequency scale is now 0≤ ≤∞. 

Connections (3) and (4) show the total current density: 

          ℇ           ℇ                   (5) 

 

The source of the main part of this current is the complex 

electrical displacement D( ), which corresponds to the 

complex dielectric permittivity ℇ( ) as follows: 

      ℇ ℇ                                 (6) 

 

where: 

 ℇ    ℇ      ℇ                           (7) 

 

It is difficult to make real measurements of this dielectric 

response in the frequency domain if the frequency range 

increases. Often only one "C - tan  " measurement is made in 

the power industry, e.g. at the power frequency. However, 

sophisticated laboratory measuring instruments can also drive 

a wide frequency band [11]. It can be noted in formula (5) that 

such devices cannot discriminate between the benefits of 

"pure" DC conductivity  0 and the dielectric loss    ( ). This 

indicates that there is a difference between the measured 

relative dielectric permittivity ℇ      and the relative 

permittivity ℇ( ) that is in (6) and (7). Subsequently, the 

relative dielectric permittivity ℇ( ) is measured as follows: 

        ℇ ℇ                                    (8) 

 

Therefore: 

 ℇ      ℇ       ℇ       ℇ       ℇ         ℇ                        ℇ                    (9) 

  

and the dielectric dissipation factor, tan  ( ), 

         ℇ      ℇ      ℇ         ℇ  ℇ                      (10) 

 

The real part (9) is the capacity of the test object (samples), 

and the imaginary part represents the losses. Both are 

frequency-dependent [9][10]. This does not apply if the 

measurement "C - tan  " is only performed at one frequency. 

In quite different frequency ranges, aging processes will 

change these parameters, and new diagnostic tools will allow 

these changes to be monitored and investigated [12]. 

The relation between frequency and time domain is hidden 

in equation (4), where real and imaginary parts of complex 

susceptibility  ( ) can be converted to the function of 

dielectric response f(t) and vice versa. In practice, only the 

measurement results will be available for each conversion, 

notwithstanding that both domains have expanded from zero 

to infinity. However, the possible conversion procedures are 
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not described in detail here, but some information may appear 

at the end of this article [9][15]. 

However, it should be understood that all-dielectric 

quantities are more or less temperature-dependent. This must 

be taken into account in any examination, comparison or 

measurement of these quantities [18]. 

The measurement in the frequency domain can be realized 

e.g. IDAX-300 (Fig. 3), where the meter system applies an 

alternating voltage to a sample of insulating material at a 

certain frequency. This voltage creates a current in the sample. 

By accurately measuring voltage and current, it is possible to 

calculate the total impedance, from which the capacitance and 

dissipation factor are further expressed. 

 

 
Fig. 3.  Frequency domain measurement in practice 

 

B. Dielectric spectroscopy in the time domain 

Indirect observation of polarization of polarized or 

polarizable materials by a certain response to a certain change 

in the applied voltage pulse is the essence of the dielectric 

spectroscopy method. The time domain is focused on 

examining the polarizing (charging) and depolarizing 

(discharging) current flowing through the insulating material 

at the applied DC voltage, or in other words during the 

voltage step change, the course of the dielectric current is 

recorded [8]. 

The total dielectric polarization during charging (or 

discharging) and its time dependence is characterized by 

response function    : 
 

        ℇ  ℇ      ℇ  ℇ  ℇ             (11) 

where ℇ0 = 8,854 10
-12

 F m-1
 is the permittivity of the vacuum, ℇ  is the optical permittivity (relative permittivity at 

frequency   ℇ   → 10
14

 Hz), ℇ  represents the static 

permitivity, E denotes the electric field intensity and t is the 

time. The relationship between the charge/discharge currents 

time and polarization time dependence is explained in the 

following. The charge and discharge currents in the dielectric 

have exponentially increased and decreasing characteristics in 

the time zone. These facts are described in the case of a 

vacuum capacitor by exponential time functions. Using the 

function of decrease      is described as the time dependence 

of the depolarization current density        in dielectric: 

 

                           ℇ  ℇ  ℇ                            (12) 

The sum of the two components describes the charge current 

(polarization) current density:  

                                    

                                                                             (13) 

where    is the conductivity in the dielectric (where   is the 
specific electrical conductivity of the dielectric after applying 
DC voltage and subsequent dielectric charge dissipation). The 
density of the discharging (depolarizing) current has a 
conductive component of the current and therefore it is 
possible to write: 

                                                                                   (14) 

In Fig. 4 is a circuit diagram of an insulating system over time, 
followed by a response of the electrical current upon 
connection (charging current) and after disconnection of the 
electrical voltage (discharge current) [16]. 

 
 

Fig. 4.  The current response to the applied voltage pulse [16] 

 

Dielectric relaxation mechanisms can be identified by 

studying dielectric spectra that correspond to the polarization 

mechanisms. The occurrence of different types of electrical 

dipoles, ions, or electrons tending to effect different 

movements due to the external electric field is detectable in 

such materials, causing an increase in the number of time-

relaxation mechanisms [17]. 

The time domain measurement can be performed e.g. 

KEITHLEY 6517B (Fig. 5), where the meter system applies a 

DC voltage to a sample of insulating material at a certain 

charging time to measure the charging and discharging 

currents as a function of time. 
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Fig. 5.  Measurement in the time domain in practice 

IV. CONCLUSION 

My dissertation aims to measure, investigate and compare 

the behavior of dielectric parameters (at the level of 

polarization and conductivity processes) of selected insulating 

materials using the non-destructive method of dielectric 

respectively impedance spectroscopy. 

Non-destructive dielectric spectroscopy methods, namely 

frequency domain dielectric spectroscopy and time domain 

dielectric spectroscopy, the nature of which is described in 

Chapter III, will be used for all investigated experiments. In 

the frequency domain, dielectric parameters such as complex 

impedance, complex permittivity and other derived 

parameters such as series-parallel capacitance, series-parallel 

resistance and dissipation factor will be measured and 

compared. In the time domain, the charging currents will be 

examined as a function of time. 

The work will focus on the investigation of conventional 

transformer oils compared to the new Shell DIALA S4 ZX-1 

insulating oil, their thermal characteristics when investigating 

insulation properties, the insulation properties at real 

operating temperatures of XLPE cables and the thermal 

characteristics of polypropylene film insulated capacitors, 

which in the near future are in demand as components in 

electric vehicles. 
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Abstract—This paper point out the problem of the emulation of 

mechanical loads (EML). In recent years there were published 

several articles discussing this problem with the impressive 

results. This article mentions the most used techniques of 

emulation and some types of loads that can be emulated. The 

paper should serve as a brief introduction to the EML. 
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I. INTRODUCTION 

In modern companies, there is a constant request for 

shortening the period of time of the processes connected with 

the production, where every delay is costly. Also, in the stage 

of development and testing, it’s desired to test and evaluate 
every possible issue that can encounter in the future process. In 

such cases, it’s suitable to imitate a specific type of load which 
will be affecting the shaft of an electric machine in operating 

conditions.  

As it would be very difficult and costly to equip the 

laboratory with all the equipment to simulate all kinds of 

mechanical load, simulating with a dynamometer is a 

satisfactory alternative. The conventional dynamometer is a 

device that can deliver a particular steady-state torque-speed 

relationship and is often equipped with devices for measuring 

the position and speed of the shaft. Mostly we use the second 

electric motor as a dynamometer, which is bounded to a tested 

motor with a shaft.  

The dynamometer has been mostly used to perform a static 

load test of electrical machines in the past [1]. The current need 

for the industry is to simulate a wide range of torque behavior. 

Thus, a dynamometer in which mechanical parameters can be 

programmed or varied is used. This type of dynamometer is 

called an Emulator. 

The basic structure of the emulator was shown in Fig. 1 where 

the system consists of a load machine and a drive machine 

connected with a common shaft. Drive machine produces 

torque Te and dynamometer produces required torque TL. The 

ωr and φr are real speed and position common for both motors.  

With an emulator, we can test a large variety of mechanical 

loads such as constant step, linear or quadratic incrementation 

or their various combinations. Another example of exploitation 

of this system is the verification testing of high precision gears 
and scalers. It allows replacing currently used loading arms and 

burdens. In conclusion, it allows complex dynamic systems to 

be emulated in a cost-effective, safe and repeatable way and it 

enables off-site testing and developing of control algorithms in 

laboratory conditions. 

 

Fig. 1 Basic structure of emulation system [4] 

It’s possible to use any type of electric motor as a load motor. 
In [2] induction machine has been used as a load and also as a 

tested machine. In order to achieve the best performance, we 

need a motor with good speed-torque characteristics. 

Synchronous motor with permanent magnets (SMPM) is 

widely used in many demanding applications because of his 

good dynamic abilities and with the possibility of overloading. 

With this type of motor as a loading motor, we can emulate 

complicated types of dynamic loads. Thus it’s a suitable option 

to use it as a load motor like in [6].   

II. TECHNIQUES USED FOR EMULATION 

Since the first attempts to emulate a load, there have been 

invented strategies on how to achieve this goal. Every 

individual approach differs in used regulation structure. In [7], 

the open-loop structure was used, but in [2][4] the closed-loop 

structure was implemented. Other differences are an approach 

to neglecting of the mechanical friction of the system and 

bandwidth of the load that can be emulated.  
The most basic approach was to use a simple dynamometer. 

They have mostly been used to perform static load tests of 

electrical machines. Another method was based on 

programming mechanical parameters of the dynamometer load 

with varying speed or position in order to simulate torque-speed 

characteristics. Although this static emulation is a sufficient 
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option for testing prime motor under steady-state or slowly 

changing conditions, it’s not suitable for applications with 
transient and high dynamic behavior [5].  

 

 

Fig. 2 Structure of IMD approach [3]  

In [7], the effort was to imitate dynamic loads was based on the 

principle of the inverse mechanical dynamics (IMD). In this 

approach, it’s required to measure the shaft speed or position 
which is then used to derive the torque for the dynamometer to 

achieve desired dynamics.  

The basic principle of the IMD approach is presented in Fig. 2. 

The G(s) represents the dynamics of the testing Drive Machine 

–  Load Machine (DM-LM) mechanism. The Gem(s) represents 

the dynamics of the emulated load. The real position of the shaft 

is represented by θ. Te is the applied electrical torque of the 

drive machine and the TL is the applied load torque of the load 
machine. The open-loop transfer function of the DM-LM is 

presented in (1). 

 

 � ��� � = 1�� + �� = � �  
 

(1) 

 

J is inertia and B is the viscous friction coefficient of the DM-

LM mechanism. Both these parameters correspond to the 

nominal parameters of the rig [3].  

 

 � ��� � = 1���� + ���� = ��� �  
 

(2) 

 

The transfer function of the desired dynamics can be 

represented by (2), where subscript em corresponds to emulated 

inertia and friction. The main objective is to design a control 

structure so that the relationship between the position θ and 
electrical driving torque Te reaches the dynamics of Gem(s) [3].  

However, such a method has many disadvantages. In some 

cases, it’s hard or even impossible to design an inverse dynamic 
model.  This approach is effective in the continuous-time 

system but with the usage of computing technology such as 

PLC or DSP, sampling effects have to be considered. Due to 

the derivative terms in the transfer function, the output of the 

system can be very noisy in digital form and the emulation can 

become unstable. With using a digital filter on the output signal 

TL we can achieve acceptable results with open-loop structure 

but the pole-zero structure is violated. Thus if this emulation 

would be used in the closed-loop structure, responses would be 

erroneous [2][4]. 

 

In many cases, this technique is not suitable for practical use, 

therefore, the new procedures had to be developed. A new 

approach was presented in [2][3], where the emulation is based 

on a speed-tracking control with the implicit feedforward of the 

inverse dynamics and compensation for the closed-loop 

tracking control dynamics. This type of emulation preserves the 

dynamics of the testing mechanism and can be discretized 

without affecting the zero-pole structure. The basic structure of 

EML with the feedforward dynamics can be observed in Fig. 3. 

 

Fig. 3 EML using feedforward dynamics [3] 

 

 

 

Fig. 4 EMD with feed-forward torque compensation with position tracking 

before and after Gem-1 cancelation 

In this type of structure, the motor-drive torque Te is fed to 
Gem(s) outputting the desired position θem. This position is a 

demand for a position-tracking loop with the controller Gt(s) 

which yields motor-load torque TL. With reference to [3], the 

final relation between Te and θ(s) is shown in (3) and Gcomp(s)  

is represented in (4). 

 � ��� � = �� � � ��� � �� �− �= ��� �  

 

(3) 

  �� � � = �� � + 1 ��� �⁄�� � + 1 � �⁄  

 

(4) 

  � ��� � = ��� � � � �� �1 + � � �� �  

 

 

 

 = ��� � �� �− �  (5) 

 

In the ideal case, Gcomp(s) should include only parameters of 
the real system in order to be independent of the emulation 

parameters. Thus according to [3], the new transfer function 

should be represented by (5) where Gcomp(s) is no longer a 

function of Gem(s). The upgraded block scheme of the approach 
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is shown in Fig. 4. Gem(s) is creating position demand θem that is 

compared with the real position of the shaft θ. After forward 
and inverse dynamics in the feed-forward path cancels each 

other, Gem
-1 won’t be implemented anymore and the scheme 

cancels Te. The desired position θem is fed into the system via 

the load-machine feedback loop as shown in Fig. 4. The tracking 

controller can be PD, lead, or P controller [3].  

This method presented very satisfactory results comparing 

simulation responses from ideal models with experimental data 
from the testing rig. 

Nevertheless [4], refers that in this measurement the dynamic 

of the linear feedback controller was included in compensator, 

which can cause undesirable behavior such as time delays. This 

issue can occur in case the dynamics of the testing rig would be 

nonlinear.  

Thus in [4], a new approach was presented. The author uses 

the inverse dynamics of the testing rig with input values of 

speed and acceleration calculated from a numerical model of 

the emulated system, combined with the feedback controller. 

This structure is modified structure from [2][3] and it presents 
a number of improvements such as the possibility to investigate 

the unmodelled dynamics of drive rig, using the emulation 

method and possibility to adjust criteria for selecting the 

bandwidth of the speed-tracking controller. Another advantage 

is that the feedforward structure allows compensation of the 

nonlinear friction effects for improving the performance of the 

structure, especially at low speed. Estimated values of the 

applied torque can be obtained by measurement of real load or 

by the suitable observer. In [5] the classical current model 

observer was implemented. 

 
Fig. 5 EMDL approach using feedback with PI controller [5] 

The structure of the approach using feedback with the PI 

controller is presented in Fig. 5. G presents a DM-LM 

mechanism, Gem emulated load model, Gcomp the compensator 

and ec represent compensator input. The electrical torque of the 

drive machine is denoted by Te, load torque applied by load 

machine TL, compensator output uc. αem is the acceleration of 

the emulated system, Jm is inertia and Bm is viscous friction of 

the DM-LM mechanism, Jem is inertia and Bem viscous friction 

of the emulated system.  fem presents the emulated model friction 

as well as impacts of any other contribution of the load like 

gravity, centrifugal forces, etc. TL
* is an additional torque input 

applied to the emulated model, φem is the emulated mechanism 

position and ωem emulated mechanism speed.  TF refers to the 

input of the unmodeled dynamics torque estimation error of the 
LM-DM mechanism. Gt is an additional feedback controller 

with output ufb which is the compensation of unmodeled 

dynamics, parameter variations, and numerical errors and h 

which is the gain of this controller. Also, the estimated values 

are denoted by ˄ and the desired values are denoted by d [5].  

 

III. MODELING THE SPECIFIC TYPES OF EMULATIONS 

After deciding which emulation approach is suitable for 

application there is a question on how to emulate a specific type 

of the desired load for testing. In recent years there has been a 

lot of paper published about this problem:  

 Emulation of the wind turbine [9] 

 Emulation of the vehicle brake system [10] 

 Emulation of the mechanical impact during mining 

[11] 

 Emulation of the elevator [12] 

 Emulation of the tracked vehicle [13] 

IV. CONCLUSION 

In the field of the emulation of the mechanical loads, there 

are some open problems. The current approaches are 

investigated only with transfer functions, so the state-space 

representation approach would be advisable.  

The performance of the emulator can be degraded if the 
emulator is implemented into the various systems, where 

different sampling times are used. Thus is desirable to use the 

discrete description to analyze this problem. Another problem 

is to examine the impact of the friction and find the options to 

eliminate it.  

Also, there is a need to examine which specific types of load 

can be emulated by emulation approaches mentioned in this 

paper and their bandwidth.  

The main problem is that the validation of the experimental 

results is made only by comparing it to a not accurate model. 

Comparing these results to the measured data from the real load 
would be more sufficient. This type of approach would make 

high requirements for laboratory equipment. Experimental 

results with such comparison have not been published yet.  
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Abstract—An overhead power line is a structure used in the 

electric power system to transmit electrical energy. The 

performance of overhead power lines depends on their 

parameters. An important parameter of the power line in the 

power system is its thermal limit. This article is focused on the 

research of steady-state and transient dynamic thermal rating 

(ampacity) of overhead power line ACSR conductors. This 

article deals with the thermal behavior of overhead power line 

conductors taking into account variations in weather conditions 

or current with time according to CIGRE Technical Brochure 

601. 
Keywords—overhead power line, ACSR conductor, CIGRE 

Technical Brochure 601, dynamic thermal rating, ampacity. 

I. INTRODUCTION 

One of the most important factors that affect power line 

operation, is the temperature of conductors [1]. If the heat 

generated by the current flowing exceeds the thermal limit, 

the conductor will be irreversibly damaged. To avoid power 

line conductors thermal damage, it is necessary to determine 

the maximum current that can flow through conductors [2]. 

Ampacity is the main parameter of the overhead power line 

design and operation, this value is the maximum amount of 

electrical current, that can flow through the power line (or 

conductor) without disturbing its mechanical and electrical 

properties [3]. Ampacity is determined by mechanical and 

electrical properties of the conductor, the ability of heat 

generation within a conductor and ambient conditions [4]. 

In some transmission power systems, different fixed and 

weather independent ampacity limits are used for the summer 

and winter seasons. The set current limits for the summer and 

winter seasons represent much lower values than the current 

values that can be loaded to power lines under the actual 

weather conditions [4]. Dynamic thermal rating (DTR) of 

transmission lines provides the actual ampacity of overhead 

lines based on real-time operating (weather/atmospheric) 

conditions. The main aim of DTR is to increase the ampacity 

of existing transmission lines, mitigate transmission line 

congestion, facilitate wind energy integration, enable 

economic benefits, and improve the reliability performance of 

power systems [5]. 

Several industrial standards deal with the calculation of the 

temperature and ampacity of overhead power line conductors. 

The most commonly used methods are described in the IEEE 

Standard for calculating the current-temperature relationship 

of bare overhead conductors [6], CIGRE Technical Brochure 

(TB) 207 [7] (2002) and its extended version CIGRE 

Technical Brochure (TB) 601 [8] (2014). According to Neil 

Schmidt [9], these methods provide similar results and they 

can be considered equivalent. 

II. THERMAL BALANCE EQUATIONS OF OVERHEAD POWER 

LINES CALCULATION METHODS 

The thermal behavior of overhead power line conductors is 

based on the thermal balance between the gained and lost heat 

in the conductor due to the current load and environmental 

conditions [10]. There are two ways how to calculate the 

conductor temperature or dynamic thermal rating of overhead 

power lines [11]. 

Firstly, the basic thermal balance equation (model) used in 

steady-state conditions is represented by the quantities/powers 

on the left side causing the heating of the conductor. The right 

part of the equation is characterized by quantities/powers 

causing the cooling of the conductor [8], [12]: 

j s m c rP P P P P    , (1) 

where 

Pj is the heating of the conductor by the current flowing 

(Joule heating, W/m), 

Ps is the heating of the conductor by the sunlight (solar 

heating, W/m), 

Pm is the heating of the conductor by the magnetic effect 

(magnetic heating, W/m), 

Pc is the cooling of the conductor by the convection 

(convective cooling, natural and forced convection, 

W/m), 

Pr is the cooling of the conductor by the radiation (radiative 

cooling, W/m). 

 

Secondly, if the thermal inertia of the conductor is 

considered (both ambient conditions and the current load of 

the power line vary with time), the following transient thermal 

balance equation (model) is used [11]: 

s
j s m c r

d

d

T
mc P P P P P

t
     , (2) 

where 

m is the mass per unit length of the conductor (kg/m), 

c is the specific heat capacity of the conductor 

(J/(kg·K)), 
dTs/dt  is the conductor temperature time change (°C). 
 

Based on thermal balance equations (1) and (2) two 

problems can be solved using the steady-state or transient 

thermal model [12]: 

 Calculation of the conductor temperature when the 

electrical current is known. 

 Calculation of the current (steady-state and transient DTR) 

that yields a given maximum allowable conductor 

temperature. 

  

73



III. COMPARISON OF THE TEMPERATURE CALCULATED 

BY CIGRE TB 601 WITH REAL TEMPERATURE MEASUREMENT 

ON ACSR CONDUCTORS UNDER LABORATORY CONDITIONS 

Several temperature measurements were performed for two 

ACSR conductors (352-AL1/59-ST1A, 429-AL1/52-ST1A). 

Technical parameters of these ACSR conductors are shown in 

[12]. Temperature measurements were carried out in a 

laboratory using simulation without and with the presence of 

wind (speed 2 m/s at a 90° angle of attack). Ambient 
temperature was recorded at these measurements, assuming 

height above sea level of 208 m, intensity of solar radiation of 

0 W/m2. Measurements were carried out from the ambient 

conductor temperature to the steady-state conductor 

temperature at different steady-state RMS values of the 

current flowing through the conductor. One of these 

measurements for the conductor 352-AL1/59-ST1A and 

current of 600 A is shown in Fig. 1. In the first step, the 

conductor temperature was determined without considering 

the influence of wind. In the second step, the presence of wind 

was simulated for the same conductor and approximately the 

same current value [12]. 

Fig. 2 and Fig. 3 show temperature dependencies on the 

RMS current flowing through the conductor 352-AL1/59-

ST1A at wind speed 0 m/s or 2 m/s, and intensity of solar 

radiation 0 W/m2 (calculated according to TB 601 and TB 

207). Fig. 2 and Fig. 3 also show the actual measured current 

and temperature values of the analyzed conductor. Differences 

between measured and calculated temperature values were 

also caused by considering only one (average) ambient 

temperature value (23 °C for no-wind simulation, 24 °C for 
considering wind influence). Temperature calculation 

according to TB 207 and TB 601 does not differ too much. 

The basic equations in these standards (TB) are the same, but 

TB 601 considers more precise equations for some of the 

variables needed to calculate the conductor temperature (see 

[12]). 

 

 
Fig. 1.  Current and temperature time variations during real measurement with 

the conductor 352-AL1/59-ST1A [12]. 

 

 
Fig. 2.  Steady-state temperature dependence on the RMS current flowing 

through the conductor 352-AL1/59-ST1A at a wind speed 0 m/s, intensity of 

solar radiation 0 W/m2, ambient temperature 23 °C [12]. 

 
Fig. 3.  Steady-state temperature dependence on the RMS current flowing 

through the conductor 352-AL1/59-ST1A at a wind speed 2 m/s (90° angle of 
attack), intensity of solar radiation 0 W/m2, ambient temperature 24 °C [12]. 

IV. CONCLUSION 

The mathematical description of the impact of climatic 

conditions on power line conductors (temperature/DTR) is 

stated in CIGRE TB 601. The main objective of recent 

research mentioned in this article was to analyze this standard 

(TB 601) and to determine the conductor steady-state DTR, 

taking into account actual climatic conditions. The main aim 

of future research is to examine the transient DTR of overhead 

power line conductors. 
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Abstract—The paper deals with the issue of the dysgraphic 

handwriting processing and recognition. The research applies 

several machine learning methods - random forest technique, 

support vector classification and adaptive boosting. To visualize 

handwriting attributes in 2D space, principal component analysis 

are used. 120 handwriting samples was collected. By 

segmentation technique, over 3000 data samples were obtained 

for testing. 
 

Keywords—classification, data mining, decision support 

system, dysgraphia, handwriting.  

 

I. INTRODUCTION 

In todays world of modern technology, we often encounter 

writing disorders [1]. Our research is focused primarily on 

handwriting recognition using online handwriting, specifically 

for dysgraphia. This disorder manifests in childhood and it 

can cause various difficulties in adulthood. Timely diagnosis 

and provide preventive and remedial assistance are important. 

Our goal is to process, compare and evaluate the 

handwriting samples using various classification models - 

random forest, support vector machine and adaptive boosting. 

For visualization, principal component analysis is used. 120 

handwriting samples - 58 from dysgraphic subjects and 62 

from healthy subjects are collected.  Each sample was 

subjected to segmentation. 22 to 23 samples were obtained 

from each sample and over 3000 data samples were obtained 

for testing. 

The paper is organized as follows. In the next section we 

describe the process of data acquisition. Then we provide 

briefly overview of used classification models in our research. 

At last, the experimental results are presented and further 

work is described.  

II. DATA ACQUISITION 

A. Data collection 

Wacom Intuos Pro Large graphic tablet we used for data 

collection. We also created the template presented in previous 

research [2] and it was created based on the research [3][4]. 

B. Dataset 

For approximately 18 months, we collected 192 samples. 

Unfortunately, not all samples were usable and some had to be 

discarded from the dataset. After that, we have 120 usable 

samples. Subjects aged 8 to 15 years participated in the 

testing. All tested subjects or their legal representatives signed 

informed consent to the testing and processing of the data 

collected for research purposes.  

The resulting number of samples in terms of age, sex, 

dominant hand and divided of samples into healthy and 

pathological samples are shown in Table 1. 

 

TABLE 1 

SAMPLE GROUPS 

Age 

n
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sa
m
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le

s Sex 
Dominant 

hand 
Samples 
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le
 

fe
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le
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e
d

 

le
ft

-h
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d

e
d

 

d
y
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ra

p
h

ic
 

h
e
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lt
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y

 

8 8 6 2 7 1 3 5 

9 10 7 3 10 0 5 5 

10 14 9 5 13 1 7 7 

11 12 8 4 7 5 6 6 

12 22 15 7 19 3 6 16 

13 18 12 6 14 4 10 8 

14 17 10 7 16 1 9 8 

15 19 13 6 17 2 12 7 

Sum 120 80 40 103 17 58 62 

 

C. Sample segmentation 

We decided to segment the template into smaller parts to 

achieve more accurate results, better analyze the sample and 

also train a classifier. At first, we split each handwriting into 8 

rows. Then, from each template row we segmented individual 

letters, syllables, words and sentence separately. In this way, 

from the original 120 handwriting samples, we obtained over 

3000 data samples.  

D. Handwriting samples analysis 

To data analysis and processed every handwriting sample is 

used Python programming language with the scikit-learn 

library [5]. Parameters for each sample are computed 

separately. Then, the results of calculations are compared and 

preliminary result of the samples are determined. 
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III. CLASSIFICATION MODEL 

A. Random Forest 

Random forest is the most used algorithm based on 

decision trees [6]. It is used to classification and regression 

tasks. This algorithm is made up from multiple decision trees 

for more stable and accurate prediction. This adds randomness 

to the model. For our research, this method is used to 

prediction. 

B. Support Vector Machine (SVM) 

SVM is used to classification, regression and outliers 

detection [7]. The principle of SVM is to find an optimal 

linear hyperplane with the maximal margin in a dimensional 

space by splitting two classes of training data in that space and 

classifying data points. In our research, support vector 

classification (SVC) is also used to prediction. 

C. Adaptive Boosting (AdaBoost) 

AdaBoost algorithm is used to improve performance of any 

machine learning algorithm [8]. But is more often used to 

boost the performance of random forest method or decision 

trees on classification problems. In this research, AdaBoost is 

used to achieve better prediction. 

D. Principal Component Analysis (PCA) 

PCA is used for making predictive models and to data 

analysis [9]. Smaller datasets are easier to explore and 

visualize. So PCA is a statistical procedure used to reduce 

dimensionality of datasets into a smaller one, while preserving 

as much information as possible. For our research, this 

technique is used to project the data into a lower 

dimensionality space.  

IV. EXPERIMENTAL RESULTS 

Based on previous research [10] into the extraction of 

parameters from a dysgraphic handwriting, we continued to 

calculate the predictions. For that, we used three classification 

method - random forest, support vector classification and 

adaptive boosting. 3 fold stratified cross validation was used 

for calculation. The data were normalized on per feature basis 

to a zero mean a standard deviation equal to one. Comparing 

of the prediction results are shown in Table 2.  

 

TABLE 2 

PREDICTION RESULTS 

Classification Method Prediction Results 

Random Forest ,  ±  

SVC ,  ±  

AdaBoost ,  ±  

 

 For better view of the data structure to project of the 

attributes, the PCA technique is used. Linear dimensionality 

reduction using Singular Value Decomposition (SVD) is used. 

The input data is centered but not scaled for each feature 

before applying the SVD. 2D visualization by the PCA 

method, with 133 on-surface movement features from each 

sample are shown in Fig. 1. It shows how healthy and 

dysgraphic subjects are distributed in 2D space and how their 

attributes are overlapping.  

 

V. CONCLUSION 

We collected handwriting samples by the Wacom digital 

tablet. 120 handwriting samples are used. A prediction by 3 

fold stratified cross validation were calculated. Success rate 

for random forest method was 67,1 ± 3%, support vector 

classification method was 66,1 ± 4% and for adaptive 

boosting it was only 64,1 ± 2%. For the visualization into a 

2D space of the extracted attributes, the principal component 

analysis technique was used. 

Further work is intended to creating a system for processing 

and subsequent comparison of handwriting samples. The aim 

is to create a complex CDSS system with a simple user 

interface. This will include the possibility to enter patient data, 

process and evaluate of handwriting samples, propose 

treatment procedures, assist clinical decisions and, last but not 

least, have an informative character. 

 

 

Fig. 1 2D visualization by PCA method 
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Abstract—BCI speech recognition systems are on the rise
in scientific research. Speech detection from EEG signals can
help create a better speech recognizer. The problem in speech
recognition which is being recognized directly from the brain is
the number of mixed signals that interfere with each other during
recording. These signals mixture make it difficult to classify
speech correctly. In this paper, we propose a framework for
speech detection using EEG signals, which is intended to be a
serious contribution to the field of BCI communication research.

Keywords—BCI, Electroencephalography, Feed-forward neu-
ral network, Machine learning, Speech detection

I. INTRODUCTION

The article describes an experiment that uses a neural

network to create models for speech activity detection (SAD)

in brain signals. The design of an EEG-based speech activity

detector is a very important step towards analyzing brain

and speech activity as well as creating an EEG-based speech

recognizer [1].

Our SAD system is based on the time series recognition of

brain electrical impulses that transfer information about speech

between individual brain areas. SAD uses supervised machine

learning techniques to create a model that will classify brain

signals as speech or non-speech. SAD may help serve as one

part of speech recognition frameworks based on brain signals

[2].

In our research, it was necessary to process the recorded

brain signal appropriately so that the speech signal information

was not lost during processing. Then, end-to-end feed-forward

artificial neural network models were trained in the experiment

to classify speech activity in EEG signals using labeled EEG

data.

II. MATERIALS AND METHODS

The SAD algorithm was performed in several steps schemat-

ically indicated in Figure 1. The EEG data of Slovak speaking

participants were recorded in the first step. The participants

were pronouncing the single words that were shown to them on

the paper during EEG recording. For recording brain signals,

the EEG device incorporated 16 channels that were placed

over the scalp of the user according to the International 10-

20 system[3]. The EEG data were processed in the Matlab

environment. Signal processing consisted of filtering, signal

decomposition, and signal framing. The additional audio signal

was recorded for the time synchronization and labeling of

spoken words. Binary labels were processed as an average

of all label values in frame.

Fig. 1. EEG based speech activity detector’s blocked diagram

A. Signal processing

The recorded EEG signals were manually browsed, to find

excessive noise. Founded noise was mainly located at the start

and ends of records. These parts have been removed from the

EEG and the audio recording. A Butterworth filter was used

for EEG signals to remove 50 Hz power line interference [4]

[5]. Unlike the experiment [6], we used less filtering to keep

as much speech information in the signal as possible.

The first experiment [7] was shown that the results of

the speech recognition system reach higher accuracy with

the decomposed signal into wave frequencies. Because the

individual brain waves carry the type of information in a

specific way [8], the decomposition of the signal into these

waves was crucial in this experiment. We decomposed EEG

signal for each channel into 5 separate signals oscillated

with specific frequency band known as alpha (8−13Hz),

beta(14−26Hz), gamma(up to 30Hz), delta(0.5−4Hz), and

theta(4−7.5Hz) [9]. Separate waves were merged into a row

matrix of shape (1, 80) which consists of 5 amplitudes per

each wave type for all 16 recording channels. Figure 2 shows

an example of an EEG signal from one channel distributed

over five frequency ranges.

B. Speech labels annotation

Speech activity labels were annotated in the Transcriber

tool. Transcriber exports a .stm file with timestamps of pro-

nounced words which was later edited in the Matlab environ-

ment. The file includes the start and end times of each segment

in seconds and its text annotation. Only speech activity was

annotated in .stm files. Everything else was considered as

silence.

The speech segment’s timestamps were converted to a one-

dimensional binary-valued matrix with a size of a discrete-time

length of EEG recording, where 1 represents speech activity

for specific timestep (250Hz sampling frequency [10]).
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Fig. 2. Sample of EEG signal decomposition.

In the experiment, different frame sizes of EEG signals for

neural network training were tested. The label matrix to match

its length was adjusted.

III. EXPERIMENT

In the initiation experiment[6], we designed a SAD algo-

rithm that was able to learn to detect the speech signal but

searching for the non-speech signal was not successful. The

proposed model also had problems with estimating silence in

short pauses between words. We changed signal processing

methods in the experiment as described in this paper.

A. Neural network training

EEG data in 2 layer feed-forward neural network in the

experiment were tested.

The best results with 50 neurons in the first hidden layer.

The input layer was row vector consist of 1x80 signal am-

plitudes per each timestep (0,004 seconds). This row vector

was extended for various frame size setting. The second layer

was the output layer with shape 1x1 with sigmoid activation.

Output pseudo probabilities were thresholded with 0,5 decision

boundary.

By decomposing the EEG signal into bandwidths alpha,

beta, gamma, delta, and theta we got a larger input vector.

On the other hand, the neural network may select values with

the frequency range with the largest informative value from

the input vector.

Input data was randomly split to 70% training, 15% vali-

dating and 15% testing parts.

B. Results

Figure 3 shows part of the results from the test set. Graphical

representation in the figure shows values one and zero as

labels of speech. A blue shape shows labels of speech and

non-speech (ground truth) and red bullets indicate predicted

values by our neural network. Table I shows results for testing

in the Neural network for various settings of windows sizes.

The neural network model trained with frequency decomposed

EEG signals is more sensitive for short pauses between words.

The best result of our experiment was about F1 = 0.76 (F-

Speech).

Fig. 3. Graphical representation of results. Speech and non-speech (ground
truth) labels depicted as blue shape, predicted values depicted as red bullets

TABLE I
NEURAL NETWORK TRAINING RESULTS FOR VARIOUS LENGTH OF FRAME

IN THE INPUT OF NETWORK. F1 SCORE VALUES WERE CALCULATED FROM

PRECISION RECALL METRICS. TP = TRUE POSITIVE RATE, TN = TRUE

NEGATIVE RATE

Size of frame

in seconds
TP TN F1 score

0, 4 54,1% 13,7% 76.4

0, 3 44,8% 18,5% 71

0, 2 33,7% 33,8% 67,4

Noframing 33% 36,1% 68

IV. CONCLUSION AND FUTURE WORK

The proposed SAD algorithm can be tuned with different

hyperparameters and also the movement of the decision thresh-

old. In future work, it is we will use deep learning techniques

such as recurrent and convolutional neural networks, which

are expected to deliver better results in this field.
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Abstract—In recent years, the Industry 4.0 concept brings
new demands and trends in different areas; one of them is
distributing computational power to the cloud. The paper
presents four studies. The first one aims to assess the efficiency
of data communication in the Cloud-Based Cyber-Physical
Systems (CB-CPS). The evaluation of the network properties of
the communication protocols eligible for CB-CPS is presented.
The results show that the intelligence on the edge of the
network will play a significant role. The second study presents
an augmented reality usage for Human-Machine Interaction
(HMI) with the use of edge technology. The third study focuses
on edge computing. Lastly, the fourth study describes indoor
localization techniques.

Keywords—Industry 4.0, Human-Machine interaction, Internet
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I. INTRODUCTION

In recent years, the Industry 4.0 concept brings new

demands and trends in different areas; one of them is

distributing computational power to the cloud. Aiming to

evaluate the efficiency of data communication in the

CB-CPS. The evaluation of the network properties of the

communication protocols eligible for CB-CPS is presented.

The network properties to different cloud providers and data

centers’ locations have been measured and interpreted.

Industry 4.0 enables new types of interactions between

humans and systems, interactions that will transform the

workforce. With changing interactions, there is also a need

to implement new technologies to support these changes.

Advanced usage of new technologies can provide cognitive

support for intelligent interactions. Operator 4.0 represents

the "operator of the future", a smart and skilled operator who

can utilize Industry 4.0 benefits [1].

II. THE INITIAL STATUS

During past years the technologies and approaches that can

support intelligent human-system interoperability driven by the

present industrial revolution were presented. Architectures that

depend solely on cloud technologies have a few problems. In

recent years, ideas have arisen that have attempted to overcome

these problems. Among the most well-known concepts is edge

computing. The edge-enabled Bluetooth Low Energy sensorial

network that can support better localization and identification

of the objects thus can provide better support to the humans.

During past years we have focused mainly on edge computing

and indoor localization techniques as well as a combination of

the mentioned. The goal should be a better understanding of

the environment, thus better cognitive support for the people

inside such an environment.

III. THE TASKS SOLVED IN THE PREVIOUS YEAR

In the past year, we have worked on four main ideas. The

first was the network evaluation study [2] [3]. The second

case study focuses on the use of Augmented Reality (AR)

technology, together with principles of edge computing, to

provide modern Human-System Interaction [4]. The third

case study focuses on edge-enabled computing [5]. The last

study aims for evaluation and recommendations of indoor

localization techniques (still in progress).

A. Network evaluation study

In this research, the following four communication protocols

were selected:

• HTTP - Hypertext Transfer Protocol - commonly used

protocol for communication between server and clients.

• WCF - Windows Communication Foundation service - a

framework for building service-oriented applications.

• OPC UA - Open Platform Communication Unified

Architecture - a machine to machine communication

protocol for industrial automation.

• AMQP - Advanced Message Queuing Protocol - publish-

subscribe-based messaging protocol, commonly used in

IoT solutions.

Fig. 1. Distribution of the latency values grouped by location [2].
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From Fig. 1 can be seen that the results from HTTP,

WCF, and OPC UA are less scattered than that from AMQP

communication. Moreover, results from HTTP and WCF are

very similar in all locations; OPC UA is just slightly slower

than the two mentioned. On the contrary, AMQP

communication is a lot slower compared to the other three;

also, the dispersion of the values is a lot wider [2].

B. AR and Computer Vision for Human-System Interaction

In this study, we have proposed an AR environment for

operators, where they can see a robots’ planned path. They

can add virtual obstacles and walls to the mobile robots’

cyber-physical navigation view. These virtual obstacles and

barriers can be used to determine restricted areas for mobile

robots. This can be seen, for example, as safe areas for

humans’ and/or robots’ stationary work. Finally, we

introduce the system architecture supporting the proposed

AR environment for humans-mobile robots’ safe and

productive interaction.

Fig. 2. The AR core app interface [4].

C. Edge-enabled Gateway

In [5], we have defined the general architecture for

edge-enabled solutions, and we pointed out the importance

of the IoT gateways in these solutions. From the scientific

work carried out and the analysis of other scientific articles,

a set of 14 criteria for edge-enabled architecture was chosen.

These criteria fell into four main categories (device

connectivity, data pre-processing, data analytics, and special

hardware requirements).

We have also focused on the analysis of the edge-enabled

gateway, mainly on the topics like principles of data

processing on the edge of the network [6]; artificial

intelligence in data analytics on the edge of a network [7];

distribution of the neural network models [8]; edge-enabled

solutions criteria selection and evaluation [9]; hardware

parameters of edge devices [10]; and more.

D. Indoor localization techniques

In this study, we are focusing on the evaluation of indoor

localization techniques. Currently, we are testing the solution

that aims to compare several technologies that can be used for

indoor positioning. Technologies that we aim to compare can

be divided into the following groups:

• Technologies that require placement of the additional

modules into the environment:

– Computer vision (stereo vision, ToF cameras)

– Wireless (WiFi, Bluetooth beacons, RFID)

• Technologies that only require wearable device:

– Pedestrian dead reckoning (accelerometer,

gyroscope)

– Augmented Reality (AR)

We expect to have results at the end of February. After

that, we want to focus on the comparison of the fusion of

mentioned technologies to provide faster, more accurate, and

efficient ways of indoor localization. Soon, we also aim to

incorporate the Ultra Wide Band (UWB) and Bluetooth 5.1

(providing Angle of Arrival and Angle of Departure) into our

study.

IV. CONCLUSION

All of the mentioned studies should help with providing

intelligent interaction between humans and the system. One

of the main premises for the intelligent environment is

understanding of such environment, thus gathering data and

knowing what is where. AR, together with precise

positioning of the objects, could help fulfill that objective. To

offer faster responses and to efficiently transfer data, edge

computing should be a vital part of the intelligent

environment. Further research will be focused on

implementing of the mentioned works to create one

application that can support operators’ work.
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Abstract—This work deals with streaming and processing 

multi-track video streams from multiple drones. Existing 

communications and routing protocols, including ad hoc 

protocols, will be used. Work focuses on networking and video 

content routing in ad-hoc networks using multicast, focusing on 

the use of drones and the processing and routing of drones' video 

content, the analysis of drones communication applications, and 

the requirements for video streaming processing. The work 

describes the use of these technologies for the requirements of 

surveillance and monitoring, natural disasters, or streaming of 

multi-view video from social events. 

 

Keywords— UAV, drones, video streaming, multi-view video, 

routing protocols, AD-HOC network, multicast 

 

I. INTRODUCTION 

This topic was chosen as a springboard for the analysis and 

experimental use of codecs for multi-view video and airborne 

images. Utilizing today's technology and technical progress, 

people open up different horizons in wide spectrum. One of 

these is also the use of a combination of virtual reality and 

flying people which can be drones, for example. Think about 

the possibility that these devices can to fully replace people 

who would have to risk their lives in any situation. An example 

use of simulated drone in virtual reality where we can see 

monuments, museums and other natural orders from our 

homes. As a good example, the Notre Dame is in Paris as it was 

a few weeks ago by fire. Creation of simulation and 
implementation of imaginary drone in this simulation into a 

virtual reality would be able to faithfully approach this 

monument. We cannot avoid solving this issue without 

technological advancements such as [1] [2] [3].   

• Drones or other flying equipment, including 

controllers 

• Sufficient graphically performance 

• Any device for virtual reality 

II. INFORMATION FOR AUTHORS 

The within the results achieved, an experimental network 

consisting of Tello drones, featuring a relatively low weight of 

only 80 grams and having a 1100mAh battery, was created. 

All control is provided by Tello application with clear user 

interface. Flawless and stable image transmission and drone 

instructions are provided by two powerful SmartSwitch 2 

antennas. Tello is fully compatible with VR glasses. This drone 
achieves a maximum speed of 32km / h. According to the 

schedule, we devoted to the design of experimental network 

simulation and based on the results we proceeded to a real test 

using the drones mentioned above. 

The simulations took place at the Department of KEMT, TUKE 

Košice. In the simulation, the server was configured to have 

sufficient hardware reserves to calculate the simulation even 

for 10,000 drones. The server parameters were as follows: two 

16-core processors with 128 GB RAM, for testing the system 

we created three simulation profiles, which had available 4,8 

and 16 cores with 16,32 and 64 GB RAM. The average time is 
shown in Figure 1. This is the time that elapsed between the 

request and the response to 1,000 drones. 

With 8 connections, an 8-core processor is almost four times 

faster than a 4-core processor. With 10,000 connections, it's 

almost twice as fast. It should be noted that the proposed 

platform shows predictable enlargement behavior. Processing 

times increase linearly with the number of connections, and 

server performance results in significant performance gains.  

 

 

Figure 1Graph of simulation result 

 

III. NS – 3 SOFTWARE 

According to the project schedule, we continued testing for 

various simulations that will determine the network throughput 

depending on the number of drones / nodes. We investigated 

the network parameters and how the communication behaves 
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in the increasing number of nodes, each node had a random 

movement with a speed of 8km / h. In this section we have not 

dealt with the trajectory and collision of several nodes yet [4] 

[5] [6]. 

 

 

 
 

For the purpose of obtaining the simulation we use the 

simulation program NS-3. This program is a network simulator 

with discrete events. The NS-3 project is an open source project 

developing NS-3. In NS-3, the simulator is written exclusively 

in C ++, with optional Python bindings. This program uses a 

modular kernel that is easily extensible thanks to C ++ or 

Python support. This program is free of charge, which has 

saved us considerable resources for science and research. Its 

main advantage is the use of the simulator in the creation and 

testing of the analytical part of bachelor and master theses, by 

means of which students contribute to the partial objectives of 

the project. When teaching through NS-3, students can visually 

see the work of the network protocol and understand the effects 

of various environmental or other factors on the network and 

can also demonstrate the advantages and disadvantages of 

different strategies through comparison [7] [8] [9]. 

f) Simulation results can be reproduced and easily analyzed. 

On this platform, an experimenter can obtain an "ideal" 

network environment by configuring environment parameters 

and can monitor and record important information on the key 

node in real time to get first-hand information about evaluating 

network performance. In addition, certain special 

circumstances may be repeated at any time, which is difficult 

to do in the real network [10] [11] [12]. 

 

IV. ACHIEVED RESULTS 

Achieved results: 

1. Proposed software tools in Python for programmed Tello 

drone control 

2. Proposed software tools for Tello edu drone control 

3. Designed software tools for joining drone video streams 

4. Designed software tools for the simulation of an ad-hoc 

network based on nodes created by a network of flying 

sensors using the NS-3 simulator [13] 
5. Designed software for multi-view imaging using a network 

of flying sensors with object recognition using artificial neural 

networks using a open-source program [14,15]  

V. CONCLUSION  

Goals for the future are summarized in these points: 

• Design of algorithms and protocols for content 

delivery and data distribution from mobile devices.  

• The architecture of content delivery and data 

distribution from mobile vehicles  

• Design of algorithms for processing multiple video 

streams from a sensor flying network in a terrestrial 

component of flying sensor network based on a 

methodology for big data processing. 
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Abstract—In this paper I introduce an overview on
the state-of-the-art knowledge in automatic speech
recognition systems (ASRs), I mainly focus on an end-
to-end ASR. Here, I compare two main state-of-the-
art approaches to ASR - hybrid HMM/DNN systems
and quite new and not widely veriied end-to-end ASR
systems. Nowadays, many engineering groups try to
develop and experiment with an end-to-end ASR. This
paper summarizes both technologies in terms of ad-
vantages or disadvantages, diferences etc. End-to-end
approach can be either attention-based or CTC-based.
Possibilities of future work with the utilization of end-
to-end ESPnet or similar ASR framework are described
in the inal parts of this paper.

Keywords—acoustic modeling, automatic speech
recognition, deep neural networks, end-to-end speech
recognition, language modeling

I. Introduction

Automatic speech recognition (ASR) is the compart-
ment of information and communication technologies
whose potential reaches various areas of daily life, span-
ning from smart home, robotics to big data analysis and
processing.

Conventional ASR phonetic-based (e.g. HMM, hybrid
HMM/DNN models) approaches require separate com-
ponents for acoustic, language and pronunciation mod-
eling [1]. These approaches integrate ideas from many
diferent domains, such as signal processing (e.g. MFCC
- Mel-Frequency Cepstral Coeicients), natural language
processing (n-gram language models), or even statistics
(HMM - Hidden Markov Models). These components of
an ASR are hugely optimized individually and isolated, so
it negatively inluences overall ASR system performance
[2].

End-to-end approaches optimize components jointly,
these use a single criterion. This reduces the need for
experts to make every efort to ind the best combination
for several resources. For example, a n-gram language
model is a must for all HMM-based systems. Moreover, a
typical n-gram language model takes several gigabytes of
memory making it impractical to deploy on mobile devices.
State-of-the-art commercial ASR systems from brands like
Google or Apple are deployed on the cloud systems, so
mobile devices only require suicient network connection
opposing to local devices [3].

II. Current research status in ASR
A. Challenges in automatic speech recognition

Automatic speech recognition has recently achieved ma-
jor breakthroughs and vastly improved its performance [4].
This allegation is proved by existence of speech-speciic
intelligent human-machine communication systems, e.g.
Apple’s Siri, Microsoft’s Cortana, Amazon’s Echo, etc.
One of the main problems in ASR is the performance
degradation due to ambient noise and reverberation, which
contribute to corrupted speech received by microphones.
Generally, noise can be divided into stationary (constant
in time) or non-stationary (variable in time - e.g. speaker
interference, transient sound events ...) [5]. Detection and
reduction of non-stationary ambient noise together with
non-stationary sound sources is still quite challenging in
practise, proven by [6]. That is why new robust speech
recognition challenges, such as REVERB and CHiME
are currently showcased [7]. In recent years, data-driven
approach which is based on supervised machine-learning,
receives attention. These techniques emerged after arrival
of deep neural networks “comeback” in 80’s [8]. The goal
of these approaches is to utilize large amounts of training
data to either obtain cleaner signals and corresponding
features from noisy speech recordings or even perform
speech recognition of noisy speech. Deep learning, which
is based on deep neural networks, has recently played
important value in variety of ields, such as gaming [9],
visual recognition, language translation [10] and others.
These facts accelerate additional work on robustness of
ASR technologies.

B. Principle of general speech recognition
General principle of speech recognition can be char-

acterised by its fundamental equation [11]. Fundamental
equation of speech recognition is expressed as�′ = � � ��� �(���) ≡ � � ��� �(���)�(�) (1)

It represents the search for the best sequence W’ on an
observation � = x ,x ,x , ...,x� . (2)

Variables as P(W) and likelihood p(O|W) represent
any language model and any acoustic model, respectively.
The mathematical meaning of Eq. 1 is minimization of
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Fig. 1. Principle of conventional speech recognition system (ASR).
Preprocessing (frontend) and lexicon are knowledge-based without
any training. The acoustic model minimizes frame cross-entropy or
any discriminative criterion. Language model should be less compli-
cated and Viterbi’s decoder aims to minimize SER metrics value,
however evaluation is based on WER metrics [2].

Fig. 2. Worklow of acoustic model preparation using deep learning
for the state-of-the-art ASR system. Context-dependent subphonetic
states (senones) are learned using chained GMM models to align and
cluster data [2].

SER (i.e. sentence error rate), because it refers to word
sequence W’. On the other hand, contemporary ASR sys-
tems use evaluation method called WER (word error rate).
This metrics corresponds to the sequence {� ,� , ...� }
of words that have the highest expectation to be correct
individually (opposing to SER, which refers to whole
sentence). Correlation between them is undeniable, as
well as the fact that each compartment of the speech
recognition system is optimized individually. This implies
that creating a robust ASR system requires heuristics,
know-how and knowledge from multiple research areas [2].

C. Disadvantages of conventional complex ASR systems
Even, if hybrid state-of-the-art automatic speech recog-

nition system is built without any weakness, it may fall
into local minima during optimization process for several
reasons.

1) Many training phases. Hidden Markov model
(HMM)/Gaussian mixture model (GMM) is in the
beginning of a conventional ASR system. At irst,
pre-processing takes place and generates frame-level
alignments of training data, commonly known as
targets in neural network training. Deep learning
model takes over after HMM/GMM model was built.
Training HMM/GMM requires involvement of CI
(context-independent) model and then CD (context-
dependent) model, whereas senones represent HMM
states. Each step is normally repeated several times.
Moreover, discriminative training can be included,
as well.

2) Many resource types. Conventional, e.g. hybrid (non-
end-to-end) system requires dictionary and phonetic
information preparation used in acoustic modeling.
This adds to disadvantages for low-resource lan-
guages. Of course, preexisting alignments can be
useful, but eventually it is hard to reproduce a
training from the very beginning.

3) Hyper-parameters tuning. These parameters might
be represented by the number of HMM states and
the number of Gaussian components inside each
state. Designation of these values relies on know-
how.

4) Various optimization functions. Separate optimiza-
tions of various components contribute to disadvan-
tages of conventional ASR. Feature representation
and training of efective model are considered as
separate problems in ASR community. For example,
MFCC coeicients model the acoustic perception
of human ear, however this feature extraction does
not optimally it acoustic models training. Inequality
of optimization objectives can be demonstrated on
the diference between HMM/GMM model and deep
neural network (DNN) model. Purely HMM/GMM
model uses maximum likelihood estimation (MLE),
whereas DNN models use diferent discriminative
criteria for optimization like cross-entropy (CE) cri-
terion. Unfortunately, these criteria refer to frame
classiication rather than sequence classiication of
words. Language models tend to be simpler during
decodings, so this does not correspond to the reduc-
tion of WER metrics.

5) Model mismatch. It is widely known that conven-
tional HMM models do not match phone durations
quite well [12]. Transitions between states for the
most recent ASR systems are set to ixed values.
To demonstrate, there is a non-continuous (sud-
den) jump in HMM phone states, this drawback is
tempered with the utilization of subphonetic units.
Moreover, gamma distribution is much more suitable
for phone state transitions, but these transitions are
ignored in the state-of-the-art ASR systems [2].

D. Transition to end-to-end (E2E) learning

Involvement of HMM/GMM represents signiicant ob-
stacles, because implementation of whole complex conven-
tional ASR system is dependent on it. Thus, direct inclu-
sion of deep learning neural networks is preferred. The
researchers suggest that conventional HMM/GMM ASR
systems transit to non-HMM/DNN systems, e.g. DNN
acoustic models with no dependence on the HMM/GMM.
Such systems utilize uniform alignments (every state has
equal duration). Additionally, this involves progressive
updates (iterations) or in other words, alignment regenera-
tion. In DNN approach, phonetic state tying is included in
the space of hidden activations in trained network model.
Other types of DNNs, e.g. in [13] use context-dependent
state clustering. Eventually, previously mentioned systems
inherit drawbacks from HMM-based systems. End-to-end
systems try to alleviate disadvantages of HMM speech
recognition systems [14].
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Fig. 3. Function structure of general end-to-end ASR model [16].

E. End-to-end (E2E) learning
Utilization of the end-to-end solutions is becoming

widespread in several areas, such as image classiication
(Convolutional Neural Networks - abbrev. CNNs), object
detection, face recognition, video classiication, etc. Au-
tomatic speech recognition model incorporates mapping
from speech feature vectors to a corresponding transcript
(e.g., phones, characters, words), whereas both features
and the transcript are in a sequence. It is possible to
directly learn such a mapping, thus, there are no isolated
acoustic and language models [2]. On the other hand, these
models sometimes need to be separated to easily debug
system worklow. Generally, the language model describes
what is being said and the acoustic model expresses how
it is being said. This breaches original end-to-end motiva-
tion to ASR. Nonetheless, CTC-based approach has been
accepted as end-to-end by speech engineering community,
because loss function is sequence-based [15].

Nowadays, two general end-to-end approaches exist.
They are diferent in the way they align among obser-
vations and output symbols, or else how they order out-
put symbol dependencies. The irst category, CTC-based
algorithms create explicit alignments and treat symbols
as independent units. The latter, encoder-decoder models
do not compute any alignments provided no attention
mechanisms are used [2].

CTC-based ASR models
The very irst attempt in an end-to-end ASR used CTC

(i.e., Connectionist Temporal Classiication) by Google
DeepMind and University of Toronto in 2014 [3]. This
model used RNN (i.e., recurrent neural networks) and
CTC layer, whereas in this model the pronunciation and
acoustic model were learned together. On the contrary,
such neural model is unable to learn (incorporate) lan-
guage because of conditional independence premises simi-
lar to HMM. Generally, CTC models map speech acoustics
to language characters, but these models make many
common spelling mistakes. Consequently, these models
forcefully rely on separate language models to correct the
transcripts.

Baidu, Chinese technology giant, expanded previous
work with extremely large datasets and showcased com-
mercial success with Mandarin and English language [4].
Similarly, Oxford’s University LipNet (E2E sentence-level
lip reading model) used spatiotemporal convolutions with
combined RNN-CTC architecture in restricted grammar

dataset [17]. In 2018, Google DeepMind struck back with
six times better performance than human experts [18].

Neural networks, which require training targets for
every segment in the input sequence, produce equally
dense outputs. The ramiications of this fact are that
training data have to be presegmented (to acquire targets)
and also any dependency between some adjacent words
has to be externally preprocessed, before it is chosen as
a neural network input. The main goal of ASR is to
mark the sequence states in data, not to segment data.
Interestingly, CTC loss function, which is deined over
target symbols, has special blank label, which can be
predicted by network without biasing the output sequence.
Moreover, this loss function presumes that neighboring
symbols are independent of each other - then, we deal with
tokenization of the input features [2]. CTC ASR systems
usually use stacked layers of long short-term memory
(abbrev. LSTM) neural network architectures [19]. There
are some additional papers where researchers use simpler,
basic recurrent neural networks (abbrev. RNNs) with e.g.
rectiied linear units (abbrev. ReLU) [20]. At present, there
are purely end-to-end architectures of neural networks
that use CTC method (at least one particular lexicon-free
CTC ASR system) with roughly 10% WER [21].

Attention-based ASR models
The idea behind encoder-decoder paradigm is that the

entire sequence is compressed into a single vector, which
contains all the input information in one unit. This is
realized with the utilization of encoder RNN to read the
input sequence (one time step at a time). Conversely, a
decoder RNN is applied to generate output sequence from
previously create single vector entity. RNN decoder imi-
tates language model, but it is based on the input sequence
[2]. LSTM networks are widely used as a fundamental
block in the encoder/decoder architecture. LSTMs manage
to learn long-range associations from input neural network
data [22]. This approach works decently on concatenated
utterances without any obvious degradation, moreover
it reduces monotonicity opposing to CTC approach. An
encoder-decoder variant, called attention models were de-
veloped in [23].

For the irst time, these models were developed at
Carnegie Mellon University and Google Brain in 2016.
The original LAS (”Listen, Attend and Spell”) model
listens to speech signal, pays attention to diferent parts
of signal and spells out the one character at a time. Con-
versely, attention-based models do not have conditional-
independence (abbrev. CI) premises and can directly learn
all modules of speech recognition system, namely pronun-
ciation, acoustic and language model. This implies that
there is no need to have separate language model, so it
is useful for memory limited applications. At the end of
2016, the attention-based models started to outperform
the CTC models without any dependency on an external
language model. Nevertheless, there have been recently
various modiications of previously proposed models, like
inclusion of sub-word units instead of language characters
[2].

Fig. 4 displays the structure of an attention-based
ASR system. Input speech waveform is converted to a
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Fig. 4. Function structure of an attention-based (encoder-decoder)
model [16].

sequence of d-dimensional feature vectors denoted as � =(� , � , ..., ��), where �� ⋹ R�. Set of graphemes is denoted
by l, and the output sequence by l = ( , , ..., ). For
an ASR, the number of output graphemes, u, is mostly
much smaller than the number of acoustic frames, T. The
decoder network in the Fig. 4 consists of a number of
recurrent layers. Softmax layer’s output represents the
decoder output, which is based on the full sequence of
previous predictions and the acoustics. This particular
decoder model displayed on the Fig. 4 uses single decoder
to produce a distribution over the labels conditioned on
previously mentioned sequence. The state of the lowest
layer of the decoder is denoted as s�− after prediction of
the previous labels, , ..., − [16].

III. Future plans and actual state of work
A. Recent research state

As a postgraduate student at the Department of
Electronics and Multimedia Telecommunications (abbr.
KEMT) of Faculty of Electric Engineering and Informatics
(abbr. FEI) at the Technical University of Košice (abbr.
TUKE), I plan to focus on more in-depth study of state-
of-the-art ASR principles as these are described in a
quite complicated way in various recent research papers
from broadly known companies like Mitshubishi Motors,
Nvidia, Google, etc. The area of ASR closely relates to
my master thesis about speech enhancement in a multi-
array manner with the utilization of neural networks [24].
Speech enhancement improves the robustness of current-
state ASR technologies, which slowly begin to employ
multiple microphones, so it is much easier to enhance
present ASR systems (in terms of input speech quality).
Labouring from previous work, I plan to evaluate recently
created end-to-end frameworks, while being notably inter-
ested in the framework called ESPnet [25] created by the
Japanese ASR engineering group. Fig. 5 explains ESPnet’s
worklow.

B. Possibilities of future work
At the beginning of this research, prototype experiments

can be performed on ESPnet toolkit or even Kaldi (chainer
architecture) using already tested & veriied (only on
Kaldi) training data. Thus, theoretically, we might be
able to compare conventional approach using Kaldi versus
end-to-end approach using innovative ESPnet toolkit. We
might try to verify the compatibility of original Kaldi

Fig. 5. Stages of ESPnet toolkit worklow. Stage 0 - Kaldi style data
preparation without lexicon & with FST (Finite State Transducer),
Stage 1 - Extract feautures, Stage 2 - Data2JSON conversion, Stage
3 - LSTM language model (LM) training, Stage 4 - E2E training,
Stage 5 - Recognition and scoring [25].

data with ESPnet data formats and throughout the year
to assess (possibly change the direction of) the future
work. Since neural networks are data-driven approaches to
ASR, we can create, format and apply completely diferent
speech data in the following years. There are various
types of speech data, such as child’s speech (currently,
there’s a lack of such data and also decent ASR results),
perturbated or somehow augmented speech data, etc.

Laboratory of Speech and Communications Technolo-
gies at KEMT has a working non-end-to-end hybrid ASR
system based on Kaldi, Viterbi decoder, HMM, etc. The
inanced project APVV-15-0517 (2016-2018) helped to
develop the system for automatic subtitling of audiovisual
content, whose baseline comprises ASR system for Slovak
language, optionally applicable for hearing-impaired peo-
ple. A drawback for the transition from hybrid approach to
E2E approach is the lack of annotated data, since neural-
based ASR requires drastically more data.

To sum up, these are some interesting directions for
future research.
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Abstract—This paper deals with the optical carrier 

suppression (OCS) over optical fiber dense wavelength division 

multiplexing (DWDM) system considering advanced optical 

modulation methods, such as optical differential quadrature 

phase shift keying. The method of suppressing the carrier within 

the modulation process is the useful method to mitigate fiber 

nonlinear effects and thus reach better overall performance. The 

quantitative simulation results validate that the carrier 

suppression could improve the resistance of fiber nonlinear 

effects in the high capacity DWDM system. 

 

Keywords—carrier suppression, DWDM, fiber optics 

I. INTRODUCTION 

In order to minimize linear and nonlinear effects in high-

capacity DWDM systems, optimal modulation format needs 

to be found. A narrow band modulation format can increase 

spectral efficiency and chromatic dispersion resistance. 

Conversely, a modulation format with constant optical 

performance may be less prone to SPM and XPM. A 

multilevel modulation format can contain more information 

than a binary signal, and due to the longer symbol duration, it 

reduces degradation due to chromatic and polarization 

dispersions. In addition, remote transmission is an important 

factor influencing the occurrence of non-linear phenomena, as 

well as the amplification of the optical signal often carried out 

by an Erbium Doped Fiber Amplifier (EDFA), which also 

introduces noise into the system and, under certain 

circumstances (depending on the length of erbium doped 

fiber) the non-linear SPM and XPM phenomena can build up 

in the optical fiber [1, 2].  

The current generation of optical fiber networks relies 

mainly on the basic optical modulation techniques such as 

OOK (On-Off Keying) or OPM (Optical Phase Modulation). 

These modulation techniques are satisfactory for the majority 

of applications. However, with the ever-increasing demand of 

multimedia, high data rates and transmission distances these 

modulation techniques become inadequate. Due to the nature 

of the single-mode optical fiber, the optical nonlinear effects 

are dominant degradation mechanisms in high data rate and 

long-distance transmission [3-6]. 

II. SIMULATION MODEL 

The performance of NRZ-DQPSK and CSRZ-DQPSK 

modulated 16-channel DWDM system with the data rate of 

100 Gbps per channel was firstly analyzed over 15 optical 

segments. Each segment includes 50 km of HNFL, 10 km of 

DCF and two EDFAs. Block diagram of proposed DWDM is 

in Fig. 1. Fig. 2 shows the eye diagrams of received signals 

after 5 loops (250 km). The most important parameters of the 

eye diagram are the eye opening and the thickness of the lines. 

CSRZ-DQPSK modulated DWDM system shows better eye 

opening which indicates lower bit error rate (BER) and higher 

Q-factor. NRZ-DQPSK modulated DWDM system shows less 

opened eye diagram. Thicker the lines of the eye diagram, 

higher the bit rate. The thickness of the lines also indicates the 

OSNR (Optical Signal-to-Noise Ratio). In term of these 

results, the nonlinear effects can be mitigated by deployment 

of carrier suppressed optical modulation. Fig. 3 shows eye 

diagrams of the signals of the same DWDM system received 

after 550 km (11 loops). 

 

 

Fig. 1. 16-channel 100 Gbps DQPSK DWDM system. 

 

 

Fig. 2. Eye diagrams of received signals after 250 km. 

The dependence between the length of the fiber optical 

transmission path and the modulation method used in DWDM 

is shown in Fig. 4. 

In the next experiment, the effect of increased CW laser 

launch power on the creation of fiber nonlinear effects is 

analyzed. The transmission distance is set to 350 km 
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(7 loops). The CW laser launch power is linearly swept from 0 

dBm to 10 dBm. This dependence is in Fig. 5. 

 

Fig. 3. Eye diagrams of received signals after 550 km. 

 

Fig. 4. Optical spectra of DQPSK modulated signal. 

 

Fig. 5. Optical spectra of DQPSK modulated signal. 

Our research of the influence of fiber nonlinear effect 

started by publishing the article [6]. In this article we 

investigated the influence of several intensity optical 

modulation techniques in 10 Gbps DWDM system on the 

impact of fiber nonlinear effects. We came to the conclusion, 

that the performance of the DWDM with the basic NRZ-OOK 

(Non-Return-to-Zero On-Off Keying) can be increased by 

simple modifications of the original transmitter - CSRZ-OOK 

(Carrier-Suppressed-Return-to-Zero On-Off Keying) showed 

the best resistance to fiber nonlinear effects [7-13]. 

III. FUTURE WORK 

Our future work is defined by dissertation thesis: 

1) Design of multichannel high-capacity Ultra-DWDM 

systems for the investigation of nonlinear effects 

(SPM, XPM and FWM) for transmission of signals 

in fully optical transmission networks. 

2) Design of implementation of modified advanced 

optical modulation formats to reduce the impact of 

nonlinear phenomena suitable for multichannel high-

capacity Ultra-DWDM optical transmission systems. 

3) Optimization of optical link with the optical 

amplifier (EDFA, SOA and ROA) transmission paths 

in high-capacity Ultra-DWDM optical transmission 

systems. 
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Abstract—Nowadays, artificial intelligence is a trend that is
used in every application field, e.g. in finance, healthcare, sport,
music, military and many others. Advances in areas such as
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have also brought attention to trust-related problems. Lack of
transparency and interpretability is the issue with many state-
of-the-art models. This article describes the current approaches
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I. INTRODUCTION

The increase in computational power has allowed the emer-

gence of a sub-area of artificial intelligence called deep learn-

ing and we also achieved super performance in many tasks that

were previously thought to be computationally unattainable

[1]. Improvements in artificial intelligence and deep learning

were made possible by the rise of available information,

hardware enhancements, new optimization algorithms, open-

source libraries, datasets and etc. Advances in areas such as

healthcare, law, government, finance, military or self-driving

cars have also brought attention to trust-related problems.

Deep learning approach has been criticized in [2], where

the credibility of the results has been questioned, pointing to

weaknesses in language and vision models. In [3] for visual

recognition and in [4], [5] for language processing spoofability

and biasedness have been demonstrated.

Until now there has been no robust solution to these

problems. The current problem is that we do not see in-depth

the algorithms of deep learning, so we do not understand

why do we have the exact result. Lack of transparency and

interpretability is the issue with many state-of-the-art models.

In some cases it would be unbearable for us to know what

is happening in these algorithms, such as medical diagnosis,

where a confidence criterion is a basis for a model decision.

The key solution would be to know why the algorithm output is

as trustworthy as obtaining this information would not reduce

the performance of the algorithm. Due to these problems,

explainable artificial intelligence (XAI) has become an area

of interest in the research community. This paper summarizes

recent developments in this field.

II. UNDERSTANDING EXPLAINABLE ARTIFICIAL

INTELLIGENCE

A. Basic terms in Expliable Artificial Intelligence

By the term explainable AI (XAI) was first mentioned in

2004 by Van Lent et al. [6], where they tried to explain

the behavior of AI-controlled entities during computer game

simulations. However as the term is relatively new, we have

encountered the problem of explainability earlier in the 1970s

when research focused on the explanation of expert systems

[7].

Fig. 1: Today’s systems without XAI against today’s systems

with XAI [8]

Fig 1 shows the difference between XAI today and in the

future based on [9]. Technically, there is no standard and gen-

erally accepted definition of explainable AI [10]. According

to DARPA [8], the definition of XAI is "XAI will create a

suite of machine learning techniques that enables human users

to understand, appropriately trust, and effectively manage the

emerging generation of artificially intelligent partner".

Trust is described in [11] as a psychological state in

which an entity becomes willingly and securely vulnerable,

or depends on, a trustee having taken into consideration the

trustee’s characteristics.

At the Fairness, Accountability, and Transparency in Ma-

chine Learning [12], the main goal of explainability in machine

learning, " is to ensure that algorithmic decisions, as well as

any data driving those decisions, can be explained to end-users

and other stakeholders in non-technical terms".

As stated by FICO, the organizer of Explainable Machine

Learning Challange [13], see XAI as "opening up the black-

box of ML [14] " and " explanation of artificial intelligence

[15]" in a specific domain- finance is defined.

textbfExplainability is similar to the concept of inter-

pretability: interpretable systems are explainable if their op-

erations can be understood by humans. In [16] interpretation

is the mapping of abstract concepts into a domain that humans

can make a sense of, while the explanation is the set of

interpretable domain features that have helped to generate

a decision for a given example. An interpretable system

is a system in which the user understands how inputs are
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mathematically mapped to outputs [17]. Sometimes terms

"interpretability" and "explainability" are used synonymously

[18], [19]. In industry [20] they prefer to use term "intelligible

AI" , while some researchers use another terms such as

"understandability" [21] or "comprehensibility" [22].

In science, computing, and engineering, a black box is a

device, system or object that allows us to see the inputs and

outputs but without any knowledge of its internal workings.

The human brain, an engine or almost anything can be referred

to as a black box. There are also terms like white box and

gray box, these terms are used for describing the amount of

the knowledge we have about its internal working [23]. In

particular, a black box component does not disclose anything

about its internal design, structure and implementation, con-

trariwise a white box component is completely understandable

by its user. There is no specific definition for a grey box,

which means there may exist different levels of the grey box

depending upon how many details are available. The black-

box problem is described by the difficulty to find an suitable

explanation of how the system arrived at an answer. This

problem is addressed in XAI research.

Responsible AI is an AI that considers societal values, moral

and ethical considerations. Responsible AI has three main

pillars: Accountability, Responsibility and Transparency. To-

gether, these considerations form the A.R.T. (Accountability,

Responsibility, and Transparency) principles for AI [24]:

• Accountability refers to the need for its owners, con-

sumers and others with whom the program communicates

to explain and justify its decisions and actions.

• Responsibility refers to the position of individuals them-

selves and the capacity of AI systems to react to their own

decisions and recognize errors or unexpected results.

• Transparency refers to the need to describe, inspect and

reproduce the mechanisms through which AI systems

make decisions and learns to adapt to its environment,

and to the governance of the data used created [12].In

[25] transparency is one of the properties that can enable

interpretability.

XAI focuses on the task of demystifying the black boxes,

and also implies Responsible AI as it can help to create

transparent models. This should happen without affecting the

accuracy of the AI models, but there is a tradeoff between

accuracy and interpretability in AI in general and in ML

specifically. An obvious connection with the field of data

science exists because accuracy is closely linked to the quality

and quantity of the training data.

B. Why do we need XAI?

There are at least four reasons, based on the explored

literature, that the need for explaining AI systems is needed,

although it may appear that there is an overlap between there

four reasons:

• Explain to justify - There were several controversies

over AI / ML-powered systems that yielded biased or

discriminatory results over the last several years [26],

[27].

• Explain to control - Understanding system behavior pro-

vides greater visibility over unknown bugs and defects

and helps identify and correct errors in low critical

situations.

• Explain to improve - A model that can be clarified and

understood is one that can be boosted easier.

• Explain to discover - Asking for answers is a valuable

tool for learning new facts, gathering information and

thus gaining knowledge.

However, not everyone agrees that the need for interpretabil-

ity is necessary. Google research director Norvig looked at the

fact that even people can not explain their decisions often. He

claimed that the credibility of the AI system can be achieved

by monitoring the outputs over time [28]. Explainability is

an integral property, although it is not always a necessity.

In reality, requiring each AI system to justify each decision

could lead to less efficient systems, forced design choices

and a bias towards explainable, but less capable and versatile

outcomes. Furthermore, making AI systems explainable is

computationally demanding. It is important to think about why

do we need explanations, the need for explainability depends

on:

• The degree of functional opacity caused by the com-

plexity of AI algorithms (if it is low, no high level of

interpretability is required)

• The degree of resistance of the application domain to

errors (if it is high resistance, unexpected error are

acceptable)

C. The technical challenge

Apparently, knowledge and demand for explanation are

growing in different domains, hence the question as "why the

use of XAI is not systematic?" or "why is XAI not being used

in every AI system?".

It is currently a very difficult technical issue to add inter-

pretability to AI systems. In some cases expert systems are

explainable but inflexible and hard to use, sometimes we use

Deep Neural Networks as a solution. The main advantage of

these algorithms is that they are effective but on the other hand

it is virtually impossible to see inside.

Advanced machine learning algorithms go to the opposite

end of the spectrum, generating systems able to function solely

from observations and construct their own world models on

which to base their predictions. Nonetheless, the complexity

which gives ML algorithms exceptional predictive abilities

often makes the results that the algorithms generate difficult

to understand. Nevertheless, because of their structure and

how they operate, ML algorithms are difficult to interpret.

Intrinsically, ML algorithms consider high-degree interactions

between features of inputs which make it difficult to disag-

gregate such functions into humanly understandable forms.

We take the most popular contemporary ML model, the

DNN as an example. DNN has a common nonlinear multi-

layer structure consisting of many hidden layers and several

neurons per layer, this architecture allows to generate high-

level prediction by multiple levels of linear transformations

and nonlinear activations. While a single linear transformation

can be represented by looking at the weights from the input

features to each of the output groups, multiple layers and

non-linear correlations in each layer suggest that a super-

complicated hierarchical structure is separated, which is a

complex and theoretically problematic process[29].

III. RELATED WORK

Considering the rapid expansion of the amount of research

into interpretable and explainable AI, there are few research
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articles in this field according to the literature. There are

two inevitable position papers [25] and [30] which attempt

to formalize the principle of explainability. Lipton’s work

provides a solid overview of what could be interpretability

through the lens of the literature. The overview of Dhishi-

Velez and Kim was attempting to define taxonomies and best

practices for interpretability as a "rigorous science" and the

main contribution of this paper is a taxonomy of assessment

of interpretability. Authors shifted their focus to just one aspect

of expendability - calculating it.

Based on 289 core papers and 12 412 citing papers, Abdul

et al. in [31] examined a substantial literature of explainable

research and built a citation network. This work focuses

mainly on the human-computer interaction research agenda

in explainability.

A review by Guidotti et al. [32] describes methods for

understanding large scale black-box models including data

mining and machine learning. They provided a comprehensive

taxonomy of explainability methods depending on the type of

problem confronted. A detailed technical analysis of the meth-

ods studied makes it difficult to get a simple understanding of

the methods of description space.

A general overview of the topic has been proposed by

Dosilovic et al. in [33]. Under the supervised learning

paradigm they introduced the progress on explainability in

machine learning models, with a particular focus on DNN.

IV. METHODS FOR INTERPRETABILITY AND

EXPLAINABILITY

To make the AI system explainable, several methods and

strategies have been presented in a relatively short time. In this

section, we present a description of some interpretability meth-

ods. There are two types of interpretability and explainability

approaches integrated (transparency-based) and post-hoc.

The first step towards the protection of rights in human-

based institutions was transparency. It implies openness, ac-

countability and communication. Analogically, it was trans-

lated into algorithms as a concept. Nevertheless, AI models

are becoming much more complex than human-based organi-

zations, so finding a meaningful explanation that users would

understand becomes difficult. Human reasoning, including

ours, is also not clear to us, and justifications in the form

of explanations and interpretations that vary from the process

of the actual decision. Therefore, predictive performance and

transparency are competing priorities, and they must be traded-

off in a model [34], [35]. It is not clear how transparent the

AI system should be in the long run, although if the system is

self-contained and robust enough it may not be necessary. If

it is part of other systems, then transparency should be useful

for good debuggability.

Post-hoc interpretability derives information from the model

already learned and it does not rely specifically on how the

model works. This method has the advantage that it does

not affect the efficiency of the model that is treated as a

black-box. This approach is similar to how people make

justifications for their own choices, without fully knowing

the real functioning of their decision-making mechanisms.

However, we have to consider systems that generate plausible

but misleading explanations.

Fig. 2: Performance-transparency trade-off [36]

A. Integrated intepretability

The best explanation for a simple model is the model itself,

it is clear and understandable [37]. This approach is limited to

less complex model families, such as linear models, decision

trees and rules. However, other model families like artificial

neural networks (ANN) and support vector machines (SVM),

random forests, and boosted trees are considered opaque. The

complexity of these algorithms prevents users from finding

logic behind predictions. Mostly they are considered as black-

boxes and they are dealt with in a post-hoc manner. The

tradeoff between these types of algorithms is shown in Fig 2.

Models may be subject to various constraints to enhance their

interpretability. Some of the constraints used in the literature

are model size, sparsity and monotonicity freitas2004critical,

martens2011performance. Transparent models are both inter-

pretable and explainable. In [38] decision tables have been

described as the easiest option for inexperienced users. The

size of this model harms its interpretability, response time and

credibility.

Two sub-approaches exist: pure transparent and hybrid.

We are limited to using model families that are considered

transparent in pure transparent approaches. In [39], evolution-

ary programming was used to look for sets of interpretable

rules for classification with a limited number of rules and

conditions. Interpretable sets of decisions are composed of

independent if-then rules. Since each rule can be implemented

separately, interpretation is simple. The model is identified

by optimizing objective which takes both accuracy and inter-

pretability into consideration.

Hybrid strategies merge transparent model families with

black-box methods to get an acceptable trade-off between the

interpretability of the model and predictive results. To improve

the accuracy of the initial interpretable model, the combination

of logistic regression and SVMs was used for credit scoring

in [40].

B. Post-hoc methods

Through hardware improvements and ‘proved data access,

the advantages of using sophisticated, opaque models for pre-

dictive analysis are enhanced. Interpretability and explainabil-

ity are problems that need to be discussed properly, though. We

start with qualified black-box predictors in these strategies and,
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often, the data used for preparation. Many approaches deal

with interpretability while others deal with explainability, as

defined in section II-A. Techniques are model-agnostic when

they only work with the BB model’s inputs and outputs, and

model-specific if they use any representation idiosyncrasies.

V. CONCLUSION

Nowadays machine learning and artificial intelligence solve

various problems in different spheres like medicine, law, sports

or everyday life. The way neural networks work is still a sort

of black box for us. In the future, we would like to focus

on various experiments in explainable artificial intelligence.

XAI is interested in explaining how individual algorithms map

inputs to their outputs. It will be necessary to explain some

algorithms in the future in some questions. Experiments such

as adding noise to images, cutting out a portion of an image,

or following how the classifier is defined will be part of the

experiments.
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show how to use the periodic boundary on Lengton’s Ant cellular
automaton.

Keywords—cellular automata, formalization, Lean

I. INTRODUCTION AND CONTEXT

This work is a continuation of our previous study [1] that

formalized the theory of cellular automata in Lean. This paper

outlines how to extend the mechanization to also allow us

to define custom boundary conditions, which is an important

step towards brining the formalization closer to its abstract

mathematical counterpart. This is important because experts

from the field of cellular automata are naturally used to having

this possibility.

Not only do we extend the formalization to allow for

this eventuality, we also define two very common boundary

situations. The constant boundary condition simply behaves

as though boundaries of lattices of cellular automata always

contain a constant, pre–defined cell state. We do not explicitly

formulate an example for this kind of boundary condition as

it was the only possibility in our previous work and as such,

one can simply confer it [1] to inspect various examples. The

second boundary condition we formulate is periodic, which

effectively turns our two–dimensional flat topology into a

torus, thus creating the illusion of a space wrapping around

itself. While the most common models that use this kind of

boundary behaviour are traffic–modelling cellular automata

[2][3], we use Lengton’s Ant [4] instead to demonstrate the

concept – for brevity.

II. MODIFICATIONS AND EXTENSION

Let us first show the altered definition of cellular automata,

now with support for boundary conditions.

structure cautomaton (α : Type)

[decidable_eq α] :=

(g : vec_grid0 α)
(empty : α)
(neigh : point → list point)

(bound : (bounding_box → bounding_box)

⊕ (α → vec_grid0 α → point → α))
(f : α → list α → α)

The first component of a cellular automaton is a two

dimensional lattice g. The field empty represents the empty

cell state, neigh is a neighbourhood function and f is the

automaton rule acting on local configurations. Originally, the

member bound was called ext and represented an extension

function that would shrink or expand the grid based the needs

of the function f. Now we have added the possibility to

either provide an extension function, or instead give a rule for

boundary condition. If one opts into the latter, it is implicitly

assumed that no extension of the underlying lattice happens.

The boundary itself is a function (notin : α) → (lattice :
vec_grid0 α) → (p : point) → α. The idea behind it is that

we allow for two kinds of behaviours, depending on whether

p ∈ lattice. The first argument notin allows us to specify a

default value, generally used when p /∈ lattice.

We also define two commonly used boundary situations.

def bound_const {α : Type*}

[grid α] (empty : carrier α)
(g : α) (p : point) : carrier α :=

if h : p ∈ g

then abs_data g p

else empty

This is the most straightforward boundary situation, in which

every position outside of underlying lattice is defined to be

some constant empty. The function abs_data g p simply

returns a cell of lattice g on position p. Also, we use gbl
and gtr to respectively represent bottom left and top right

corners of grids – note that gtr can be easily computed from

gbl and rows g/cols g . The rest of notation should be self–

explanatory.

def bound_periodic {α : Type*}

[grid α] (empty : carrier α)
(g : α) (p : point) : carrier α :=

if h : p ∈ g

then abs_data g p

else

if b1 : (gbl g).y ≤ p.y ∧

p.y < (gtr g).y

then

if p1 : p.x ≥ (gtr g).x

then abs_data g P1

else abs_data g P2

else

if b2 : (gbl g).x ≤ p.x ∧
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p.x < (gtr g).x

then

if p2 : p.y ≥ (gtr g).y

then abs_data g P3

else abs_data g P4

else empty

Where

P1 = 〈p.y, (gbl g).x + (p.x − (gbl g ). x) % (cols g)〉
P2 = 〈p.y, (gtr g ).x − 1 − ((gbl g).x − p.x − 1) % (cols g)〉
P3 = 〈(gbl g).y + (p.y − (gbl g ). y) % (rows g), p.x〉
P4 = 〈(gtr g).y − 1 − ((gbl g).y − p.y − 1) % (rows g), p.x〉

The function abs_data g p requires a proof of p ∈ g, which

is just notation for (gbl g).x < p.x ≤ (gtr g).x∧ (gbl g).y ≤

p.y < (gtr g).y. For brevity, we just note that it is relatively

straightforward to show the necessary properties for all Pn.

Said proofs are of course formalized in full and we invite

the interested reader to inspect the enclosed formalization at

https://github.com/frankSil/CAExtensions [5].

This boundary condition specifies periodic boundaries in the

sense that ”leaving” the lattice from one side has the effect

of entering the lattice on the opposite side. This corresponds

spatially with a torus.

Having modified the definition of cellular automaton itself,

we also need to slightly alter the way we compute with them.

The function ext_aut a that expands underlying lattices is

changed in a way such that it acts as the identity function

in case a boundary condition has been specified. Otherwise

it uses the supplied extension function, i.e. the left part

of a.bound. On the other hand, the function next_gen a
that computes future generations of configurations checks

if an extension function has been supplied. If so, it uses

bound_const a.empty. Otherwise we just utilize the provided

boundary function, i.e. the second component of the sum

a.bound.

These changes are fairly trivial and therefore do not warrant

an inclusion in–full within the paper. Please do consult the

enclosed git repository.

III. LENGTON’S ANT

Due to space constraints, it is difficult to show the definition.

However, we can at the very least demonstrate the behaviour

on an example.

Listing 1. Initial configuration

. . . . . . . . . . .

. . . . . . . . . . .

. . . . . . . . . . .

. . . . . . . . . . .

. . . . . . . . . . .

. . . . . . . . . < .

. . . . . . . . . . .

. . . . . . . . . . .

. . . . . . . . . . .

. . . . . . . . . . .

. . . . . . . . . . .

Now note how the ant fills up some space on the left side,

by walking ”past” the right side.

Listing 2. 48th generation

. . . . . . . . . . .

. . . . . . . . . . .

. . . . . . . . . . .

. . . . . . . . . . .

X X . . . . . . . X X

< . X . . . . . X . .

. . X . . . . . X . .

. X . . . . . . . X .

X . . . . . . . . . X

. . . . . . . . . . .

. . . . . . . . . . .

IV. CONCLUSIONS AND FUTURE WORK

There was no way to specify custom boundary conditions

in the original formalization. We have addressed the issue by

providing a convenient way of specifying them by invalidating

an automaton’s extension function whenever a custom bound-

ary function is present. This ensures that underlying lattices

of automata never expand – as of course, only then can we

actually reach a boundary. We show on a simple example that

the periodic boundary works as intended.

There are many things that need to be added to the for-

malization still. We currently only support two–dimensional

cellular automata and our notion of equality is computational

rather than purely judgemental in the sense that equality

of automata is defined in terms of equality of underlying

cell configurations. Both of these issues can be addressed

in a straightforward manner in our formalization. In addi-

tion, we also need to provide better support for handling

neighbourhoods. We currently have to specify all neighbours

exhaustively – a better way of doing it is to allow a user to

define notion of closeness and have the automaton find cells

that are ”close enough”. Also, we need to extend the general

interface to better support purely judgemental reasoning, as

many of our proofs rely heavily on computation. Note that

this is of course not a negative as our design was meant to

be computation–centric, but it is an important way forward.

Finally, we need to make many performance improvements

because in the current state, it takes several minutes to evaluate

more than 500 generations of just about any automaton.
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Abstract— Web-based Collaborative Virtual Environments 

(CVEs) enhance user's experiences in solving a variety of 

collective tasks within one shared virtual environment. With 

respect to the web Virtual reality (VR), there is a rapid 

expansion of cross-platform support. However, the utilization of 

CVEs is facing Mixed Reality (MR) that requires modified visual 

output. This paper presents the Adaptive 3D Content Filtering 

(ACFI 3D) interface that is able to modify the content of a web-

based CVE for MR usage. The resulting functionality and 

support can rapidly enhance virtual collaboration through 

different VR and MR technologies. 

 

Keywords— virtual reality, mixed reality, web-based, virtual 

environment, virtual collaboration.  

I. INTRODUCTION  

In recent years, virtual collaboration has come into multi-

purpose use. The utilization of Virtual Reality (VR) and web 

technologies enables people to interact in variety of shared 

Collaborative Virtual Environments (CVEs) [1]. In fact, the 

web-based CVEs are user-friendly considering their simplicity 

and accessibility through web-browsers. In contrast to 

standard VR applications, deployment of a web-based CVE is 

more efficient due to its adaptability on different platforms 

[2]. That is supported by a considerable minimization of code 

refactorization when a technology change occurs. 

Deployment of web-based CVEs for Mixed Reality (MR) 

purposes brings Collaborative Mixed Reality Environments 

(CMREs) [3]. CVEs and CMREs focus on the same context, 

but through a different technology. Integrating them into a 

uniformed shared environment can raise their usability in 

various cases. However, rendering visual output for VR and 

MR purposes is facing different 3D contents. While VR 

displays the whole virtual environment, MR concerns only 3D 

objects on which the collaboration is focused. The filtering of 

3D content can ensure proper visual output and optimize 

rendering performance. Otherwise, utilizing MR with non-

filtered CVEs may be confusing and useless for users. 

II. LIRKIS G-CVE 

During the research, we implemented the LIRKIS G-CVE 

[4] (Global Collaborative Virtual Environments) a fully 

immersive web-based VR system that is also a testing 

platform for VR and MR interfaces. The LIRKIS G-CVE 

offers an effective approach to a multiuser connection for 

virtual collaboration in real-time. A variety of end-devices and 

platforms are supported without any restrictions on their 

functionality. The architecture of LIRKIS G-CVE includes an 

Entity-Component System (ECS) that provides high flexibility 

to deploy a variety of modules and extensions of the system’s 

functionality. Like other web-based systems, the LIRKIS G-

CVE utilizes client-server architecture as well. 

A. Server-side Implementation 

The server is responsible for communication and 

interaction among clients which concerns all the networking 

entities. The server side was implemented using three 

JavaScript frameworks including Node.js, Express.js, and 

Networked-Aframe (NAF), which support all backend 

services and handling. Usage of the Node.js manages parallel 

client connection and handles every asynchronous data stream 

between each client and a server. The Express.js provides a 

stable application layer built on the Node.js to perform HTTP 

requests from clients during connection. The NAF is 

responsible for each of the Networked-Aframe components 

(NAC) which consist of the networked scene, all its entities, 

and features of 3D interaction. 

B. Client-side Implementation 

In the stage of a client-side interface implementation, the 

web framework A-frame [5] was chosen. The A-frame is 

powerful for building virtual and mixed reality front-end 

applications that are running on clients' web browsers. The 

drawing of 3D contents is provided by the HTML <canvas> 

element and served by JavaScript [6]. Therefore, the client-

side rendering (CRS) was used to produce visual output and 

interactions. Considering different 3D content for VR and 

MR, it was important to create adaptive functionality that is 

able to recognize type of device and then prepares 

corresponding visual output. 

III. ADAPTIVE 3D CONTENT FILTERING 

Taking the diversity between VR and MR technologies, 

there was implemented the Adaptive 3D Content Filtering 

Interface (ACFI 3D) as a component of the LIRKIS G-CVE. 

As shown in Fig.1, the entire component is integrated on the 

client-side, where the rendering is performed. The main role 

of the ACFI 3D is to filter the 3D content of the same virtual 

environment for different VR and MR platforms. The ACFI 

3D provides two types of 3D contents of the same CVE. 
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The first type concerns Common VR content (CVRC) which 

relates to the utilization of VR devices. The visual output 

includes all parts of the CVE content which contains:  

• Main objects, on which the collaboration is focused. 

• All surrounding objects, the ambient environment. 

• Virtual avatars, visual and haptic interaction. 

The second type called Adaptive MR content (AMRC) 
prepares a visual output for MR devices. The 3D content of 

CVE is filtered into CMRE, which includes:  

• Main objects, on which the collaboration is focused.  

• Visual and gesture interaction.  

 

 
 

Fig. 1.  Integration of Adaptive 3D Content Filtering Interface  

on the client-side. 

IV. DEPLOYMENT AND TESTING 

The testing of ACFI 3D was held under two devices, the 

MS HoloLens 1st generation (MR) and Oculus Quest (VR). 

Both were tested in the same shared CVE containing 70 000 

polygons. In the first experiment, it was necessary to find out 

how the ACFI 3D affects the rendering performance of MS 

HoloLens. Therefore, the measurements of the framerate in 

Frames Per Second (FPS) was performed. The first 

measurement was carried out using CVRC and second under 

AMRC. Both measurements lasted 300 seconds. The results 

shown in Fig.2 reflects differences of measured FPS. The 

average resulted FPS of the AMRC was 27 FPS while the 

CVRC has only 18 FPS. Unlike CVRC, the AMRC reduced 

the number of polygons to 50,000 which increases the 

framerate by filtering surrounding virtual objects. 

 

 
Fig. 2.  The resulting comparison of measured FPS on MS HoloLens  

with utilizing filtered (AMRC) and non-filtered (CVRC) 3D content. 

 

The second experiment was aimed on the visual output, 

where MS HoloLens utilizes AMRC and Oculus Quest 

CVRC. The corresponding visual outputs are visible in Fig.3. 

Two participants were required to work with three 3D objects 

in one shared virtual environment. On the MS HoloLens, the 

ACFI 3D modified visual output to only objects that were 

directly supposed for collaboration. 

 

 
 

Fig. 3.  Testing of ACFI 3D with MS Hololens on the left and Oculus 

Quest on the right. Both devices are connected to LIRKIS G-CVE.  

V. CONCLUSION 

Developing uniformed interfaces for MR and VR is 

effective for their deployment and use. In the previous 

research, we have focused on the implementation of LIRKIS 

G-CVE as a fully immersive and globally accessible VR 

system. During the research, we have enhanced the system 

cross-platform support and designed smart interfaces to 

simplify user interaction. In this paper, we have presented the 

uniformed interface ACFI 3D which positively affects the 

usage of VR and MR as one. In further research, we will focus 

on client rendering performance optimization under WebGL. 

Reaching this goal can be helpful for speed up performance 

on devices, that are not equipped with powerful graphics 

processors. 
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Abstract—Speed of AD converters and its resolution are the 

most important factor for quality signal measuring. These 

parameters are established by manufacturer. Is it possible 

increase speed with the same components? In this topic we 

will talk about external interleaved mode designing with fast 

microcontrollers STM32F446RE.  
 

Keywords— STM32 microcontroller, STM32F746ZG, 

STM32F446RE, AD converters, Interleaved mode  
 

I.  INTRODUCTION 

The STM32 microcontrollers are strong tools for a 

various applications – communication with external and 

internal peripherals, devices controlling such as motors, 

smart houses, or signal processing by use AD converters. 

These microcontrollers are special designed for the digital 

signal processing. Their operating frequency is higher than 

the others microcontrollers at the same price.  
The topic will be focus on the AD converters of 

STM32F4 microcontrollers. We know that microcontrollers 

offers fast mode of three ADC combination. Thanks it, 

ADC makes samples so much faster. This combination is 
designed by developer, but we want make the other 

combinations of ADC which name is external interleaved 

mode. [1] 

 

II.  INTERLEAVED MODE OF MICROCONTROLLER 

STM32F446RE 

It is known, that STM32F446RE includes three AD 

converters operating to 45MHz frequency. The ADC 

converters work separate or in combination modes. The 

choice of AD converter combinations depends on the 

application. If it is necessary to perform samples at one 

time on several converters, we will use simultaneous mode. 
If samples need to be performed as quickly as possible, we 

will use interleaved mode. And interleaved mode is the 

main part of this article.  
Interleaved mode is a fast tool that uses two or three AD 

converters with a time delay. In this mode, only one 

channel is used to which all converters are connected. The 

principle is based on a delayed triggering of individual 

converters. The ADC1 transducer starts on an external 

stimulus, while the other transducers start automatically at 

the selected delay. In this case, the delay is 6 ADC clock 

pulses. The minimum delay can be 5 ADCCLK (ADC 

clock cycles). This is to avoid a collision where two 

converters are sampled at the same time on the same 

channel. Since the minimum sampling time is 3 ADCCLK, 

this mode is provided by an additional 2 ADCCLK, after 
which ADC2 is started. That is, the resulting minimum 

delay time is 5 ADCCLK. Subsequently, after starting 

ADC2 and delaying at least 5 ADCCLK, it starts sampling 

ADC3, after which it resumes scanning ADC1. The trigger 

time delay between the A/D converters can be set from 5 to 

20 ADCCLK. This setting can be made when configuring 

A/D converters. [2] 

 

 
Fig.  1  The Interleaved mode of STM32F446RE microcontroller  

 

III. EXTERNAL INTERLEAVED MODE DESIGN 

 Interleaved mode designed by the microcontroller 

manufacturer will be called internal interleaved mode. We 

know that AD converters of all microcontrollers operate at 
a frequency of 45MHz. This means that the factory-set 

internal interleaved mode will run converters at the fastest 

possible mode at 111.11ns intervals. As our goal is to 

shorten the sampling time, we have designed the concept of 

microcontroller involvement to create an external 

interleaved mode.  

The principle of creating an external interleaved mode is 

based on triggering the converters on individual 

microcontrollers at precisely determined time intervals. We 

have stated that the internal interleaved mode requires 

adherence to the minimum set delay times when starting 

ADC2 and ADC3. The delay must only be observed within 
one microcontroller. By applying additional 

microcontrollers we can shorten this time. The principle is 

shown in the following figure. We will start from Fig.2, 

where the process of creating one sample is divided into a 
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part of sampling and converting to digital form. The above-

mentioned rule (delay in triggering converters) applies only 

to the sampling phase and not to the conversion phase. 

 

 
Fig.  2 External interleaved mode design of three microcontrollers 

Thus, the external interleaved mode operates such that, 
within the trigger range of the first and second AD 

converters of microcontroller 1, we will start, with some 

time delay, the ADC1 converters on microcontrollers 2 and 

3. In order to be able to synchronize the microcontrollers 

and trigger pulses to trigger the AD converters of the 

microcontrollers 2 and 3, it is necessary to create a 

synchronization part of the system. This will be one 

microcontroller that will control the clock synchronization 

while sending trigger pulses for microcontrollers 1, 2 and 3.  

The design of external interleaved mode will be realized 

by three microcontrollers STM32F446RE (marked as 

Slave). The STM32F746ZG microcontroller (referred to as 
the Master) uses 3 pins - PF0, PF1 and PF2, which are 

individually connected to the start pins of the AD 

converters of the Slave microcontrollers (blue, red and 

orange). The master can send start pulses at specified time 

intervals to start the AD converters with a certain time 

delay. In this way we realize the external interleaved mode.  

The wiring diagram for the described external 

interleaved modes is shown in Fig.  3. 

 

 
Fig.  3 Connection of trigger wires for AD converters 

IV. EXTERNAL INTERLEAVED MODE TESTING  

Connection and functional verification of the device was 

realized by logic analyzer Tektronix TLA6202. Three wires 

from each microcontroller lead to a logic analyzer. In total, 

9 conductors are connected to the analyzer, each AD 

converter having its own conductor. Testing of the external 

interleaved mode was as follows:  

Each microcontroller AD converter contains various 

status bits in the status register, which inform us about the 

converter status - conversion error, conversion end, start of 

conversion. In experimental verification of external 

interleaved mode functionality, we used conversion start 

and end conversion states. In these cases, the 
microcontroller will generate an interrupt that initiates a 

certain function. In our case, at the start of the conversion, 

log.1 is set to the pine corresponding to the AD converter, 

and log.0 is set to this pine at the end of the conversion. 

Experimental verification of external interleaved mode can 

be seen in the following figure. 

 
Fig.  4 Verification of external interleaved mode using logic analyzer  

 

The three-color waveforms represent the three 
STM32F446RE microcontrollers. The waveforms shown in 

white represent ADC1, ADC2, and ADC3 of 

microcontroller 1, green waveforms belong to 

microcontroller 2 and red waveforms belong to 

microcontroller 3. We can see that the first AD converter 

was run on microcontroller 1. ADC1 and ADC2 (solid red 

vertical line and solid vertical blue line) were triggered at 

the same time intervals by the ADC1 converters of 

microcontroller 2 and 3. We conclude that the selected 

method of external interleaved mode is suitable for 

practical use. If using the internal inteleaved mode, we 
obtained 90 samples per 100kHz signal per period with 

111.11ns sampling time, using the external interleaved 

mode it is possible to obtain up to 270 samples per 100 kHz 

signal period. Now is sample time 37ns. 

V.  CONCLUSION  

Thanks External interleaved mode we can sampling 

signals with a greater accuracy. The testing was performed 

by three microcontrollers, but there is possible insert up to 
15 microcontrollers, with 7.4 ns sampling time. 
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Abstract—The feature selection is an important challenge in
many areas of machine learning. There are various approaches
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I. INTRODUCTION

Recently, huge amounts of data have been generated by

computer and internet applications in multiple domains. These

data often have characteristics of high dimensions and their

analysis is a challenge for researchers in the fields of machine

learning and data mining. Feature selection (FS) is a dimen-

sionality reduction technique that aims to select a subset of

relevant features from the original feature set. Various FS

approaches are described in survey papers such as [1], [2], [3].

Probably the most popular1 from all available FS methods

that have widespread application is minimum redundancy

maximum relevance (mRMR) FS [4], [5]. It is widely used

in many areas such as bioinformatics and multimedia pro-

cessing [6]. The mRMR is a supervised filter method that

iteratively extends the set of selected features by maximizing

relevance toward the target variable and at the same time,

minimizing the redundancy among the selected features. For

calculation of dependency, mutual information is used.

This paper presents the generalization of the mRMR FS

method. The rest of the paper is organized as follows: Section

II explains the main idea of the mRMR algorithm. Section III

discusses the question of mRMR equivalence and describes the

generalization of the method. In Section IV the experimental

results are shown and Section V presents our conclusion.

II. MRMR FEATURE SELECTION

Let F = {f1, f2, . . . , fk} be a set of k explanatory variables

or features and let y be a target variable. The FS aims to

find the smaller subset S ⊂ F that optimally characterizes

the target variable y. Under optimal characterization, we will

understand the highest statistical dependency of the target y on

the selected subset S. This criterion is known as a maximal

dependency (Max-Dependency).

1There are more than 3400 Web of Science citations to the paper [4]

Utilizing mutual information (I) as a dependency mea-

sure, the Max-Dependency criterion can be approximated by

a combination of two conditions: maximum relevance (Max-
Relevance)

max
S

D(S, y), D =
1

|S|

∑

fi∈S

I(fi; y) (1)

and minimum redundancy (Min-Redundancy)

min
S

R(S), R =
1

|S|
2

∑

fi,fj∈S

I(fi; fj). (2)

The criterion that combines both conditions is the mRMR.

The following function represents the simplest way to concur-

rently optimize relevance D and redundancy R:

max
S

Φ(D(S, y), R(S)), Φ = D(S, y)−R(S). (3)

First-order incremental search can be used to find the feature

subset close to the optimal features obtained by maximizing

the function Φ (3). In the first step, the feature with the largest

relevance toward the target variable is selected. If S is a set

of previously selected features, then the next feature is chosen

from the others according to the following condition [5]:

max
fi /∈S



I(fi; y)−
1

|S|

∑

fj∈S

I(fi; fj)



 . (4)

III. EQUIVALENCE AND GENERALIZATION OF MRMR

Whereas the algorithm for Max-Dependency is compu-

tationally demanding especially in the case of continuous

variables, the mRMR algorithm represents a computationally

more feasible approach. Peng et al. [4] claims the equivalence

of mRMR and Max-Dependency:

Theorem 1: For the first-order incremental search, mRMR
is equivalent to Max-Dependency.

In [7], we showed that this theorem does not hold. Using

a synthetically constructed discrete dataset, we demonstrated

the shortcomings of the proof described in [4].

It can also be shown that the results of mRMR based on

the definition (4) are different from the results obtained by the

incremental algorithm for maximization of the function Φ (3).

To answer the question of mRMR equivalence, we intro-

duced the objective function Φ′ about which we proved by

induction that the first-order incremental algorithm for its

maximization selects the same subset of features as mRMR

with the incremental definition (4) [7].
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Lemma 1: Let the function Φ′ be defined as follows:

Φ′(S) =
1

|S|

∑

fi∈S

I(fi; y)−
1

2 |S| (|S| − 1)

∑

fi,fj∈S,
i 6=j

I(fi; fj).

For the first-order incremental search, mRMR is equivalent to
the algorithm for maximization of the function Φ′.

The objective function Φ′ is the difference between the

average dependency of the explanatory variables on the target

variable y and the average dependency between different vari-

ables in the set S to each other weighted by 1

2
. The function Φ′

allows generalizing the mRMR algorithm by applying various

weights λ ∈ R
+ of the average redundancy.

Using the first-order incremental search, the generalized

mRMR maximizes the function defined for λ ∈ R
+ as follows:

Φ′

λ(S) =
1

|S|

∑

fi∈S

I(fi; y)−
λ

|S| (|S| − 1)

∑

fi,fj∈S,
i 6=j

I(fi; fj).

IV. EXPERIMENTAL RESULTS

To examine the influence of the weight of the average

redundancy λ on FS quality, we conducted experiments for

eight high-dimensional real-world datasets stated in Table I

precisely cited in [7]. They are publicly available DNA mi-

croarray datasets that constitute the binary classification tasks.

TABLE I
CHARACTERISTICS OF DATASETS USED

Dataset (Abbr.) Samples Features Class 0 Class 1

Alon (ALN) 62 2,000 40 22

Burczynski (BRC) 127 22,283 85 42

Chowdary (CHW) 104 22,283 62 42

Golub (GLB) 72 7,129 47 25

Gordon (GRD) 181 12,533 94 87

Pomeroy (PMR) 60 7,128 39 21

Singh (SNG) 102 12,600 52 50

Tian (TIA) 173 12,625 36 137

We used nine values of λ = 0.00, 0.25, 0.50 up to 2.00.

If the weight is λ = 0.00, no redundancy is considered. For

λ = 0.50, the average redundancy has half the weight of the

average relevance and the optimization task is equivalent to

the original mRMR (Lemma 1). As the maximum λ, we used

the value of 2.00, where the weight of the average redundancy

is twice as the weight of the average relevance.

For each value λ, we evaluated the prediction performance

of four classifiers on given datasets after applying FS using the

generalized mRMR. Fig. 1 shows ranks of maximum values of

F1 score obtained from the four classifiers – for each dataset,

the best value gets the rank of 1, the second best rank 2, etc.

The experiments showed that the value of λ influences the

quality of the FS. For all datasets, we obtained distinct feature

subsets for all λ values. The optimal value of the weight λ

depends on a particular dataset, e.g., in the case of the Pomeroy

dataset, maximum F1 score was achieved with λ = 0.25,

whereas for the Singh dataset, it was for λ = 1.75.

The summary of the experimental results is in Table II,

where we present the average ranking obtained on examined

datasets and computed from maximum and average values of

F1 score for all four used classifiers. As the results show, too-

small values of λ (0.00, 0.25) or too large values (2.00) yield

suboptimal results. For the test datasets in general, the optimal

values are in the range 0.75 to 1.50, which are higher weights

of redundancy as in the standard mRMR (λ = 0.50).
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Fig. 1. Ranking of maximum F1 score versus parameter λ.

TABLE II
MEAN RANKS OF MAXIMUM AND AVERAGE F1 SCORE VERSUS λ

par. λ 0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00

max F1 7.25 5.81 5.44 4.19 4.38 4.69 3.63 4.06 5.56

avg F1 6.88 5.38 4.50 3.81 4.06 3.94 4.69 5.13 6.63

V. CONCLUSION

FS is one of the essential tools in machine learning which

has a significant impact on the performance and interpretability

of a predictive model. In this paper, we focused on the

minimum redundancy maximum relevance (mRMR) method,

which is the very popular FS method based on the information

theory. We defined the objective function whose maximization

is equivalent to mRMR and provided its generalization. In ex-

perimental results, we presented the optimal parameter values

of the generalized mRMR for DNA microarray datasets.

Further research focuses not only on the analysis and

generalization of known FS methods, but also on designing

new FS methods in accordance with current challenges in this

area [2].
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Abstract—Most of microwires with positive magnetostriction 

have a rectangular hysteresis loop and exhibit a so-called bistable 

behavior. The reversal of the magnetization vector begins with the 

release of a single domain wall from the closure domains at the 

end of the microwire. Because of this, these microwires allow 

studying the dynamics of a single domain wall between axial 

domains that propagate along the microwire. A knowledge about 

the structure and geometry of the domain wall is necessary in 

order to understand mechanism of these processes. The paper 

describes new experimental set-up designed to provide 

information about changes in wall shape during its propagation 

along the microwire.  

 

Keywords— amorphous microwire, domain wall geometry, 

Sixtus-Tonks experiment 

I. INTRODUCTION 

Amorphous ferromagnetic glass-coated microwires with 

positive magnetostriction attract attention from physical and 

application points of view caused by specific properties they 

exhibit [1-4]. Practical way of preparing glass-coated 

microwires is Taylor-Ulitovski method [4-6]. Result of this 

method is microwire in as quenched state with its characteristic 

stress distribution that causes the typical domain structure (Fig. 

1). Amorphous glass-coated microwires with positive 

magnetostriction have axially magnetized core with radial 

domains in outer shell, while most of the volume is occupied 

by axially magnetized core [7]. Due to the stray fields the 

closure domains are created at microwire’s ends.

 

Fig. 1 Domain structure of glass-coated microwire with positive 

magnetostriction [7]. 

Usually in works dealing with the dynamics of a single 

domain wall in bistable magnetic microwires is domain wall 

considered as a solid object that does not change the shape with 

different applied fields, or to interpret the observed behavior 

are discussed possible changes in wall structure. Wall 

deformations or changes in the wall axial dimension can be 

expected if L>>dmc, where L is axial dimension of the wall and 

dmc is diameter of the metal core of the microwire [4]. 

The theory and experimental set-up of how changes of the 

shape of domain wall could be registered in the pick-up coils in 

modified Sixtus-Tonks experiment as well as their analysis is 

presented. 

II. THEORY 

As already discussed in [8], relatively good agreement 

between the experimental and theoretical values of domain wall 

mobility can be obtained if the radius of the microwire is 

comparable with the axial wall dimension. On the other hand, 

the wide voltage peaks induced in the pick-up coils (inset of 

Fig. 2a during the Sixtus–Tonks experiment seems to be in 

contradiction with short axial dimension of the wall [4]. 

It is known [4] that with increasing applied axial magnetic 

field mobility of domain wall decreases (Fig. 2b) and with 

increasing applied axial magnetic field, from a comparison of 

theoretical and experimental voltage peaks, provides 

information about shortening of the axial dimension of the 

propagating domain wall. Theory of how the shape of induced 

voltage peaks with combination of measurement of domain 

wall velocity can give information about changes in the wall 

geometry presented in [4], shows that shape of induced voltage 

peaks are dependent on the radius of the pick-up coil as well as 

on the length of a domain wall. 

As described in Fig. 2b the wall propagates with very high 

mobility at the low field. It means that the axial dimension of a 

static and moving wall at a very low field is very long.  

It has been discussed in [4], that the shape of the signal is 

influenced by the presence of a stray field produced by moving 

wall as well as by the shape of the domain wall. Combination 

of theoretical prediction that eddy currents produced by 

propagating wall create an inhomogenous damping field which 

influences the wall shape, in [4] with experimental result 

predicts a shortening of the wall at higher velocity due to its 

deformation. Little disagreement between the theoretical and 

measured values of wall mobility may be caused by the fact that 

the model dependences of wall mobility for planar wall were 

calculated, which could be applicable for a domain wall in low 

fields [10]. In higher fields (above 100 A/m), different wall 

shape is possible compared to modeled planar wall. The fact 

that observed signals are not symmetrical supports this 

assumption [9]. 
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Fig. 2 Wall velocity versus applied magnetic field (a), wall mobility versus 

applied magnetic field for different H (b) [4]. 

An abrupt change of mobility (Fig 2b) at a certain field 

strength at low field region can be observed. It could be 

reasonable to expect that the shape of a moving wall in low 

field region is similar to that at the rest up to a certain field 

strength. In case of the planar wall the highest field created by 

eddy currents is in the central part of the wall which results in 

shortening of the wall since the damping force is highest in the 

central part as well. The abrupt change in mobility as a function 

of applied field can be caused by transformation of a wall 

shape. In Fig. 3 are schematically plotted two wall shapes that 

satisfy cylindrical symmetry. Both shapes respect damping 

force distribution mentioned above and wall curvature 

compensates the non-uniform damping forces on the wall [8]. 

Elongation of the wall caused by increasing of velocity in 

Fig. 3a can even lead to collapse of this type of the wall at some 

critical field strength [11, 12].  

 

 

Fig. 3 Two types of possible domain wall shape with cylindrical symmetry. [8]. 

For the shape of the domain wall depicted in Fig. 3b 

magnetostatic energy can be notably minimized compared to 

the wall depicted in Fig. 3a and no possible collapse due to the 

shortening of the wall can be expected. A wall similar to the 

one depicted in Fig. 3b can propagate in a high field region. 

With increasing velocity its mobility decreases due to the 

shortening of the wall's axial dimension [8]. 

III. EXPERIMENTAL 

The experimental set-up is schematically depicted in Fig. 5a. 

The system of coils consists of six coils, three magnetizing 

(Solenoid, C1, C2) and three pick-up coils (PuC1, PuC2, 

PuC3). Two co-axial pick-up coils PuC1 and PuC2 have the 

same center. The length of the pick-up coil PuC1 is l1 (1 mm) 

with diameter 0,5mm and number of turns z1= 25, the length of 

pick-up coil PuC2 is l2 (20 mm) with diameter 0,2 mm and 

number of turns z2= 2400 . Parameters of the pick-up coil PuC3 

are identical with PuC1 and the distance between them is 36 

mm. The geometry and number of turns of coils C1 and C2 are 

the same (diameter = 1 mm, length = 5 mm). Magnetizing coils 

(Solenoid, C1, C2) are used to release single domain wall from 

particular wire end. Detailed usage of magnetizing coils are 

described in [8]. 

To study the single domain wall dynamics in bistable 

microwires the wall propagates from one particular wire end. 

This experimental set-up is designed to no need to manipulate 

with a sample in order to measure both directions of possible 

propagation (possible depinning of domain wall from left as 

well as from right end of the microwire). With this set-up of 

coils it is even possible to measure hysteresis loops [8]. 

Using pick-up coils PuC1 and PuC3 it is possible to measure 

an average speed of a domain wall in the region between them. 

But more relevant to obtain information about domain wall 

geometry of propagating wall is to measure current velocity 

using pick-up coil PuC2 in the suggested way explained in next 

chapter.  

IV. ANALYSIS OF INDUCED VOLTAGE PEAKS 

In this chapter we propose how can be voltage peak induced in 

the pick-up coil analysed in modified Sixtus-Tonks experiment 

to obtain information about domain wall geometry changes. 

We consider glass-coated microwire with positive 

magnetostriction. Such microwires exhibit so called bistable 

behaviour in an as quenched state and their hysteresis loop is 

perfectly rectangular (Fig. 4). 

 

Fig. 4 Hysteresis loops at -160°C and room temperature of amorphous glass-

coated FeSiB microwire with positive magnetostriction [7]. 

Single domain wall is depinned from microwire end at 

critical field strength and that is when the magnetization 

reversal starts. Sixtus-Tonks experiment is usually used to 

study domain wall dynamics during single wall propagation 
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along the microwire. In such experiment to measure time 

interval between voltage peaks induced in pick-up coils (inset 

of Fig. 2a) a pair of pick-up coils is used. An average wall 

velocity for a region of the microwire between pick-up coils 

can be determined using this experiment. But more information 

besides the value of average velocity can be obtained. 

Let’s first consider a single turn � of the pick-up coil. Using 

Faraday’s law the voltage induced in this turn due to the wall 

propagation along � - axis can be expressed as follows: = − �Φ� = − �Φ�� ,                                                          

where  is wall velocity and Φ  is magnetic flux due to 

magnetization inside the microwire and also due to stray field 

around the wall. The pick-up coil signal reflects not only 

magnetic flux due to magnetization of domains in the 

microwire (i.e. exactly the wall length), but also any stray field 

of magnetic charge accumulated near the wall, which causes 

that the determination of the wall shape and its length become 

more complex [4]. 

For standard 180° domain wall the normal to the wall 

component of magnetization is equal to zero. In bistable 

microwires the situation is more complex and the so called head 

to head (or tail to tail) domain wall is a source of a stray field 

that is affecting parameters of induced voltage peaks [9]. 

It was shown in [10] that the stray field has to be taken into 
account when information about domain wall dimension is 

deduced from analysis of the signal induced in the pick-up coil.  

 

Fig. 5 Schematically depicted experimental set-up (a) and real picture of 

experimental set-up without solenoid. 

 The total voltage induced in all (n) turns of the pick-up coil can 

be obtained as  

= ∑�
= = − ∑ �Φ���

= ,                                                          

Now let us consider system of two coaxial pick-up coils PuC1 

and PuC2 schematically depicted in Fig. 5a.  

Well known fact that the peak width can be influenced by the 

wall length is shown in [4]. Based on the calculations presented 

there, we can conclude that in an experiment in which coil 

radius is much greater than microwire radius, it is very difficult 

to measure changes in the wall length as well as in the wall 

shape.  

It is already known that the typical width of induced peaks is of 

few millimetres, depending on coil parameters (length, radius). 

In Sixtus-Tonks experiment a stray field produced by so-called 

head-to-head domain wall influences the shape of the voltage 

peaks induced in the pick-up coils. So as was mentioned above 

the pick-up coil parameters (radius and length) have to be 

considered if we want to obtain information about the wall 

geometry from the shape of these peaks [9]. Pick-up coils PuC1 

and PuC2 in Fig. 5a fulfil the following conditions: 

1. short pick-up coil PuC1 with �  turns and length l1 is 

shorter than the dimension of region of 

inhomogeneous magnetic induction around the wall 

mentioned above, 

2. long pick-up coil PuC2 with �  turns and length l2 is 

much longer than the dimension of this region.  

For these coils the induced voltage given by Eq. (2) can be 

expressed in different way.  

Considering that elementary length �� of a coil contains ��  

turns voltage induced in this elementary length of the coil is 

given by  � = − �Φ�� ��                                                               

Number of turns ��  can be expressed as  �� = ���� ��,  

so after substitution into Eq. (3) we have � = − �� �Φ                                                               

Integration over the whole length of the coil gives = − �� Φ � − Φ � = − �� ∆Φ ,                                     

where Φ �  and Φ �  are magnetic fluxes in the left and right ends 

of the coil, respectively.  

It is useful to write Eq. (5) for short pick-up coil PuC1 in the 

form = − �� ∆Φ                                                                   

It can be seen from this equation that the quantity on the left 

side plotted as a function of position provides information 

about changes in wall shape. The signal from short coil  has 

to be measured along with the velocity of the wall moving 

inside short coil to obtain this quantity. This can be achieved in 

the following way. The stray field does not contribute to the 

change in magnetic flux ∆Φ  if wall position is far from the 

ends of long coil (PuC2) and it can be expressed as ∆Φ = � � �,                                                                 

where � is area of axial domain wall cross section and �  is 

saturation magnetization. We can obtain this quantity by 

measurement of hysteresis loop or it can also be obtained by 

time integration of the signal induced in long pick-up coil 

PuC2. By integration of the voltage given by Eq. (5) we obtain 

� = ∫ � =∞
−∞  − �� ∆Φ ∫ �� = −� ∆Φ�2                        

 and so ∆Φ = − ��                                                                      

Finally the wall velocity of the wall moving inside short coil 

can be determined using formula 
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= − �� ∆Φ = �  �                                                           

Wall position can be calculated using equation 

� = − �� ∫ �                                                                         

From Eqs. (6) and (10) we can obtain ∆Φ� = − �� �                                                                   

Parameters � , � , �  are constants. Induced voltage ,  in 

pick-up coils PuC1 and PuC2 can be measured. Integration of 

 can be done. And the quantity of Eq. (12) should be plotted 

as a function of position given by Eq. (11) to analyse domain 

wall changes during its propagation. 

V. CONCLUSION 

Presented way to obtain information about domain wall 

geometry is unique and should bring useful knowledge about 

changes in domain wall shape during its propagation along the 

so-called bistable microwires at various values of velocities. 

Till now the theory and experimental set-up is done. 
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Abstract—Simulation of end-users’ movement is an essential
part of wireless network models that may highly affect conclu-
sions derived from conducted experiments. This paper presents a
custom made framework IISMotion for users’ movement simula-
tion in a real-world-like environment. Proposed Cuda accelerated
Python framework mainly based on the OpenStreetMap database
(OSMnx package) and the world’s largest Open Database of cell
towers OpenCelliD was created to simplify the process of wireless
network simulation with users’ movement included. It gives
developers an ability to freely modify/extend the implementation
based on a given task. Numerical results show that IISMotion has
the characteristics similar to the commonly used random walk
model thus can be considered as a suitable replacement with an
additional functionality.

Keywords—mobility modeling, CUDA, heterogeneous networks

I. INTRODUCTION

Rising popularity of wireless networks empowers the ef-
fort of engineers and researches worldwide to improve the
currently used techniques of spectrum allocation. However, it
became obvious that the exponential growth of internet traffic
as described in [1] will require not only evolution but also the
revolution on the field of wireless networks.

However being technically viable, novelty approaches that
can optimize the spectrum usage face the objections from the
established operators satisfied with the current state-of-the-
art. Proposed solutions therefore forego an extensive analysis
to prove not only the technological viability and security
concerns [2] but also the profitability that will satisfy the
operators. To verify techno-economic characteristics, simu-
lations with various levels of abstraction are often required,
depending on the observed indicators. This paper will focus
on the essential part of these techno-economic simulations,
which is the mobility modeling of end-users [3] using a newly
designed framework with a real-world simulation capabilities.

II. IISMOTION - FRAMEWORK FOR REAL-WORLD

MOBILITY SIMULATION

IISMotion [4] is a street random waypoint model with the
capabilities to simulate movement of pedestrians and vehicles
in environments based on real-world maps thanks to OSMnx
framework [5] and OpenStreetMap database [6]. Framework
has been given an ability to import real-world locations of
base stations originating from OpenCellId database [7] which
is considered to be the world’s largest open database of cell
towers.

Simulation of masses moving in the streets of artificial city
requires powerful hardware, therefore model was fully rewrit-
ten to fully utilize the advantages of Cuda acceleration which

brought a significant improvement in terms of performance. To
make the model as lightweight as possible simulation space
was also split into a grid with a "patches" of equal size
which reduces the number of computations needed to find
closest agents to given GPS coordinates. Each entity placed
into simulated world is assigned to these patches based on it’s
coordinates, Search starts on the 0th level and then based on
end-user’s preferences continues until BTSs are found or even
further when desired.

IISMotion framework was designed to support following
features:

• simulation of any location with built infrastructure
• possibility to specify map zones with different purposes
• variable number of pedestrians
• variety of movement models including

– random waypoint ignoring roads, paths, buildings,
etc.

– random waypoint on roads
– daily routine of user affected by zones

• possibility to include multiple groups of users each with
own type of movement and speed

• import of base stations located in given area
• placement of small cell stations in the area (with import

and export functionality)
• logging capabilities with adjustable parameters
• Leaflet-based Javascript frontend [8] as seen in Fig. 1

Fig. 1. IISMotion - Live visualization of pedestrians via Leaflet

To mimic the behavior of common end-users the custom
behavior model have been designed and implemented that
captures the common repetitive nature of peoples’ habits.
As already mentioned, included feature of zones enables
researchers to specify various roles of different environment
parts. Current model supports following zones: Entertainment,
Housing and Work.
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At the initialization phase, each user is assigned the building
that will become it’s home and other building for work, both
for entire simulation. Home is a random building from a
random "Housing zone", work from random "Work zone".
Multiple zones of same type can be specified, each with a
probability of being chosen. Every user is initialized with 8-
hour working time starting in the morning at time chosen from
normal distribution. User’s default routine looks the following
way, but can be easily customized:

1) waiting at home until work time
2) leaving home, going to work with a preset speed using

roads
3) staying at work
4) leaving work, heading to a random building from "En-

tertainment" zone, staying there for 2 hours
5) going home, staying there (process is repeated)

We consider the current state-of-art of proposed solution to
be suitable for mobility simulation in our models, however we
are aware of several areas that may require improvements to
reach higher level of realism. IISMotion currently lacks the
support for sidewalks, therefore all the simulated movement
happens on the road network or freely on the whole area.

A. Numerical results and future

The purpose of this section is to show preliminary results
covering the mutual comparison of the well-known random
walk model with the IISMotion model, in which the end-users
mimic the real mobility traffic patterns. We vary the number of
users in the interval < 100, 700 > and observe the measured
averaged throughput (Fig. 2). As we can see, the shape of the
results for both models is very similar, although we observe
some differences. At the end, this differences could have really
high impact on planning of RAN infrastructure of the operator,
which gives us the conclusion that more sophisticated models
(such as IISMotion) are necessary to be included in the RAN
planning of the operators in the future.
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Fig. 2. Performance results: Averaged througput vs. number of users;
IISMotion and random walk model

III. CONCLUSION

Exponential growth of spectrum demand forces the re-
searches to find new ways of spectrum allocation. To verify
feasibility and profitability of the new approaches of the spec-
trum licensing agent-based simulations are commonly used.
Mobility modeling is an essential part of these simulations

with a major impact on obtained results thus requires sufficient
attention in a design phase.

Although being already used for research purposes, IISMo-
tion is expected to be highly improved with a wide set of
new features to mimic real-world environment more precisely.
One of the most significant improvements will be done via the
integration of real data such as from Crawdad [9] or Microsoft
[10] for agents’ movement destination decisions. Time-varying
movement activity of pedestrians inspired by real-world ob-
servations with included indoor movement simulation may
enable researchers to study the relations between networks
and end-users effortlessly. Recent efforts [11], [12], [13]
suggest utilization of movable radio access network (RAN)
(e.g. unmanned aerial vehicle (UAV)) for optimal dynamic
wireless coverage thus support of antenna mounted UAVs is
another feature that will be included in an upcoming release
to fulfill the needs of wireless network researchers.

ACKNOWLEDGMENT

This work was supported by the Slovak Research and
Development Agency, project number APVV-18-0214 and by
the Scientific Grant Agency of the Ministry of Education,
science, research and sport of the Slovak Republic under the
contract: 1/0268/19; Green heterogeneous network topologies
with support of UAV mobile stations for 5G+ wireless com-
munication systems.

REFERENCES

[1] Cisco, “Cisco visual networking index: Global mobile data traffic
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Abstract—Tests are an important part of the source code
that can help developers understand the production code. While
reading the test, the developer subconsciously creates relation-
ships with the source code using naming conventions and lexical
analysis. This process unnecessarily employs the developer so
automating this process can streamline the development. In
this paper we describe the results of automated identification
using LSA and LDA natural language approaches for 5 popular
Android Github projects. The LSA method reached 13.33% and
the LDA nearly 0% success rate. Although the LSA method has
proven generally more accurate when used on the source code,
the error rate is so high that these approaches do not seem to
be suitable for UUT identification.

Keywords—NLP approaches, program comprehension, testing,
UUT identification, latent semantics analysis, latent dirichlet
allocation.

I. INTRODUCTION

The unit under test (UUT) identification is a general issue

in software engineering [1] and most of the time of this

identification is associated with at least a partial understanding

of the source code and the relations between them. Tests can

be considered as an always up-to-date documentation of the

production source code [2], so if it is possible to automate and

accurately determine UUT, it is possible to shorten the time

for the programmer to comprehend the source code.

According to Parizi et al. [3] and Rompaey with De-

meyer [4] test and source code have many similarities, e.g. it is

possible to create a connection using static call graph, code co-

evolution or naming conventions. Perhaps the most common

technique that developers subconsciously use to manually

identify UUT is the use of naming conventions and lexical

analysis (similarity of vocabulary between test and production

code). With such identification, the programmer often tries to

understand the parts that are not always relevant to him or her.

The main task of the programmer is to identify the problem

as quickly as possible and implement the solution, so trying

to understand the parts that are not important can negatively

affect the time and way of the solution. By automating

this process we would achieve a more reliable and faster

identification that would also be beneficial in the future in the

area of automatically generated documentation and creating

links between different parts of the code.

II. USING NLP APPROACHES FOR UUT DETECTION

Natural language processing (NLP) attempts to reduce the

barriers in computer-to-human communication [5]. It can

therefore be assumed that by using NLP it will be possible

to automate this process. The source code consists mainly

of structured text in the form of statements but if we do

not consider the relationship between words, but only their

meaning, it is possible to determine the similarity of different

classes and classify them in clusters [6], [7]. The source code

can also contain many comments that have form of natural

text. Latent Semantic Analysis (LSA) and Latent Dirichlet

Allocation (LDA) models are information retrieval (IR) al-

gorithms that expect vectors as input and their input strings

are represented as representation called Vector Space Model,
according to which a particular model can make predictions.

The LSA is an indexing and IR method that uses Singular
Value Decomposition (SVD) to identify relationships between

words in an unstructured text. The model is based on the

assumption that words used in the same context have a similar

meaning [8]. By extracting terms from the document’s body

it seeks to create relationships between individual documents.

It is important to choose a right number of topics to generate

because if too many topics are requested for a short document

the algorithm returns also words that should not determine the

resulting topic of the document and vice versa.

The LDA model considers each document as a set of topics

which characterize it [9]. Each topic consists of a set of words

in a certain proportion. Based on the number of topics required

the model attempts to rearrange the topics distribution within

the documents to achieve the best composition. It is also very

important to determine the right number of topics that the

algorithm returns. Since both approaches do not take into

account the words order they are suitable for source code

analysis.

III. METHOD AND RESULTS

The complete experiment is described in [10] in detail.

The main experiment was conducted on 5 popular Android

projects and it was performed by comparing each test class

with all existing classes in the project (only Java and Kotlin

files considered). After performing NLP analysis for a specific

test against each production class the correct UUT should

match most. For both mentioned approaches a bag-of-words
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representation in the form of a dictionary (id + word pair) was

used. Creating a corpus of sparse vectors was relatively easy

using the functions of python library gensim1.

A. Diversity of document preparation

The results are largely influenced by the preparation of input

documents for comparison (governed by the idiom ”garbage

in, garbage out”). Because the source code contains a lot of

content that can negatively influence the analysis, 5 versions

of the document preprocessing have been created to see which

modifications increase the accuracy of UUT identification:

1) Full version - original file version, removed only

\n chars.

2) Word split - all camelCase or snake_case words

has been split. Words out of base conventions, such as

ORMLite, remained unsplit.

3) Removed Java keywords - all Java keywords have been

discarded.

4) Removed comments - multi- and one-line comments

discarded.

5) Removed imports - all Java imports removed.

All versions were conducted incrementally, i.e. 4th point

also included all previous ones. Another preprocessing of

documents that applied to all iterations was the removal of

frequently occurring English words using nltk library, such

as and, a, the, etc. At the same time stemming over the

documents has been executed, where inflected or sometimes

derived words to their word stem have been reduced, e.g. cars
to car. The last step was to remove words that occurred only

once in the corpus of training documents to eliminate their

negative impact on results.

B. LSA and LSA success

Altogether we analyzed 2221 production and 168 test

classes and in five iterations of document preprocessing a

total of 1,093,730 similarity results between the tests and the

production source code have been obtained. Firstly all UUT

of analyzed projects where identified manually and that an

automated ranking using mentioned NLP approaches has been

executed. Since we assume that manually identified UUTs are

correct it is possible to determine the accuracy of a particular

model based on the order of production class in the search

result.

As can be seen in the Table I, LSA performed much better

than LDA. The accuracy of the LDA model was very low, in

the first five results the correct UUT appeared only 2 times.

Although the LSA achieved 82 correct UUTs in the first

five results for all iterations it is still only 13.33% success

rate which is considerably inadequate. From our results, only

5.20% of UUTs were marked correctly (all iterations) and

solely by the LSA method. In the results it is necessary to take

into account the fact that for the 6 test classes, which tested

multiple production classes at once, the most tested class was

chosen as the correct UUT.

Word split and removal of java keywords (I2 + I3) has the

greatest impact on the accuracy of the results. Our expectation

was that when comments are removed the results will get

worse because there is a potential for sole natural language

in the comments. In the Table I it can be seen that removing

1https://radimrehurek.com/gensim/

TABLE I
POSITION FREQUENCY FOR FIRST 5 POSITIONS OF ANALYZED MODELS.

Itera-

tion

Position frequency in the search

LSA LDA

1 2 3 4 5 Σ 1 2 3 4 5 Σ

I1 1 1 1 1

I2 4 1 3 5 13

I3 10 8 2 4 1 25 1 1

I4 9 6 4 1 2 22

I5 9 6 2 3 1 21

Σ 32 22 11 13 4 0 0 2 0 0

comments (I4) and imports (I5) had a negligible impact on

accuracy. It also shows that the meaning in the code is most

often expressed directly in the names of the identifiers, i.e.

class, methods and variables names. Using word splitting were

obtained the most accurate results, it was the fastest iteration

in terms of model training, finding/ranking the best coherence

value and search in the index.

IV. FUTURE DIRECTIONS

As can be seen from the results usage of these methods has

not been very successful. However, using other programming

languages with different syntax or language constructs better

results could be achieved. These language attributes could

affect how the developer expresses his/her intentions in the

source code. It is also expected that using a programming

language more similar to a natural language (e.g. Gherkin)

might consider using contextual NLP approaches. In the future

we will also look at comparing the results with other UUT

identification techniques, e.g. observation of co-evolution code

or helper methods. We will also plan to conduct an experiment

looking for a suitable combination of several methods, e.g. in

conjunction with approaches based on syntax analysis of the

code.
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Abstract — The aim of this article is to present a state of the art 

on impact of magnetic and electric field on structure of magnetic 

fluids. The experimental results obtained by different authors 

are reviewed and compared. Additionally, the current solved and 

unsolved problems are summarized. 
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I.  INTRODUCTION 

Magnetic fluids (MF) are liquid dispersions of magnetic 

nanoparticles (size ~ 10 nm) covered with surfactants [1]. 

Constituting unique properties they have been studying for 

diverse applications (Fig. 1). As can be seen from the number 

of scientific works published in international journals and 

conferences (Fig. 2), interest in structure of MFs has risen 

constantly over the last 20 years. 

 

 
Fig. 1.  Magnetic fluids – structure and aplications [2]. 

 

 

 
Fig. 2.  Numbers of published papers on the subject “structure of magnetic 

fluids” from 2001 to 2020 (based on Web of Science). 

As compared to bulk materials, magnetic nanoparticles 

possess distinct magnetic properties and attempts have been 

made to exploit their beneficial properties for technical and 

biomedical applications. 
 

II. PROPERTIES OF MAGNETIC FLUIDS 

There are many parameters of magnetic fluids sensitive to 

such fields such as density, viscosity, dielectric permeability, 

magnetic permeability, conductivity, inductivity, heat 

conductivity, heat capacity, surface tension, ultrasound 

absorption, optical absorption, refraction index, reflection 

index [2]. With regards to the potential application of 

transformer oil (TO)-based MNFs in power transformers, 

most research studies have focused on three key properties: 

thermal, dielectric, and viscous. On the other hand, this 

property is a function of the base liquid, dispersed particles, 

size distribution, volume fraction, surfactant, and the external 

magnetic and electric field. One of the fundamental 

requirements for a ferrofluid is the stability of the magnetic 

particles against aggregations. Considering the use of 

magnetite nanoparticle systems for biomedical application one 

need to understand the structural behavior of the magnetic 

particles even in electric fields alone. As a first step, this 

should be studied on a model system like magnetic particles 

dispersed in isolating liquids (Fig. 3).  

The magnetic nanoparticle interactions and subsequent 

structural reorganization, aggregates, chains and pattern 

formation have been intensively studied by various 

experimental methods and theoretical approaches [3], [4]. The 
magnetic field induced microscopic structures have a 

substantial impact on macroscopic behavior of ferrofluids. 

Especially, the effect of the increased viscosity due to the 

applied magnetic field influences the specific adaptability of 

ferrofluids applications. Within this context, magnetoviscous 

effect has been introduced by Odenbach [5], which expresses 

the measure of the increased dynamic viscosity in relation to 

the basic viscosity in the absence of a magnetic field. 

To a certain extent, the magnetorheological properties of 

ferrofluids are analogical to those of electrorheological 

suspensions, which have the capability of responding to an 
external electric field stimulation [6]. In an effort to combine 

both, electro and magnetorheological properties in one fluid, 

electrorheological magnetic fluids were developed [7]. These 

fluids can be obtained by depositing an electroconductive 
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substance on the surfaces of magnetic nanoparticles, and 

coating the surfaces of the resulting particles with a surfactant. 

In the electrorheological magnetic fluid, the magnetic 

nanoparticles respond to an external magnetic field, while the 

electroconductive layer formed on the magnetic particle 

surfaces responds to an external electric field. As a result, the 

particles form clusters oriented along the lines of magnetic or 

electric force. Similarly, electrorheological properties of 
magnetic fluids can be obtained by mixing a suspension of 

magnetic particles with a suspension of dielectric particles [8]. 

 

 
Fig. 3. Modelling of a concentrated ferrofluid with monodisperse Co 

particles [2]. 

III. DIELECTRIC SPECTROSCOPY 

Study [9] showed that the dielectric response of MF is 

dependent on the strength and frequency of the electric field. 

It was also proved [10] that the low frequency relaxation 

process is slowed down when the inter-electrode gap is 

increased in units of micrometers and when direct current 

(DC) bias field is applied to the sample. This effect is related 

to the formation of aggregates. 

In this study, the isothermal dielectric spectroscopy of a 
transformer oil–based ferrofluid was employed to detect the 

predicted electric field induced particle cluster formation. 

The low-frequency relaxation process was assigned to the 

electric double layer polarization. It was investigated the role 

of electrode separation distance at constant electric field 

intensity on the relaxation maxima. The broadening of the 

relaxation maximum towards lower frequencies was observed 

as the response to the increased electrode separation distance. 

On the basis of the particle size dependent relaxation time, it 

was associated the broadening with the cluster formation 

induced by the applied alternating current (AC) electric field. 

The broader relaxation maximum therefore indicates the 
increase in the magnetic solid fraction size distribution. A 

similar indication of the cluster formation was observed when 

the DC bias voltage was applied (Fig. 4). The observed 

temporal hysteresis in the relaxation time reflects the particle 

cluster formation and decay behavior. 

 

 
Fig. 4.  The dependence of the tan δ loss spectrum on the applied 

DC bias voltage [10]. 

IV. SANS EXPERIMENTS 

The electric field induced changes in the ferrofluid structure 

at nanoscale were recently confirmed by situ SANS 

experiments [11]. Dielectric properties of these systems are 

dependent on external magnetic field - magneto-dielectric 

effect. The structure of magnetite nanoparticles and their 

assemblies as a result of magnetic and Van der Waals 

interactions were studied by SANS.  

It was demonstrated visually observable pattern formation in 
a transformer oil-based ferrofluid exposed to a DC electric 

field. The presence of space charge and its motion towards 

electric field gradients was assumed to be a trigger of the 

colloidal cloud formation. Electrical forces due to space 

charge and permittivity variation each play a role in inducing 

pattern formation and its dynamics. In Fig. 5, an increase in 

the scattered intensity in the small q region emerges and 

intensifies with increasing field strength. This is a direct 

evidence for the particle aggregates in the TOFF induced by 

the above analyzed electrohydrodynamics and polarization 

forces between the particles. The dielectric contrast in the 
TOFF results in the induced electric dipole-dipole interactions 

and subsequent aggregation. Thus, the scattering curve 

obtained at 6 kV/cm represents two subsystems of scattering 

objects in the sample. 

 
Fig. 5.  SANS curves for the ferrofluid exposed to the DC electric field 

strengths from 0 kV/cm (initial) to 6 kV/cm [11]. 

V. OPTICAL METHODS 

Similar assemblies may be induced even by an electric field 

itself. However, aggregate formations in MFs under the action 

of electric field have not been sufficiently investigated yet. 

Electric interactions are pronounced if the suspended particles 

are much more polarisable than the surrounding medium [6], 

e.g. magnetite particles (ε > 33.7) in mineral oil (ε ≈ 2). The 
induced dipole-dipole interactions may lead then to the 

formation of long chains aligned along the applied field lines. 
A few studies addressed the influence of electric field on 

aggregation processes in MF by means of optical methods 

[12]. 

It has been shown that magnetic nanoparticles can undergo 

the electric polarization, resulting in the electric dipole-dipole 

interaction and aggregation. These aggregates were observed 

on the macroscopic and nanoscopic scale. The observed 

electric field influence on the ferrofluid viscosity resembles 

the well-known magnetoviscous effect. 

The macroscopic evidence of the electric field influence on 

the ferrofluid structure is presented in Fig. 6, which shows the 

sample appearance in the glass cuvette with two electrodes 
powered by zero (a) and 5 kV DC voltage (b). It was found 

[11] that the applied voltage induces the accumulation of the 

nanoparticles in between the electrodes, forming a visible 

cloud. Subsequently, a spiky pattern forms from the cloud 

with the spikes oriented in the field gradient. The initial 
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particle accumulation can be explained by the induced electric 

dipole-dipole interaction, subsequent dielectrophoresis and the 

related electrohydrodynamic flow which pushes the particles 

towards the electrical equator. On the other hand, the 

distortion of the cloud is the result of the permittivity and 

conductivity gradients in the sample with the separated cloud, 

and the action of an anisotropic electrostatic force on the 

transition layer between the cloud and its surrounding. The 
observed macroscopic structural change of the ferrofluid is a 

reversible phenomenon, independent on the voltage polarity 

and the orientation of the cuvette with regard to the gravity 

force. 

 In a similar way, the magnetic particle assembly was 

observed in a case, when the electrodes were not in direct 

contact with the ferrofluid sample. Instead, a submillimeter 

droplet was placed on a microscope slide and two needle 

electrodes were attached to the slide from outside the droplet 

(Fig. 6 (c, d)). Even though the large aggregates were slowly 

disappearing after interrupting the electric field, one can 
suppose that the applied electric force acting on the surfactant 

has a deteriorative consequence on the ferrofluid stability. 

 

  
Fig. 6.  Ferrofluid with the particle volume fraction Φv = 0.05 % in a glass 

cuvette with two electrodes under zero electric field (a), and under the action 

of 5 kV/cm (b). Optical microscopy view focused on a submillimeter droplet 

of the ferrofluid (Φv = 1 %) in zero electric filed (c), and under the action of 2 

kV/mm (d). The arrow indicates the field direction [12]. 

VI. NEUTRON REFLECTOMETRY 

Neutron reflectometry (NR) is one of the most promising 

methods of studying the structure and physical properties of 

thin layers of matter [13]. The effect of magnetic nanoparticle 

assembly formation at a planar interface between a 

transformer oil-based ferrofluid and single-crystal silicon 

under non-homogeneous magnetic fields was studied by 

specular neutron reflectometry (NR) (Fig. 7).  
 

 
Fig. 7.  Scattering length density profiles reconstructed from experimental 

NR data. B0 refers to the case of background magnetic field (without any 

externally applied magnets).The cases of B1, B2, B3 and B4 correspond to 

externally applied magnetic field [14]. 

 

The ferrofluid probed represents a stable suspension of 

dispersed iron oxide nanoparticles (characteristic size about 

10 nm) coated with oleic acid in a low-polarity liquid carrier 
(transformer oil). It was shown that the reflectivity curves are 

sensitive to the application of a non-homogeneous external 

magnetic field. In particular, at a low magnetic flux density 

(<35 mT) they are well described in terms of the simplest 

model of a strict boundary between two semi-infinite 

homogeneous media. Nevertheless, slight concentrating of the 

ferrofluid bulk at the interface was detected. At a high 

magnetic flux density (35–75 mT), the analysis gives a three-

layered structure of in-depth profiles of the scattering length 

density, thus showing the formation of two effective 
adsorption layers with different content of magnetic 

nanoparticles in them [14]. 

VII. DIELECTRIC PERMITTIVITY STUDY 

The insulating and dielectric properties of TO were found to 

exhibit peculiar enhancement upon the addition of MNPs [15]. 

A comprehensive mechanism of the increased breakdown 

field strength is still unknown, however, a few models have 

been proposed. In the nanoparticle charging model [16], the 

difference in the dielectric permittivity of the dispersed 

nanoparticles and the surrounding oil is considered as an 

essential condition leading to polarization, charge trapping, 

and subsequent reduction of streamer velocity. Thus, the 
dielectric permittivity of MNF is a crucial parameter that has 

been extensively studied [17]. In [18] it was shown that the 

transformer oil-based magnetic nanofluid can exhibit a DC 

bias tunable apparent negative permittivity behavior at low 

frequencies (Fig. 8). This effect is a result of the particle 

clustering and the interface charge overlap in the applied 

electric field. Due to the created percolative conductive paths, 

the nanofluid undergoes transition from capacitive to 

inductive reactance. This mechanism is feasible at a low-

frequency electric field without dynamic perturbations. 

 

  
 

Fig. 8.  DC bias voltage influence on the real permittivity spectrum of MNF 

at 233 K. (a) Whole spectrum with a linear vertical scale. (b) Low-frequency 

detail on the negative permittivity [18]. 

VIII. PROBLEMS 

Authors have observed that the addition of nanoparticles to 

the oil improves the dielectric behavior of the fluid increasing 

its breakdown voltage and the AC pulse and other thermal 

properties. The application of such liquids could achieve more 

compact designs of transformers and improve the reliability of 

the new high voltage transformers for AC or DC. 

Although the results reported in good number works are 

promising, more research is necessary to make nanofluids a 

feasible industrial solution. Investigations should be carried 

out to determine aspects such as influence of the applied 

materials and techniques, the long term stability of the fluids, 

the thermal and dielectric properties under different conditions 

or the interaction of the particles with other elements of the 

transformers. Even though the great progress in the nanofluid 

synthesis and numerous experimental studies and promising 

results, we are still encountering barriers restraining the 

effective application of nanofluids in electrical equipment like 

power transformers. To boost and support the effective 

application in the electrical engineering it is necessary, 

according to [19], to find more effective methods of 
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nanofluids synthesis and reduce the production costs. Besides 

that it is demanded to reduce the adverse environmental and 

human body impact of the nanofluids based on transformer 

oils.  

Another challenge is related to the further investigation of 

the electric breakdown mechanism in nanofluids and to find a 

theoretical model, which would satisfy and fully explain the 

positive effect of nanoparticles in transformer oils on their 

electric breakdown field strength. To boost the transformer 

manufacturers and transformer operating companies’ interest 
in utilization of nanofluids, more vivid dissemination and 

advertising of the cooling and insulating advantages is 

required. It is worth to mention that currently we can witness 

a dynamic development and research into novel biodegradable 

transformer oils. 

Two factors restrict further comprehensive analysis of the 

observed anisotropy effect in MF. First, the high 

polydispersity of the particles and aggregates extremely 
complicates the direct application of the structure-factor for 

modeling 2D scattering from the aggregate phase. Second, the 

aggregates are not fully oriented, meaning that one cannot 

determine the average longitude and cross-sectional size 

characteristics of the aggregates from the standard analysis of 

the cuts of the 2D scattered intensity parallel and 

perpendicular to the electric field direction. 

Recently, it was carried out a few SANS experiments that 

could reliably conclude that the electric field induces 

aggregates formation. This structural behavior depends on the 

strength and frequency of the applied field. However, as one 

single SANS measurement took 20 minutes, it was obtained 
the scattering intensities averaged in the time. Therefore it 

was missed the information about the quick particle assembly 

development driven by the applied field. For that purpose 

SAXS offers the best solution by which we could perform one 

measurement per 2 seconds. 

  As the research into electrorheological properties of 

ferrofluids has not received much attention yet, further and 

detailed investigation should be conducted in the future. 

Especially, the electric field induced structural and flow 

changes should be investigated on ferrofluids for high voltage 

engineering application. The qualitative and quantitative 

exploration of the ferrofluid structure and rheology under the 

external electric fields can shed light on some peculiar 

dielectric properties of ferrofluids and open a new avenue of 

ferrofluid research and applications. If the clustering process 

is sufficiently proved and a static or dynamic cluster structure 

is understood, its impact on the electric breakdown in 

ferrofluids should be taken into account. 

IX. CONCLUSION 

From the year 2000, interest in nanodielectric fluids 

applications has increased significantly. Several research 

groups are working with different materials (both fluid and 

particle type), focusing their studies on the thermal, dielectric 

and other properties of these liquids. 

The aim of the next works should reveal the time 

development of magnetic particle assembly driven by an 

electric field with various intensities and frequencies. Besides 

getting the complementary information about the induced 

structure, a further step will be undertaken on investigation of 

the dynamics of the assembly formation. We believe that such 

work combined with previous results may shed light on the 

peculiar dielectric behaviour of ferrofluids based on insulating 

liquids. 

In our investigation we will therefore focus on the apparent 

magnetic particle cluster formation in external electric and 

magnetic field studied by in situ SAXS, SANS, NR and 

electrorheology experiments. 
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Abstract—This publication is handling the problematics of 

implementation of selected cryptography algorithms asymmetric 

category, specifically RSA in asymmetric field. The 

implementation is focused on representation of computer unit, 

which is decelerated as hardware accelerator. The solution and 

the results of systematic tests has the presence at the end of this 

document. The further steps in this field of research are present 

in the result chapter. 
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I. INTRODUCTION 

This document is summary of previous work in a field of 

security, with cryptography and hardware architectures which 

includes RSA algorithm and its application in Field 

Programmable Gate Array, that acts like a hardware 

accelerator. 

This publication is focused on the previous work with 

security applications in a field of cryptography solutions [1], 

classifications of security systems vulnerabilities [2] and 

cryptography implementations in programmable gate arrays 

[3], where I started to focus on hardware architectures and 

finding the vulnerabilities which can affect the whole 

architecture, steal or change the particular set of data.    

The cryptography should be based on unidirectional 

mathematical function, that secures the process of 

transformation of message or to encrypted set of data. This 

transformation named encryption process should be fast and 

as secure as possible that guarantees that input data in process 

of encryption will be in best cases computationally impossible 

to decrypt using mathematical feature of unidirectional 

functions [11]. 

This publication is based on the previous scientific work [5] 

I was working on during the study time before. 

The principle of asymmetric ciphers is far more difficult 

than the symmetric algorithms. The RSA algorithm is widely 

spared in application for data encryption and for securing 

digital signatures [4]. The RSA algorithm is one of the most 

popular encryption algorithms nowadays [9].  The process of 

computation is presented in chapter III. The key which has 

less than 1024 bits is now considered as not safe anymore 

[11].             

II. HARDWARE ENVIRONMENT FOR TESTING AND 

DEVELOPMENT 

 The mentioned cryptography algorithm was implemented 

on Xilinx Kintex-7 KC705 development board (Fig. 1). The 

development board provides a hardware environment for 

developing and evaluating the proposed RSA modules. The 

key components of the board are XC7K325T2FFG900C 

FPGA chip, 1 GB DDR3 SODIMM 800 MHz/1600 Mbps 

memory, USB JTAG connector, SD connector, PCI Express 

interface, SFP connector, ethernet connector, HDMI 

connector, I2C bus or GTX receiver and transmitter. The full 

description of all components of this board is presented in 

documents [6]. 

 
 
Fig. 1.  Programmable Gate Array Development Board Kintex KC705 [6] 

III. RSA ALGORITHM 

 For RSA algorithm is process of encryption as follows. If 

person A wants to send a private message M to person B, first 

person A encrypts the message by public key of person B, and 

for the person A is possible to decrypt the message using its 

own private key. The RSA algorithm belongs to group of 

asymmetric cipher algorithms [10]. RSA (Rivest–Shamir–
Adleman) is an algorithm used to encrypt and decrypt 

messages. It is an asymmetric cryptographic algorithm. 

Asymmetric means that there are two different keys. 

 The concept of encrypting a message with one key and not 

being able to decrypt with the same key is based on one-way 

functions. Its name suggests the characteristic of a one-way 

function is that it is not reversible other than with a trial and 

error approach. 
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First process is to choose and create private and public key 

 Two big different prime numbers p, q are chosen from 

random generated numbers 

 Calculate 

n = pq           (1) 

 Calculate 

(n) = (p -1)(q -1)        (2) 

 Next step represent selection of random integer 

1< e <Ф(n) whereGCD(e, Ф ,(n)) =1    (3) 

 Calculate 

1<d< Ф(n) where d = 1 (mod Ф(n))    (4) 

 

According the equation (4), as follows the private key 

exponent is computed. 

 Message M need to be selected and encrypted.  

 Next step is to find public key, the person N, by using 

which we are going to encrypt the message M and the (n, 

e) key is representation of it.  

 The message is representation as integer among 0 to n-1. 

Blocks of messages are used if the message is too large. 

Each block is also representation as integer as the same 

range [0, (n1)].  

 The final computation called encryption is represented as 

follows  � = �  �        (5) 

 Using public key (n,e) of person to who we are going to 

send the encrypted data are send using secure channel. 

 Using the private key (n, d) we are going to perform a 

decryption process which belongs to the first person. The 

decryption process is computed as follows � = �  �        (6) 

IV. TESTED RESULTS 

 There were two versions of RSA modules designed. The 

first version of the proposed RSA module uses spatial 

parallelism [10], multiple copies of the same hardware 

components (implementing RSA steps) implemented in the 

look-up-table (LUT) form (RSA_LUT).  

 The second solution uses pipelining (RSA_mul16s). The 

steps of the RSA algorithm were implemented as pipeline 

stages. The stages are connected one to the next to form a pipe 

– the message data block enter at one end, progress through 

the stages, and exit at the other end. The computations in 

stages are overlapped in execution. Although each message 

(message blocks) must pass through all stages, a different 

message (message block) will be in each stage [7].  

 The RSA modules were designed in Vivado Design Suite - 

HLx of Editions 2016.3 development software by using C and 

VHDL languages.  

 During the testing we had an experience with memory 

limitation and the final solution is limited to 1024 bits of the 

key and the message size per one computation cycle using the 

selected FPGA device on our designed architectural solution. 

 Time dependency is shown in Tab. 4. We determined that 

the bigger the message and key length is, the longer it takes to 

get cipher.  

 The highest operation clock frequency that we achieved 

was 254.46 MHz at RSA_LUT module and 152.77 MHz at 

RSA_mul16s module. The maximal usage of CLB units was 

at our tested FPGA device at maximum rate of three 

percentages that represents really low number. Our tested 

architecture is the demonstration of the higher performance 

then other compared solutions [4][8][10]. 

V. CONCLUSION 

 The software development tool that was used during the 

implementation and desing phase was Vivado HLS 2016.3. 

There were applied two approaches to build RSA computing 

unit. The first chosen approach was LUT, where RSA_LUT 

synthesis unit was created. To synthetize RSA_mul16 unit 

there was Pipeline processing used as second approach. There 

was given its name based on 16bit logical-arithmetic unit that 

was used for calculation of the numbers in a field of unsigned 

numbers.  As comparison speed of encryption was created 

FPGA chip to with rate of management comparing to usage of 

CPU algorithm. Measured data showed that assumption was 

fulfilled, and multiple acceleration was present. Also, both 

RSA modules were compared. The solution of RSA looks up 

table showed higher working frequency not with higher 

consumption of CLB. However, this consumption was less 

than 3%. The final RSA algorithm has implementation in C 

and VHDL language. The future work will be focused on the 

security of hardware architectures and prevention of attacks 

on the hardware architectures. 
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I. INTRODUCTION

In our research, we focus on the use of generative mod-

eling in 3D image classification. Generative modeling-based

classifiers have been successfully utilized to solve various

classification problems including the 3D image classification.

These models compete alongside non-generative classifiers

achieving very similar performance [1]. While some non-

generative classifiers differ significantly in structure from those

utilizing generative modeling, we see the potential to enhance

them with the benefits of the generative approach. Aside

from the general pursuit of the highest possible classification

accuracy, the motivation for this stems from the issues of the

3D image classification domain itself. While in the 2D domain,

this problem is not so prevalent, in 3D, most of the large

available datasets are synthetic and the contained classes are

usually too generic for specialized problems. The benefit of

the generative modeling-based approach is that such classifiers

are more tolerant of small datasets.

For this purpose, we developed a generative enhancement

methodology which is presented in this paper, alongside the

experiments conducted to evaluate its viability and perfor-

mance benefits. This research builds upon our work from

previous years, summarized in [2]. A more extensive paper

on this methodology is currently being finalized and will soon

be submitted for publishing.

II. INITIAL STATUS

During the past years, our research has focused on 3D image

classification represented in two formats. First, we examined

RGB-D images and their classification using 2D convolutional

neural networks. The main point of interest we examined was

the benefit of additional depth modality in addition to 2D RGB

or greyscale images. The results have shown, that the relative

improvement of classification accuracy with the depth channel

available was up to 10%. [3]

Then, we focused on 3D voxel model classification and

the use of generative modeling in classification problems.

We developed a data preprocessing pipeline for mesh model

voxelization and transformation. This was necessary to use the

ModelNet [1] dataset with dense 3D convolutional classifiers.

Alongside the preprocessing pipeline, we developed a visual-

ization algorithm to shade and render the voxel grids for easier

monitoring and debugging. [4], [2]

Finally, we implemented a Generative Adversarial Network

utilizing both data preprocessing and rendering pipelines and

trained it successfully on the ModelNet10 dataset. [2]

III. CURRENT RESEARCH

Our current research focuses on the use of generative

modeling as a tool in classification problems. In the following

sections, we present the latest results of our efforts: a general-

ized generative enhancement methodology for the creation of

new generative modeling-based classifiers and an experiment

designed to investigate its viability and performance.

A. Generative Enhancement Methodology

We propose a generalized methodology for transforming

compatible non-generative classifiers to utilize generative

modeling and improve their classification performance and

tolerance for small training datasets.

The methodology defines several steps of modification.

In the first step, a conditional generator network is created

with its output compatible with the classifier input (i.e. same

data type, size, number of dimensions or channels, etc.). The

generator is conditioned by a class vector, telling it which class

of samples to generate.

In another step, the classifier is modified to also perform the

discrimination task. This task consists of determining whether

the presented sample is real (from the training set) or generated

by the generator, therefore fake. This can be achieved, for

example, by adding a ’fake’ class to the set of output values.

Finally, the training loop is extended to include adversarial

optimization of the generator.

B. Experiments and results

We designed an experiment to assess the viability and

performance benefit of the proposed methodology. This ex-

periment is based on the evaluation of one of the simplest
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Fig. 1. Top-level architecture diagram showing the structure of the three neural networks used in the experiment. The three models are: (a) plain 3D CNN
classifier trained on training dataset examples, (b) same 3D CNN trained on both training dataset examples and generated samples and (c) 3D CGAN.

application cases – a transformation of a 3D convolutional

neural network (3D CNN) into a 3D Conditional Generative

Adversarial Network (3D CGAN). Three classifier networks

have been created for this experiment.

The first network is the 3D CNN itself, which is trained only

on the training data from the dataset. The second (augmented

3D CNN) is not structurally different from the first 3D CNN,

however, it is also trained using the generated samples from

the pre-trained generator from the 3D CGAN network. It is

not, however, trained simultaneously with the generator. The

third model is the 3D CGAN network. The diagram showing

the high-level structure of the three models is shown in Fig. 1.

We compared the classification accuracy and mean average

precision (AP) of the three classifiers alongside state-of-the-art

generative classifiers in Table I. The results and references to

the compared models are available at [5]. While the accuracy

of our models does not compete with the state-of-the-art, the

main takeaway from these results is that this kind of classi-

fier transformation can significantly improve its performance

(89.21% vs. 83.04%) as well as its mean AP.

TABLE I
CLASSIFICATION ACCURACY AND MEAN AVERAGE PRECISION SCORE OF

COMPARED 3D IMAGE CLASSIFIERS. EVALUATED ON THE MODELNET10
DATASET. [1]

Accuracy [%] Mean AP [%]

Primitive-GAN 92.20

VIPGAN 94.05 90.69

Achlioptas et al. 95.40

VRN Ensemble 97.14

3D-GAN 91.00

Plain CNN (ours) 83.04 83.75

Augmented CNN (ours) 84.58 86.31

CGAN Classifier (ours) 89.21 89.18

The mechanics of these improvements are not clear, how-

ever, they are most likely related to some form of feature

knowledge transfer between the generator and classifier during

their simultaneous training. One of the possible explanations is

simple data augmentation provided by the generator. However,

since the performance of the CGAN is higher than that of

the augmented CNN, this explanation is not sufficient. The

same applies to another theory, that the presence of a generator

introduces noise into the classifier and makes it more robust,

but the same noise should be present in the augmented CGAN

which falls behind in performance.

C. Dataset

The models evaluated in the following experiment have

all been trained on and tested using a synthetic 3D model

dataset called ModelNet [1]. The dataset comes in two subsets:

ModelNet10 and ModelNet40, each containing 10 and 40

classes respectively. Our experiment uses the smaller subset.

The models are normalized with relation to the vector of

gravity and therefore oriented in the most sensible way. No

manual adjustments of the mesh models were performed.

In our preprocessing pipeline [2], the mesh models are vox-

elized, filled and scaled down to the final size of 32×32×32.

The values are normalized in [−1, 1] range.

IV. CONCLUSION AND FUTURE WORK

The research from the past year has yielded results support-

ing the viability and potential of the proposed methodology.

This shows the possibility of creating entirely new classifiers

by transforming existing well-performing non-generative ar-

chitectures resulting in potentially superior networks.

In our future research, we will further explore other viable

candidates for this methodology, including both voxel-based

and multi-view 3D image classifiers and evaluate the outcome

to further assess the proposed methodology.

Additionally, we will continue our work on the custom

rotary table 3D scanner which is currently in the prototype

stage. This scanner will be used to acquire 3D scans of phys-

ical objects used for the practical real-life model evaluation.

The used hardware and software solutions along with related

research effort are part of the Technicom project [6].
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Supervisor: 2Jaroslav PORUBÄN

1,2Dept. of Computers and Informatics, FEI TU of Košice, Slovak Republic

1tomas.tarkanic@tuke.sk, 2jaroslav.poruban@tuke.sk

Abstract—Intelligent or smart spaces are used in many ways.
In this paper we present our approach in the use of intelligent
spaces. We introduce our will to use smart spaces as test platform.
With this planing platform we should be able po observe people,
and evaluate some kinds of metrics. Especially we focus on human
motion and metrics linked to it. In this paper we also present
our progress on the first part of test platform - multi-camera
people tracking.
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I. INTRODUCTION

There are many places that are called smart or intelligent.
We can find houses, offices, building, factories or even cities
called smart. One of this kind of places Openlab, is located on
the department of Computers and Informatics, TU of Košice. It
was build to by playground or test base for projects of student.
Also it was meant to be learning/teaching platform [1].

Openlab can be used to simulate smart spaces, so students,
teachers or whoever have a will can use it as an universal
space of this kind. To be honest Openlab can not simulate
every possible smart space, but it is able to transform to many
kind of them.

We find out that smart spaces can be used as test base. It
mean that we can use Openlab or another intelligent space as
platform for measurements. Because of our focus on human
centered spaces we decide to explore possibilities of people
observation.

II. INTELLIGENT SPACE AS TEST PLATFORM

In the following chapter we will describe possibilities of
intelligent spaces and specify our focus on people observation.
We will describe test base build on the ground of intelligent
space.

A. Ways of using smart spaces

According to Belanová [2], are smart or intelligent spaces
the ones sensing, understanding of what is happening in them
and providing services for human.

Intelligent spaces are used in different ways. As smart
homes [3], smart offices [4], smart production lines [5] and
also cities becoming smart [6]. But what about concrete usage?
Notion smart or intelligent are very often used with the place
which should make its usability more comfortable. Another
way of application is to help people. Intelligent systems
are installed to the retirement homes to help with disasters
prevention. Or we can find an examples of fully automated

Fig. 1. Goal of test base

production lines with are build with the goal save a money
and make process more precise.

The examples mentioned above are definitely not all possi-
ble variants of smart spaces applications and usage. But even
due to this examples we can divide intelligent spaces on two
major types:

• the ones that include persons, or in another words are
made it be used by humans and,

• the ones that are manufacturing or not including human
to be part of it.

We introduce this dividing because we want to specify our
aim at the first kind of intelligent spaces - the one that are
made for human.

Intelligent spaces with the aim on human are evolving as
the other kinds do. New applications are introduced, new kind
of sensors are used. On the figure 1 we can see what we want
to achieve. The test base for smart spaces applications, which
can be used as tool for user experience testing.

Similarly as the eye tracking and mouse tracking techniques
move web testing forward [7][8], we thought that technologies
in the smart environment can move forward another kinds of
testing.

Why do we thing smart spaces are good to be test base?
They contain sensors and actuators [9], which are providing
information to us [10], we can use this information for test
purpose, in some cases uses do not even have to know that he
or she is test participant. Many of smart spaces include in their
technical equipment some kind of human tracking technology.
Many o them have video cameras installed. We think about the
video cameras usage to get some information we can transform
to test results.

B. Observation of behavior in intelligent spaces

Most of intelligent spaces include video cameras in the list
of hardware equipment. We focus on them.

Video cameras can be used for observation, but there is
many things we can observe. One of them is trail. We decide
to observe user of smart environment and track their routes.
Also we can monitor the times of entering and exit. We can
monitor times of stops they made. By doing so we would be
able to find:
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Fig. 2. Tasks of test base

Fig. 3. Video processing structure

• What are the routes of users.
• What are the number of user. (We are planing to imple-

ment multi-user observing)
• What are the time users spend in space in average.
• How fast they walk.
• Where and when they stop.

By implementing test base in intelligent space environment,
which is mention for tracking people movement we want to
find out if measured data can be used to evaluate or improve
user experience of application running in the smart space.

C. Test base structure and implementation steps

Openlab as we describe it is suitable place to develop and
test test-base for intelligent spaces. This space contain needed
sensors - video cameras, which are strategically placed to
cover whole place. Its footprint is irregular what make tracking
more difficult, but it is better for system designing to by ready
for this type of conditions.

To reach the output as we describe in part II-B, we need to
specify steps which should be done 2:

1) Firstly we have to get working multi-user, multi-camera
tracking.

2) Secondly we have to do research about suitable ways of
data storing.

3) Third step is to create algorithm to present data.

About the topic of multi-camera people tracking we can
find articles like by Wen [11], where authors introduce method
based on a space-time-view hyper-graph, the disadvantage of
method is need of previous camera specification.

When we want to store measured data we have to look on
the ways to do it. This kind of data match the data type big
data by their character. It could be difficult to determinate
which data are significant and have to by stored and which
should be deleted [12].

Measured data should be presented in the right format and
they have to by comparable. Problem with comparison relate
mostly to measured route. When we want to tell the end user
if two routes are the same we have to implement algorithm to
do so, which neglect non significant differences.

III. TEST BASE PROGRESS

We describe the steps that need to be accomplished on the
way of creating test base used in intelligent spaces 2.

Looking at the first steps we prepare solution for multi-
camera people tracking 3.

The set of program were created to accomplish task of
people tracking. First part of complex application use YOLO 1

1YOLO detector - https://github.com/pjreddie/darknet/wiki/YOLO:-Real-
Time-Object-Detection

detector to identify person in the camera image. The instance o
application have to run for every camera we want to use. Set
of data are processed with another application which trans-
form image position to metric system position in real room
footprint, this task was fulfilled by using OpenCV Geometric
Image Transformations2. The last task was to identify the same
person on the images from multiple video cameras - task
was accomplished by algorithm predicting movement based
on distance.

For next work we have to finish another two part of test
platform. Data storing problem and data presenting problem.

IV. CONCLUSION

In this paper we presented our plan to build test platform
observing people, on the ground of intelligent spaces. During
this year we created first part of platform which detect
movement of humans. Our next aim is to complete another
part of described platform, data storing and data presenting.
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Abstract - This article discusses smart grids and smart metering 

systems that are an essential part of them. Their history has 

origins at the beginning of this millennium. In this article is 

presented from the actual state up to the possibility of 

development of these areas for the future in the world and 

particularly in Slovakia. The main asset of this article is to point 

out the legal aspects of these areas for the territory of the Slovak 

Republic. 

 

Keywords - Law aspects, Smart Grids, Smart Metering, Smart 

Meters.  

I. INTRODUCTION 

The development of industry in many areas we can see for 

decades around the world. Electrical power engineering in 

Slovakia as a country with a high number of qualified experts 

in this field has no exception. 

 

Smart grids are modernized networks that use information 

and communication networks and modern technologies for 

collecting information on electricity generation and 

consumption. Intelligent networks allow you to increase 

efficiency automatically (by controlling power flow or 

shortening peak times), save money (ability to adapt to 

demand), increase reliability and power generation and 

distribution. Smart grids include smart electricity meters, 

intelligent consumers, renewable energy sources and much 

more. [14] 

 

The term “smart grid” appeared in 2003 in an article by Michael 
T. Burr. In the article were defined some functionalities and 

technical definitions of smart grids. One of the main pillars is 

the use of digital data processing and digital signal 

transmission, enabling data transmission and easier 

management of intelligent network information. In the Slovak 

Republic, smart electricity meters began to appear in 2012. For 

the purposes of measuring end-user consumption, the 

distribution companies use more smart metering systems, 

which are the part of smart grids. Induction electrometers are 

slowly but surely getting into the background. The Telegestore 

project was launched in Italy at the beginning of the second 

millennium. The project used networks with approximately 30 

million of Smart Electric Meters. These smart electricity meters 

were interconnected by means of a digital network using power 

lines alone. In one case, a wide-band transmission of data over 

the power line was used, and in the other case, wireless data 

transmission technologies were used. 

 

 
 Fig. 1. Telegestore System Architecture [21] 

II. THE LAW ASPECTS OF SMART METERING IN THE SLOVAKIA 

In this category, we talk about legislation that is valid for the 

Slovak Republic and is connected to smart grids and smart 

metering.  

A. Decree of the Ministry of Economy of the Slovak Republic 

No. 358/2013 

In 2013, the Ministry of Economy of the Slovak Republic 

adopted Decree No. 358/2013 laying down the procedure and 

conditions for the deployment and operation of smart metering 

systems in electrical power engineering. [3] 

 

 
Fig. 2. Smart Metering System [26] 
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The subject matter to this regulation is to establish the criteria 

and conditions for the deployment of smart metering systems 

for each end-consumer category of electricity. The required 

technical parameters (functionalities), data transmission 

requirements and cooperation between several systems and 

methods of accessing metering data deadlines for the 

introduction of smart metering systems for each end-consumer 

category. 

 

The requirements for categories 1, 2 and 4 are already fulfilled 

according to the requirements of the applicable legislation. 

Installation of smart meters in a category No. 3 is still in 

progress and will end on 31.12.2020. 

  

The above-mentioned decree divides the technical parameters 

or functionalities of smart metering systems into three 

categories, namely: 

 

a) basic functionality of the smart metering system, 

b) advanced functionality of the smart metering system, 

c) special functionality of the smart metering system. 

 

Individual categories slightly differ from each other but the 

common functionalities are e.g. capability of bidirectional 

communication between the end-users consumer point and the 

data centre, continuous off-take and delivery metering with a 

15-minute measurement interval and remote reading, recording 

offtake and delivery to multiple tariffs and associated tariff 

switching, event registration and failure states of smart meters. 

 

In addition, advanced and special functionality makes it 

possible to record the quality parameters of the distribution 

system. The quality parameters obtained by means of 

intelligent electricity meters are increasingly valuable and are 

increasingly in demand for the needs of distribution network 

development, maintaining the required quality parameters of 

electricity when supplied to end customers, and for the needs 

of end customers. If the data level (signal) is enough, it is 

possible to connect the end-consumer within 10 minutes of the 

request being made by the electricity supplier. In case of 

insufficient signal to execute the command for the smart meter, 

the work order for physical connection is issued by an 

employee of the distribution company. 

 

Regarding the requirements for data transmission and 

cooperation between individual systems, the communication 

should be realized in Slovak conditions via the Global System 

for Mobile Communications (GSM), universal GPRS packet 

radio service, using the local Ethernet network or indirect 

communication using concentrators via PLC (Power Line 

Communication) or WAN protocol. [3] 

 

The use of GSM / GPRS technology is also important in parts 

of the distribution area, where is not enough level of data 

services (signal) to enable intelligent electrometers to safely 

command and perform remote data readings. The remote 

readings include e.g. load profile 15 min and 10 min, registers 

and events. Especially in wooded and sparsely populated areas 

of north-eastern Slovakia and the Spiš region is more difficult 
to achieve. Inductive and digital electricity meters are mainly 

used in these areas.  

PLC (Power Line Communication) technology is suitable to 

use especially in densely populated areas, such as urban 

agglomerations. This technology is important for example in 

apartment buildings.  

 

In eastern Slovakia, this technology was introduced to the trial 

operation in 2013, where PRIME and BPL (Broadband Power 

Lines) technologies were tested. In 2017, new generations of 

PLC technology began to appear on the world market, which 

was at a higher technological level than their predecessors. 

VSD in 2017 tested PRIME (Powerline Intelligent Metering 

Evolution) and G3-PLC where the test results were much more 

satisfactory than the last tests, for which technological 

advances in manufacturing spheres were possible. Whether this 

technology has the potential for contribution to the sustainable 

development of intelligent networks not only in Slovakia but 

also worldwide. 

 

 
Fig. 3. PLC technology [15] 

 

The Decree specifies the obligation for the distribution 

network operator to measure at least 80 % of the total volume 

of distribution points in the distribution area using intelligent 

metering systems. 

 

In the territories of eastern Slovakia, which is in the report of 

Východoslovenská distribučná, a.s. consists of about 100,000 

offtake points with consumption of more than 4,000 kWh per 

year. Mostly business entities and households which use 

electric boilers to heat and utilize electricity to heat domestic 

hot water. The rest consists of offtake points with an annual 

consumption of less than 4,000 kWh. Induction and static 

electricity meters are installed on that consumption metering 

points. 

 

Based on this decree, OKTE, a.s. (Short-Term Electricity 

Trader) is obliged to make the measured data available from 

intelligent metering systems to end-users who request it for 

meeting the following criteria: 

• The applicant is a consumer of electricity at a given 

point of consumption. 

SCYR 2020 – Nonconference Proceedings of Young Researchers – FEI TU of Košice

122



• At a point of consumption with one of three 

functionalities is installed at the metering point. 

B. Energy Act No. 251/2012 of the Collection of Laws 

The subject of the amendment to the Energy Act No. 

251/2012. It is mainly to establish the rights and obligations of 

the individual market participants in the energy sector measures 

aimed at ensuring the security of energy supply (electricity, 

gas) and the functioning of the internal energy market and 

statistical supervision of energy in the Slovak Republic. [4] 

 

One of the duties of the distribution system operator is to deduct 

all types of electricity meters (inductive, digital and smart) at 

least once a year. Induction meters represent the oldest type of 

meter, which was produced in single-phase and three-phase 

versions. In the case of two-tariff measurement an external 

device, such as a switching clock or a remote-control receiver 

(HDO) was needed. At the end of 2014, their number in the 

distribution area of VSD, a.s. was about 400 000 pcs.  

 

 
Fig. 4. Three-phase electromechanical induction meter [6] 

 

Since 2010, a massive installation of digital electricity meters 

has started, which has many advantages over its predecessor. 

These meters do not need external tariff switching devices 

because they have their own time base and switching relay. At 

the end of 2014, their number in the distribution area of VSD, 

a.s. was about 200 000 pcs. 

 

 
Fig. 5. Three-phase static (digital) meter [7] 

 

In the case of inductive electricity meters, the reading is done 

physically (manually) at the sampling point and, in the case of 

digital meters, also physically at the consumption metering 

point but by means of a manual terminal and optical probe 

which can make the human factor failure. In some cases, by 

mutual agreement it is possible to accept the deduction of 

reports to the end consumer. In practice, this is done in the form 

of reporting electricity meter status by e-mail, telephone, by 

self-counting mobile application or by post using a postcard.  

 

In the case of smart electricity meters which represent the latest 

generation of electricity meters, the deduction is carried out in 

the form of remote reading by means of the data and collection 

centre. In this case, the reporting of the states by the end 

consumer is not accepted. Compared to simple digital 

electricity meters, they have a larger range of measured 

quantities as well as several new functionalities.  

 

 
Fig. 6. Three-phase Smart Meter with special functionality [8] 

 

On the contrary, it is the responsibility of the final electricity 

consumer to make the supply point available to the employee 

of the distribution company, which in eastern Slovakia is 

Východoslovenská distribučná, a.s., in central Slovakia it is 

Stredoslovenská distribučná, a.s. and in western Slovakia it is 

Západoslovenská distribučná, a.s. for the purpose of carrying 
out the deduction of a designated measuring device or checking 

the technical connection conditions such as checking for the 

presence of unauthorized sampling or a technical state of the 

measurement). 

 

One of the obligations of the operator of the regional 

distribution system is to send the measured data from the 

consumption metering points where a smart electricity meter is 

installed to OKTE which collects, manages and makes the 

measured data available. The transmission system operator, the 

local distribution system operator and the direct line operator is 

also obliged to provide the measured data for the individual 

offtake and handover points of OKTE, which makes the data 

available for clearing entities, electricity suppliers, the 

Regulatory Office for Network Industries and the Ministry of 

Economy of the Slovak Republic. 

 

C.  Cybersecurity Act No. 69/2018 of the Collection of Laws 

As in any industry the energy sector has no exception, so it 

is necessary to address the issue of cybersecurity. The 

requirements under the Cybersecurity Act relate mainly to the 

security of networks, infrastructure and information systems. 

Systems for collecting and processing smart metering data also 

fall into this category. [5] 

 

By adopting this law, many companies have incurred financial 

expenditures which must invest for securing their data 

networks, increasing the level of security of their IT 

infrastructure and of course the data themselves which are often 

of great value to these companies. In the field of electricity 

measurement, it is mainly about increasing the security level of 
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data transmission using verified security certificates and 

subsequent storage on sufficiently secure storage. They use 

local disk arrays in their own management and remotely 

network disks called Cloud storage. [24][25] 

III. CONCLUSION 

Smart grids, as the successors of conventional distribution 

grids are gaining in popularity. Current smart grids are 

perceived rather as complementary grids supporting 

conventional distribution grids. 

 

This is evidenced by the implementation of various projects 

around the world, such as the Telegestore project in Italy or the 

Smart grid city of Yokohama project in Japan. [11] 

 

An integral part of smart grids is the smart metering systems 

that have been appearing in Slovakia since 2014 where they 

gradually began to replace the outdated induction meters. If we 

want to build an operational and sustainable smart grid, we 

must focus mainly on the implementation of modern 

communication technology and measurement systems.  

 

From an economic-legal point of view the close cooperation 

between the government, distribution companies and the 

business sector are needed to achieve these objectives. From a 

cybersecurity perspective it is important to think about securing 

the networks and protecting sensitive data from unauthorized 

misuse. Cybersecurity is a challenge that should be raised more 

frequently when dealing with smart grid projects. 
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After several decades of active research many integral 

questions regarding Superconductor-Insulator Transition (SIT) 

as one of the central points of interest of contemporary condensed 

matter physics remain unanswered. SIT is one of several known 

realisations of a continuous quantum phase transition. This review 

summarizes the results of the search for another suitable 

experimental system that could exhibit the intriguing findings in 

homogeneously disordered films of molybdenum carbide in the 

vicinity of the SIT which were presented in my contributions in 

previous years, as well as the results of the continued efforts to 

characterize the electronic properties of our MoC films through 

various methods. 

 
 

Keywords — Disordered superconductors, Superconductor-

insulator transition, Ultrathin films   

 

I. INTRODUCTION 

 Superconductor-insulator transition is a type of a continuous 

quantum phase transition: a phase transition that occurs at zero 

temperature due to a change in the ground state of the system 

[1,2,3]. A quantum phase transition is facilitated by quantum 

fluctuations as opposed to thermal fluctuations associated 

with regular phase transition. The ground state change occurs 

as a result of a variation of an external parameter in the 

Hamiltonian describing the total energy of the system. The 

most basic examples of such parameters (specifically for the 

superconductor-insulator transition) are disorder, charge-

carrier concentration, external magnetic field and lower 

dimensionality of the system.  This  brief review focuses on the 

results of experiments on homogeneously disordered ultrathin 

polycrystalline films of molybdenum carbide on an oxidized 

amorphous silicon substrate prepared by magnetron sputtering. 

Previous study on molybdenum carbide films [4] showed 

gradual suppression of superconductivity by reducing the 

thickness of films. In this case the reduction of the film 

thickness leads to an increase of disorder expressed via Ioffe-

Regel parameter �!�. The thinnest tested sample (3 nm 

thickness) exhibited homogeneous superconducting phase with 

transition temperature �" = 3.95	K, thus still relatively distant 

from the transition to the insulating state. However, theoretical 

calculations predict �!� close to unity, which represents the 

quantum limit for metallic conductivity. Unfortunately, we 

were unable to produce uniform films with thickness lower than 

3 nm. Thinner films exhibited inhomogenities and multi-

phase/granular signatures in transport measurements. The 

situation was repeated in the case of MoN films, where the 

lowest achieved thickness that preserved homogeneity was ~4 

nm, however we were not able to replicate this result again with 

the same substrate class. This lead to a search for the optimal 

substrate and sputtering conditions combination to manufacture 

thinner samples closer to the superconductor-insulator 

transition.  

 

II. INITIAL STATUS 

Previously, we demonstrated a presence of unconventional 

density of states (DOS) above the perpendicular upper critical 

field �#$(0) in the 4 nm thick molybdenum nitride films by 

means of tunneling spectroscopy. This kind of logarithmic 

suppression of DOS at the Fermi energy that persists on the 

other side of the superconducting transition was observed as a 

pseudogap in several types of conventional and unconventional 

superconductors, such as other highly disordered systems in 2D 

(ultrathin films) and 1D (nanowires) limit as well as high-

temperature cuprates. Unlike a pseudogap, this spectral feature 

is not suppressed in magnetic field. We observed a similar 

phenomenon in 3 nm MoC thin films, where the tunneling 

anomaly was actually emphasized in magnetic field. From the 

shape of �#$(�) temperature dependence and the apparent lack 

of vortex lattice formation in perpendicular magnetic field we 

determined that the film entered the Pauli paramagnetic limit 

region. In conjunction with the observed field dependence of 

the DOS suppression at the Fermi energy we identified this 

phenomenon as the low temperature tunneling anomaly in low-

dimensional highly disordered systems, also known as the 
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Altshuler-Aronov effect [5, 6]. This effect is a property of the 

normal state after the superconductivity gets suppressed by the 

magnetic field, as opposed to a pseudogap, which is a property 

of the superconducting state (or more precisely, the result of 

superconducting fluctuations in the normal state).  

 

III. TASKS SOLVED 

To complete the analysis of the MoC films, we return to the 

transport data and perform a finite-size scaling to determine the 

universality class of the transition at zero temperature. This 

might provide insight into whether the 3 nm film approaches 

the region, where bosonic excitation effects are necessary to be 

considered in our purely fermionic treatment of the Altshuler-

Aronov anomaly. In the language of continuous quantum phase 

transitions, the system is characterized by divergence of 

relevant length scales and universal behavior of physical 

quantities towards the critical point, which can be expressed in 

the form of a scaling law 

�(�, �)
�" = � 3(� − �")�%

&

'(5 
where  �" is the critical resistance, � is a universal scaling 

function, �" is the (upper) critical field, � is the correlation 

length exponent and � is the dynamical critical exponent [7]. 

Magnetoresistance isotherms in the vicinity of the critical point 

should exhibit a common crossing point, marking the precise 

values �",	�", and collapse onto each other after rescaling, 

providing a single pair of �, �, which determine the universality 

class of the transition regardless of the microscopic material 

properties.  

 Fig. 1 presents a set of sheet resistance �□ vs perpendicular 

magnetic field curves measured at temperatures 0.4 - 6 K. 

Instead of a crossing point which should precisely determine 

the upper critical field �"$(0) we observe a crossing region 

between 6.3 and 6.8 T.  Similar situation was observed in thin 

films of indium oxide [8], crystalline lead [9], zirconium 

chloride and molybdenum disulfide [10], where the crossing 

field decreases with temperature (this behavior is associated 

with quantum Griffith phase [11]) as well as in amorphous 

indium oxide films [12, 13], where the crossing field increases 

with temperature, which is the case of our MoC sample. Due to 

the absence of a singular crossing point, no universal values of 

� and � are obtainable through finite-size scaling. However, in 

small temperature intervals the scaling is possible as illustrated 

in Fig. 2. Considering the uncertainty of arbitrarily defined 

overlap of scaled curves we extract an approximately linear, 

proportional dependence of �� on temperature, which, when 

extrapolated to zero temperature, yields �� ≈ 0.7. If we assume 

� = 1 for long-range Coulomb interactions [7], � = 2/3 is a 

prediction of a (2+1)D model or that of a model without 

disorder [14, 15], whereas most experiments on strongly 

disordered 2D systems report �	~ 4/3, as predicted by 2D 

quantum percolation model [2]. Therefore, we tentatively 

conclude that the bosonic excitations do not play a crucial role 

in the field-tuned superconducting transition at low 

temperatures in the system at the �!� values approaching unity. 
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Fig. 2.  Finite-size scaling of normalized sheet resistance �□/�" versus the 

scaling variable |� − �#$|�
%&∕() for the 3 lowest temperature datasets with 

the resulting critical exponent product �� = 0.92. 

 
Fig. 1.  3 nm MoC film magnetotransport measurement. Sheet resistance �□ 

as a function of temperature for perpendicular magnetic field 0 - 8 T. 
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Abstract— Thermoplastic starches (TPSs) are promising 

alternatives to conventional biodegradable polymers. Intra- and 

intermolecular interactions determine properties of TPS which 

tend to rapidly change over time due to structural relaxation as 

well as with rising temperature. This paper refers impact of 

glycerol and urea on thermoplastic corn starch using single-pulse 

(SP) magic angle spinning (MAS) 1H NMR spectroscopy during 

ageing as well as temperature dependences of relaxed samples. 
 

Keywords— free water, glycerol, thermoplastic starch, urea 

I. INTRODUCTION 

Native starch (NS) is a semicrystalline polysaccharide 

occurring in form of discrete granules made up of two major 

components. Linear amylose consisting primarily of α-1,4 

linkages and highly branched amylopectin with branching 

points made up of α-1,6 linkages [1]. 

NS does not behave like a thermoplastic material due to 

strong inter- and intramolecular hydrogen bonds increasing 

melting point above temperature of thermic decomposition. In 

order to process NS as thermoplastic material, these strong 

hydrogen bonds between hydroxyl groups of starch molecules 

need to be broken which is done in the presence of plasticizer 

at a specific temperature and under shear stress in the process 

called gelatinization [2]. Homogenization of gelatinized starch 

results in thermoplastic starch (TPS). 

Relatively fast structural relaxation of TPS over time, poor 

mechanical properties and high sensitivity to ambient 

humidity are the biggest drawbacks of TPSs [4]. Properties of 

TPS can be also determined by used plasticizer(s) and 

interactions between them as well as temperature relations of 

these interactions which is main aim of this paper. 

II. EXPERIMENTAL 

A. Samples 

Native cornstarch Meritena® 100 produced by Brenntag, 

Slovakia was plasticized by urea and glycerol with a constant 

weight ratio between starch and plasticizer(s) (Tab. I).  

Suspension of native starch, water and preset combination 

of plasticizers were stirred at the temperature of 70 °C in order 

to disrupt structure of NS and dried at 100 °C for 5 hours to 
remove the excess of water. Water in the suspension helps to 

disrupt starch granules as well as dissolve urea crystallites. 

TPS was then prepared by kneading of the starch gel in 

plastograph Barbender PLE 331 for 10 min. at 100 rpm and 

temperature of 130 °C in order to homogenize the mixture. 

Afterwards, TPS was pressed into plates at the pressure of 100 

kPa and temperature 130 °C for 6 minutes. Samples were then 

stored in the PE bags in the dark place under the constant 

temperature of 22 °C. 
TABLE I 

WEIGHT FRACTIONS OF GLYCEROL AND UREA IN THE SAMPLES RELATIVE TO 

THE STARCH WEIGHT. 

 Urea Glycerol 

U-TPS 0.7 0 

UG-TPS 0.35 0.35 

G-TPS 0 0.7 

B. Nuclear magnetic resonance 

The measurements were performed at temperatures varying 

from 30 to 140 °C on 400 MHz Varian Solid-State NMR 

spectrometer (VNMRS 400, Palo Alto, CA, USA) equipped 

with the wide bore magnet using 4 mm ZrO2 rotors. The 

duration of 1H π/2 pulse was 2.9 μs, the recycle delay of 10 s 

and acquisition times of 20 - 80 ms were applied. The 

chemical shifts were referenced to the TMS using adamantane 

as an external standard. 

Spectral deconvolutions and calculations were done using 

the Varian VnmrJ 3.2 and Mestrelab Research Mnova 9.0 and 

OriginPro 8 software packages.  

III. RESULTS AND DISCUSSION 

Fig. 1 shows MAS 1H NMR spectra of U-TPS, G-TPS and 

UG-TPS measured one day and 52 weeks of storage at 

temperature of 30 °C. U-TPS spectra consist only of one 

asymmetrical peak representing superposition of hydrogen 

nuclei of urea and free water molecules. However, a 

noticeable broadening of this line over time was observed 

which can be associated with creating urea-water interactions 

via hydrogen bonds and so hindering their molecular motion. 

Phase separation connected with formation of rigid urea-

rich regions over time explains considerable decrease of 

signal intensity in U-TPS spectrum after 52 weeks of storage. 

G-TPS and UG-TPS samples shows significantly better 

resolution and narrowing of the lines over time in contrast to 

U-TPS. 52 weeks after sample preparation we can distinguish 

peaks denoted to glycerol hydrogens directly bound to 

carbons (3.7 ppm), hydrogens associated to free water 

molecules (4.8 ppm), glycerol hydroxyl groups (5.3 ppm) and 

urea hydrogens in the case of UG-TPS (6.0 ppm). 

Spectra of G-TPS and UG-TPS measured 1 day after 

sample preparation show only superposition of signals 

denoted to free water and glycerol hydroxyl groups as single 
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peak at 5.1 ppm. Increase of overall intensity of the spectra 

compared to the intensity of signal denoted to 1H nuclei of 

glycerol directly bound to carbons is evidence of either water 

adsorption or phase separation of water molecules over time. 

15 10 5 0 -5 8 6 4 2 8 6 4 2

G-TPS

Chemical shift (ppm)

U-TPS UG-TPS

 

Fig. 1. MAS 1H NMR spectra measured one day (black) and 52 week (red) 

at 30°C after sample preparation. 

MAS 1H NMR spectra measured after 52 weeks of storage 

did not shown any significant changes, indicating structure 

stabilization. Such samples were used for measuring 

temperature dependences of MAS 1H NMR spectra shown in 

Fig. 2.  

 

Fig. 2. MAS 1H NMR spectra of U-TPS, G-TPS and UG-TPS measured 

after storage period of 52 weeks at 30 (a), 60 (b), 100 (c) and 140 °C (d). 

Unresolved peak in U-TPS measured at 30 °C split into two 
peaks at 60 °C. Such rapid increase in resolution cannot be 

explained only by superposition of signals of water and urea 

but also by disruption of urea-water complexes. Further 

increase of temperature leads to position shift of the urea peak 

and decrease of intensity of the signal of free water due to 

evaporation. U-TPS spectrum measured at 100 °C shows 

signal in the region from 3.5 to 4.2 ppm associated with starch 

macromolecules with noticeable splitting in the spectrum 

measured at 140 °C. 

G-TPS shows significant shift of the peak of hydroxyl 

groups with increasing temperature. Mentioned signal 

overlaps peak related to the water at 60 °C and due to 

evaporation we assume that at 100 and 140 °C only 

insignificant fraction of intensity belongs to hydrogens of 

water. Also splitting of the peak at in the region between 3.3 

and 4.0 ppm is observed in spectra measured at 60 °C and 
above as well as a new peak at 5.3 ppm rose up at 140 °C.  

UG-TPS spectra have same characteristics as G-TPS except 

of presence of urea signal, which at 140 °C become a part of 

asymmetrical signal of hydrogens of urea and hydroxyl 

groups of glycerol. 

Liquid-state 1H NMR spectroscopy of corn starch measured 

in DMSO-d6 was published in the past [5-7]. Mobility of 

starch chains at room temperature is too low to get spectrum 

of sufficient resolution. However, molecular motion at 140 °C 
enables us to see some peaks of starch macromolecules as 

depicted in detail in the Fig. 3.  

 

Fig. 3. MAS 1H NMR spectra of U-TPS, G-TPS and UG-TPS measured at 

140 °C in the range of 3.15 to 4.2 ppm. Capital letters A-C denote peaks 

related to the starch macromolecules. 

In the spectra we can distinguish peaks at 3.93 and 3.82 

ppm (A, B) associated with hydrogens bound to carbons 3, 5 

and 6 and peak related to hydrogen bound to carbons 2 and 3 

(C). Peaks are superimposed to glycerol signals in the case of 

G-TPS and UG-TPS which makes spectra more complicated 

but better resolved than in the U-TPS spectrum [8]. 

IV. CONCLUSION 

Molecular mobility of urea molecules in U-TPS decrease 

over time due to formation urea-water complexes. Despite of 

urea molecules, presence of glycerol in TPS rapidly increases 

resolution of the spectra. In contrast to U-TPS, narrowing of 

peaks in G-TPS and UG-TPS was observed with increased 

storage time. 

Rearrangement of urea molecules in U-TPS formed 

structures with highly restricted molecular motion after 52 

weeks of storage. 

Molecular mobility of TPS samples above 100 °C is 
sufficient to see peaks related to starch macromolecules in 

solid-state 1H NMR spectroscopy. 
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Abstract—This paper is a summarization of the last year of post 

gradual study. This paper is focused on lamination of multilayer 

PCBs. Substrate material with low Tg as well as substrate material 

with high Tg were used. Mechanical properties of such structures 

were tested as well. Mechanical testing was realized by 3-point 

bend test. 3-point bend test seems like the best testing method for 

evaluation of mechanical properties of multilayer PCBs. 
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I. INTRODUCTION 

Development of electronics is putting pressure on designers 

to place more electronic components on the small Printed 

Circuit Boards (PCBs). Miniaturization of PCBs based on the 

reducing trace width, isolation gaps, or the dimensions of  

components packages is reaching its physical limits. 

Embedding components into substrate opens the door to new 

opportunities in miniaturization of electronic devices. 

Embedded components may slightly increase the thickness of 

PCB but allow marked reduction of PCB area. Furthermore, 

embedded components can improve electrical properties or 

reliability of PCBs [1, 2, 3]. 

Electronic components can be embedded by many 

technological processes. Embedded components can be created 

as planar resistor or capacitors, electronic components in 

Surface Mount Device (SMD) package or even unpackaged 

chips. There are a few different technologies for embedding 

components which are using different technological steps [1, 

3].  

The face down technology is one of the technologies for 

components embedding. This technology is based on 

embedding components in SMD package into PCBs. Thickness 

of PCB depends on thickness of used SMD packages. Required 

thickness of PCB core can be achieved by implementing PCB 

laminate of required thickness or by many layers of prepreg [2, 

3]. This paper is focused on analysing properties of multilayer 

PCBs with prepreg based core.  

II. LAMINATION OF MULTILAYER PCBS 

This research was focused on mechanical properties of 

substrate material, which are used for lamination of multilayer 

PCBs. Laminate materials with low Tg and high Tg as well as 

prepreg materials with low Tg and high Tg were used for this 

research. Basic properties of this materials are in Table 1. 

 

TABLE 1 

BASIC PROPERTIES OF USED MATERIALS [5, 6] 

Type 

Glass 

cloth  

style 

Catalogue  

thickness  

of 1 layer (mm) 

Tg  

(°C) 
Td 

 (°C) 

DE 104 (laminate) 2116 0.565 135 315 

PCL370HR (laminate) 7626 0.565 180 340 

DE 104 (prepreg) 2116 0.105 135 315 

DE 104 (prepreg) 7626 0.197 135 315 

PCL370HR (prepreg) 7626 0.172 180 340 

   

 Different conditions of lamination were also used. 

Lamination of multilayer prepreg materials were done by one 

step lamination as well as by two step lamination (Fig. 1). One 

step lamination was done by conditions given by manufacturer 

of prepreg materials. Two step lamination was divided into two 

lamination cycles. The first lamination cycle was done by 

temperature 70 °C and pressure 2 MPa and the second 

lamination cycle was done by conditions given by 

manufacturer of prepreg materials. 

 First step of the two step lamination creates solid structure of 

prepreg layers which can be manipulated or drilled. This 

structure allows realization of vias or holes for embedding of 

components. This approach has big potential for application in 

components embedding by face down technology. 

 Number of layers was chosen to achieve approximately the 

same thickness of embedded samples. Every prepreg material 

was laminated by one step lamination (samples marked as ”A”) 
as well as by two step lamination (samples marked as ”B”). 
Laminate materials and prepreg materials were also laminated 

to sandwich structures (samples marked as ”M”) which were 

laminated by two-step lamination (Table 2). 
 

TABLE 2 

TYPES OF SAMPLES USED IN EXPERIMENT 

Sample Material Layers 
Tg  

(°C) 
Thickness 

(mm) 

L1 DE104 (laminate) 1 135 0.56 

L2 PCL370HR (laminate) 1 135 0.56 

1A DE104 (prepreg 2116) 10 135 1.21 

1B DE104 (prepreg 2116) 5+5 135 1.16 

2A DE104 (prepreg 7626) 6 135 1.27 

2B DE104 (prepreg 7626) 3+3 135 1.22 

3A PCL370HR (prepreg 7626) 6 180 1.36 

3B PCL370HR (prepreg 7626) 3+3 180 1.32 

M1 Combination of L1 and 1B 10+2 135 2.22 

M2 Combination of L2 and 3B 6+2 180 2.44 
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Fig. 1 Lamination profile 

III. MECHANICAL PROPERTIES OF MULTILAYER PCBS 

Mechanical properties of laminated structures were 

analyzed by 3-point bend test (Fig. 2). 3-point bend test was 

realized by Testometric M250-2.5CT. Samples dimensions 

were 7 mm × 40 mm and thickness of samples varies based 
on sample type (Table 2). Samples were loaded by constant 

speed (0.4 mm/min) and applied force was measured. 

 

Fig. 2 3-point bend test 

Mechanical properties of non-laminated substrates, 

laminated prepreg materials as well as combination of 

laminates and prepreg materials (sandwich structures) were 

analyzed. Mechanical properties were analyzed by flexural 

strength of samples. Flexural strength is given by [4]:  ���� =  ����� �ℎ2⁄  (1) 

where Fmax is maximum applied force, L is length between 

outside points of 3-point bend test b is sample width and h 

is sample thickness.  

 

Fig. 3 Flexural strength of various substrate materials 

Fig. 3 shows that flexural strength of prepreg materials 

laminated by two step lamination is even better than flexural 

strength of same prepreg materials laminated by one step 

lamination. Fig. 3 also shows that sample based on low Tg 

material with the thinnest prepreg layer has the best flexural 

strength of used prepreg materials. Sandwich structure based 

on low Tg materials has the biggest flexural strength of all 

used materials. 

IV. CONCLUSION AND FUTURE WORK 

This research was focused on mechanical properties of 

multilayer PCBs. Mechanical properties were tested by 3-

point bend test. This research shows that two step lamination 

did not have impact on mechanical properties of samples. 

Furthermore, the sandwich structure shows as promising 

structure for components embedding by face down 

technology.  

Detailed analysis of mechanical properties of these 
structures based on organic substrates was accepted for 

publication in current content journal. Future work will be 

focused on application of this knowledges and embedding of 

components in SMD packages into sandwich structures with 

prepreg based core. 
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Abstract—This article provides overview of the research work
that the author conducted in last year. First, we identify the issues
regarding semantic segmentation in biomedical imaging. Second,
we review state-of-the-art in biomedical image segmentation and
strategies that were developed to overcome limited, unlabeled
datasets. Finally, we define and evaluate example experiment.
Then we describe experiment on small synthesized dataset to
verify our hypothesis that random augmentation is not he best
tool to augment datasets. Our experiment support the hypothesis
that model-based augmentation is a better tool than random
augmentation.

Keywords—Deep learning, fully convolutional networks,
biomedical imaging, image segmentation, data augmentation.

I. INTRODUCTION

Semantic segmentation is a crucial step in biomedical
imaging tasks. While convolutional neural networks remain
state-of-the-art solutions for various image processing tasks
[1, 2, 3, 4, 5, 6], to achieve state-of-the-art accuracy, it is
desirable that they be trained on labeled datasets that are real,
varied, and large. While the creation of the aforementioned
datasets is a priority, we usually train models with limited
number of samples. Furthermore labeling these datasets re-
quire a significant amount of effort. Therefore, we identify
these problems in biomedical segmentation regarding creation
and labeling of datasets.

1) Limited dataset – In the medical domain datasets that
are large enough to train deep models are rare. We often
acquire only tens to hundreds of samples. Ideally, the
number of samples would be magnitude higher.

2) Unlabeled data – Labeling requires significant exper-
tise, time and money. Especially 3D volumes require
advanced software tools to label them. While the num-
ber of official labeled datasets is growing, variety of
unlabeled datasets are produced every day.

3) Dataset consistency – Another issue in biomedical
imaging is inconsistency in image acquisition procedures
across machines and institutions, which can produce
wide variations in resolution, image noise, and tissue
appearance [7].

A. State-of-the-art in biomedical image segmentation

Current strategies to overcome these problems in biomedical
semantic segmentation have been proposed.

1) Custom architectures – A number of architectures
are designed for biomedical segmentation: U-Net [8],

3D U-Net [9], V-Net [10]. These fully convolutional
neural networks usually contain contractive and ex-
pansive layers that are connected at the same level
of abstraction, which provides sufficient information
flow for pixelwise predictions. This type of architec-
ture provides a powerful building block for biomedical
segmentation systems and is considered to be the stan-
dard approach to solve this task. Deeper architectures
like DeepMedic [11], HighRes3DNet [12] outperform
purely contractive-expansive architectures on specific
tasks such as brain and lesion segmentation. They
contain advanced building blocks of CNNs such as
residual connection, atrous spatial pyramid pooling, and
dilated/atrous convolution. Furthermore, they re-purpose
pretrained convolutional layers originally developed for
natural image segmentation. Biomedical segmentation
puts attention on specific performance measures (sensi-
tivity/specificity/overlapping regions). We can improve
these performance metrics by employing non-traditional
loss functions: weighted cross-entropy [8, 9], dice score
[10, 13], sensitivity-specificity.

2) Pre-processing and post-processing – Semantic seg-
mentation often requires data processing before and af-
ter CNN computes pixelwise prediction. Pre-processing
steps are usually tied to specific imaging modality: inten-
sity inhomogeneity minimization [14], feature extraction
[15]. While the CNN family provides powerful segmen-
tation framework for local pixel prediction, we employ
a second, more global, post-processing technique that
applies Conditional random field for final pixelwise
prediction. The combination of CNN and CRF allows
us to achieve state-of-the-art performance, while we
train the ensemble either in end-to-end fashion [16, 17],
or separately and we apply CRF as a post-processing
method [1, 11, 18].

3) Random and Model-based dataset augmentation –
Random augmentation of biomedical images increases
the robustness and precision of the resulting classifier
and allows us to to create large volumes of labeled
data. Combinations of rotation, scaling, intensity value
adjustment, injection of Gaussian noise, shear, and Gaus-
sian blur are commonly used augmentation techniques
in biomedical imaging [8, 19, 20]. We can synthesize
new samples of data by applying a random coarse n-
dimensional deformation field and calculate the new
position of pixels through interpolation [9, 10]. While
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random augmentation remains the main strategy for
generating labeled examples, new model-based augmen-
tation techniques are being developed [21, 22]. Models
are usually based around CNNs that can learn spatial
transform and then register unlabeled image into labeled
image [23, 24].

II. SCIENTIFIC GOAL FROM PHD THESIS PROPOSAL

Idea: Design learning-based image registration architec-

ture as generative augmentation model.

Hypothesis: Model-based augmentation surpasses ran-

dom augmentation.

Learning-based registration outperforms classical registra-
tion in biomedical image segmentation.Different registration
strategies are used, usually based around CNN with supervised
or unsupervised learning. These architectures learn spatial and
appearance transformation, therefore providing a valuable tool
for generating realistic and variable training samples. This pro-
cess allows us to extract parameters of spatial transformation,
and subsequently, we sample and vary these transformations
to create more training samples.

However, there is no single evaluation of these learning-
based registration models as augmentation models. We pro-
pose to evaluate these models with metric, that will reflect
capabilities of increasing quality of training dataset. A syn-
thesized dataset can be used to train U-Net in a controlled
setting and compare the performance of the classifier with
different augmentation models. These model-based augmenta-
tions should outperform random ones.

Contribution: Verify if random augmentation is the best

tool augment data for encoder-decoder CNNs.

III. EXPERIMENTAL SETUP

We trained encoder-decoder architecture with same topol-
ogy (learning parameters) and hyper-parameters. The only
varying factor was the augmentation process of the dataset.
Topology of the network is vanilla U-net presented in [8].
The learning parameters of the network are optimized using
stochastic gradient descent with momentum. Other parameters
were initial learning - 0.001, learning rate was decreased to
factor of 0.3 every 5 epochs, momentum - 0.9, minibatch size
- 10. Training was stopped after 10 epochs, 500 iterations. We
used synthetic dataset of generated triangles with added noise
of 32x32 pixels for binary classification. This experiment is
a proof-of-concept, that the methodology described in Section
II is feasible. We used separate hold-out validation with 50/50
split between training and testing dataset.

IV. EXPERIMENTAL RESULTS

TABLE I
COMPARISON OF DIFFERENT METRICS OF THE U-NET WITH VARIOUS

AUGMENTATION METHODS ON VALIDATION DATA

GlobAcc MeanAcc MeanIoU WeightIoU MeanBF

No aug. 0.9754 0.9450 0.8627 0.9735 0.6863

Transl. 0.9697 0.9290 0.7713 0.9502 0.5813

Scaling 0.9709 0.9704 0.7878 0.9527 0.5615

Shearing 0.9740 0.9532 0.7977 0.9566 0.6222

Rotation 0.9792 0.9439 0.8233 0.9640 0.6423

Affin. t. 0.9846 0.9730 0.8598 0.9875 0.6564

Fig. 1. Training accuracy over 500 iterations with different augmentation
methods

In Tab. I we evaluate the performance of U-Net with 5
metrics. Global Accuracy (GlobalAcc) represents ratio of cor-
rectly classified pixels to total pixels, regardless of class. Mean
Accuracy (MeanAcc) represents ratio of correctly classified
pixels in each class to total pixels, averaged over all classes.
Average intersection over union (MeanIoU) of all classes.
Weighted intersection over union (WeightIoU) Average IoU
of all classes, weighted by the number of pixels in the class.
Average boundary F1 (MeanBF) score of all images.

U-Net trained on non-augmented data performs above all
other augmentation methods in two metrics - average intersec-
tion over union and average boundary F1-score. However, our
architecture using affine transform as augmentation method
performed better in three metrics - global accuracy, aver-
age accuracy and weighted area over intersection. Therefore,
modelling the transform of the target object in segmentation
yielded better results than using random augmentation.

V. FUTURE WORK

We propose to design learning-based image registration
architecture and evaluate its possibilities as augmentation
model. We can use these tools in two ways. We can either
augment or label the dataset for pixel-wise segmentation CNN.
Combination of generative augmentation and encoder-decoder
architecture for few-shot segmentation is the final goal the
PhD thesis. This deep hybrid model, which would combine
an appearance/spatial transform model to create model-based
augmentation and CNNs for local pixel segmentation, could
be a state-of-the-art model for biomedical imaging

VI. PUBLICATIONS

During 2019, our research group submitted an article[25]
in peer reviewed journal - Sensors with 5-year impact factor:
3.302 [26].
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Abstract—This paper presents the research work and results
which were gained over the last year in the field of modeling and
control of hybrid walking systems. Various model configurations
have been designed as part of the modeling process, based on
the simplest compass gait model. In the field of control, the
process of generation and tracking of trajectories was verified
for a benchmark underactuated system. The theory of hybrid
systems was used to solve research tasks within the experiment
ALICE in CERN.
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I. INTRODUCTION

Human walking stands above all of the other forms of

biped locomotion due to the fact that during a major part

of the step, the moving body does not occur in the static

equilibrium position [1]. For this reason, biped locomotion

is one of the most sophisticated forms of movement. One of

the most important reasons for studying human locomotion

is its effectiveness [2]. The movement of the robot’s legs,

while passive walking on the inclined plane, is controlled by

its own dynamics, powered by the gravitational acceleration

[3]. The aim of the control of underactuated walking is to

utilize the natural dynamics of the robot, because the control

is more efficient and requires less power to the system than

the control which tracks the reference trajectory in the fully-

actuated system [4]. This paper describes the results obtained

in the field of modeling and control of the walking robots

during last year.

II. PREVIOUS ANALYSIS AND ACHIEVED RESULTS

While modeling of walking as such, it is necessary to

consider not only the continuous dynamics of the legs but

also the discrete events that occur when swing leg impacts

the ground. For this reason, it is the most useful to use the

concept of the hybrid systems that combine the continuous

and discrete dynamics of the model [5].

In the modeling of walking, each discrete state xd is

described by its own continuous dynamics fxd
(x, u, xd, ud, t).

Lagrange equations are standardly used for deriving the non-

linear differential motion equations describing each state. The

dynamics of each state can next be expressed using the

standard minimal form [6]:

MMM(θθθ(t))θ̈θθ(t) +NNN(θ̇θθ(t), θθθ(t))θ̇θθ(t)+

+PPP (θθθ(t)) = VVV (t)uuu(t)
(1)

where θ(t) represents a vector of generalized coordinates from

which it is possible to create a continuous state-space vector

as follows: x(t) = [θ(t) θ̇(t)].

Figure 1. Description of the interaction between continuous and discrete part
of the hybrid system [7]

The discrete dynamics is defined by the existence of

events specified by the extended hybrid state vector ζ(t) =
(x(t),u(t), xd(t), ud(t)), where u(t) is a continuous input,

xd(t) discrete state vector and ud(t) discrete input. The

interaction between continuous and discrete part of the hybrid

system is shown in Fig. 1.

Several control methods have been developed to be used in

control the biped locomotion, most of them use a feedforward

control structure, e.g. combining the boundary value problem

and optimal control to generate and then track the desired

trajectory [6].

Simple benchmark underactuated systems such as cart and

pole and acrobot serve to verify control methods for under-

actuated robotic walking [8]. A crucial feature that arises

in the planned motion of the underactuated robotic walk is

periodicity, since the steps are periodically repeated [6][9] .

III. SOLVED TASKS

This part of the paper summarizes the author’s results

obtained during last year. The Compass Gait Model - (CG),

shown in Fig. 2 represents the basic walking model, which is

unactuated and walks down a plane inclined by the angle α.

The angle θNS(t) in Fig. 2 represents the swing (non-stance)

leg and angle θS(t) represents the stance leg. This basic model

was extensively studied by Goswami et. al. [2].

The dynamics of the swing and stance legs can be derived

using Lagrange equations. The discrete dynamics of the CG

model includes only one situation when the swing leg falls on

the ground. If the collision condition s(θ) : θNS(t) + θS(t) +
2α = 0 is fulfilled, the swing leg becomes stance and stance

leg becomes swing leg [11]. Using MATLAB’s Symbolic Math
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Figure 2. Model of the Compass Gait [10]

Toolbox and Stateflow, we derived and implemented the model

of the compass gait system and its derivatives which include

knees, feet and torso.

The control law for the bipedal robots can be generated

using partial feedback linearization (PFL) method, if the

underactuated system is considered. The principle of partial

feedback linearization is to add such feedback that ensures

that the system behaves like a linear system.

When using PFL principle as a control method, it is neces-

sary to know the reference trajectories. For example, reference

trajectories can be obtained by using a model of the passive

walk on an inclined plane [10]. The task of PFL method is

to control the walking of the robot, not only on the inclined

plane, but also on the flat plane (α = 0). Linearizing feedback

allows to specify the control law in the form:

θ̈NS(t) = θ̈∗NS(t) +K1(θ
∗

NS(t)− θNS(t))+

+K2(θ̇
∗

NS(t)− θ̇NS(t))
(2)

In a formula (2), θ̈∗
NS

(t), θ̇∗
NS

(t) and θ∗
NS

(t) represents

the reference acceleration, angular velocity and angle of the

swing leg. The control law (2) for an underactuated robotic

walking contains two free parameters, K1 and K2. These

parameters must be set according to the physical parameters

of the robot and the reference trajectories. We are currently

verifying various approaches how to find these parameters,

including one based on evolutionary algorithm.

Since the underactuated walking robots are the part of the

more complicated systems, it is preferable to verify the motion

planning and control methods firstly on a suitable benchmark

underactuated systems such as cart and pole [12]. When using

the two-point boundary problem, it is necessary to modify

the model of the cart and pole system. The modification

consists of replacement the cart with the linear aproximation

of the LSM. After the modification, it is possible to use the

solution of the two-point boundary problem for the design of

the trajectories from the lower stable to the upper unstable

equilibrium position of the pendulum, which is dealt with in

our most significant paper to date, Inverted Pendulum With
Linear Synchronous Motor Swing Up Using Boundary Value
Problem [6], published in the Acta Polytechnica.

IV. ACTIVITIES IN CERN

The author’s research group (Center of Modern Control

Techniques and Industrial Informatics) participates in the

research project ALICE experiment at the CERN LHC: The

study of strongly interacting matter under extreme conditions
[13], which involves every member of the group. As part

of his research activities in CERN, the author attended two

business trips over the last year. During these business trips, a

framework was designed to create applications in WinCC OA

which communicate within the Alfred architecture to control

the ALICE’s detectors.

V. FUTURE RESEARCH STEPS AND CONCLUSION

This article summarizes the author’s research activity over

the last year. Control of underactuated walking systems is

a challenging programming task. For this reason, it will be

the subject of further author’s research and a subsequent

part of his PhD thesis. The parallel aim of the thesis is to

design the methodology of generating mathematical models

of hybrid walking systems with different configurations which

will enable the verification of designed control methods using

suitable control structures.

Further research activities of the author will be focused on

the design of the intermediate level communication of the

Detector Control System for ITS subdetector within experi-

ment ALICE in the CERN using a model workplace within

the DCAI FEEI TU (http://alice-cern.fei.tuke.sk/).
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Abstract - Research, optimization and practical implementation of 

a Small Hydropower Plants as a source of clean electricity are one 

of the actual tasks in the current energetics, which is virtually 

impossible to solve without powerful computer support due to the 

strongly nonlinear nature of such systems. The article presents an 

overview of the most common simulation model schemes of Small 

Hydropower Plants, whereas explores the sub models of its 

individual subsystems.  
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I. INTRODUCTION 

Nowadays, it is often heard about the need for recycling 

and greater environmental protection. However, not only the 

activists are the ones who speak about this topic, even 

ordinary people started to pay attention to the polluted air and 

nature, and therefore being environmental friendly becomes 

one of the biggest concerns for scientists, researcher, and even 

for politicians.  

The impact of current situation is for example very strong 

in the automotive industry. More and more electric cars are 

being produced, bought and moreover, there are already some 

restrictions for combustion engines vehicles in terms of 

entering centers of big cities.  

As a result of the above-described situation, the car 

producers have already started transferring their financial 

resources to the research and development of electric cars. 

However, did we realize how the “green” electricity is being 

produced? Fossil fuels are still commonly used to produce 

electricity, thus we should search for another, more 

ecofriendly source of energy to replace the old coal power 

plants.  

Because of it, this paper explores the current knowledge in 

using one of the renewable energy sources – water. Next parts 

of this paper are dedicated to the brief description of a 

technology used in hydropower plants, esp. in small 

hydropower plants (SHP), which potential in Slovakia is still 

not fully used, plus we introduce some modelling techniques 

of individual parts of SHP to provide the sufficient simulation 

model of SHP for our follow-up research in the field of 

controlling SHP using a universal control scheme.       

II. TYPES OF HYDROPOWER PLANTS 

According to the literature [2],[3],[12], there are many of 

criteria used to divide the hydropower plants, i.e. according to 

hydroelectric scheme; amount of generated power; type of the 

generator; type of the hydraulic turbine; etc. The first two 

before-mentioned criteria are important in defining and 

differentiation of small hydropower plants.  

A. Hydroelectric scheme – Reservoir Hydropower Plants  

The main characteristic of Reservoir Hydropower Plants is 

a reservoir located in an upland or mountainous area. Usually, 

the reservoir store a large amount of water and keeps its 

potential energy available to use throughout the year. Such a 

construction is used for various purposes, i.e. keeping the grid 

requirements; controlling the grid frequency; flood protection.  

So called Pumped Storage Hydropower Station (PSHS) is 

one of special forms of this hydroelectric scheme. As a name 

suggest, the PSHS is able to pump the water between its two 

reservoirs placed at significantly different vertical levels. 

Thereby, the PSHS gives the option to keep the grid 

requirements when needed; e.g. during the peak load, the 

water is released from the upper reservoir so that the 

hydropower plant generates the power and contributes to the 

grid; and on the other hand, at the times of low demand, the 

water is drawn back from the lower reservoir to the upper one 

by motors/pumps using the electricity from the grid. It means 

that PSHS operates on a closed cycle. This way of operation 

could seem to be inefficient and unprofitable. However, the 

price difference between the peak load and low demand 

periods of time makes a price return despite the inefficiency 

involved. [3] 

B. Hydroelectric scheme – Run-of-River Hydropower plants 

As the name suggest, the Run-of-River Hydropower Plants 

(RRHP) are located at rivers, or at the surroundings of rivers. 

By this type of hydroelectric scheme, there are another two 

sub-categories; i.e. Pure RRHP and Hybrid RRHP.  

The pure ones are characterized by not having any pond as 

a kind of a small reservoir and hence by using the running 

water to power the hydraulic turbine directly. Hernandez et.al. 

[3] term this as a hydrokinetic power, which means that the 

pure RRHP are totally dependent on instantaneous state of the 

river flow. 

On the other side, the hybrid scheme includes a small pond 

smoothing the short-term flow variation at the turbine. It even 
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gives the operator an option to increase the amount of power 

generated during the peak demand time periods of the day. 

 In some cases, the penstock can be used to enable the pond 

to be placed at the higher vertical level, and thus to increase 

the available head. [2],[3] 

C. Amount of Power Generated 

The exact generated power PG ranges for each of the 

following group of the hydropower plants can vary depending 

on the literature, and therefore combining the sources 

[2],[3],[14], the list below explores one of the most common 

definition in terms of the amount of generated power PG.  

1. Micro-Hydropower Plants – PG up to 100kW 

2. Small-Hydropower Plants – with a unit rating PG 

between 100kW to 5GW 

3. Big Scale Hydropower plants – PG over 5GW [13] 

Assuming all the before-stated criteria and differentiations, 

this article aims to explore a modelling process of a small 

scale hydropower plants of the run-of-river hydroelectric 

scheme with unit rating PG = 100kW – 5GW. 

III. SIMULATION MODEL OF A SMALL HYDROPOWER PLANT 

In general, the simulation model of a small hydropower 

plant (SHP) consists of five main sub-systems, i.e. the 

Governor – representing a turbine control system; the 

Servodrive, that serves as an actuator to regulate the flow of 

the water throughout the hydraulic turbine via controlling the 

valves, or guide vanes according to the Governor output 

signal; the simulation model of a Hydraulic Turbine – 

representing the process of conversion of the energy; as well 

as a block for the Electric Generator and another one for the 

Grid. In Figure 1, there are all the previous-stated main sub-

systems depicted, creating the basic simulation model of SHP. 

The vast majority of the scientific papers and literature use 

a model, wherein all the parameters are being normalized, i.e. 

their value is between 0 and 1, or in other words between 0 

and 100%.  

The phenomenon of the water hammer, cavitation and 

traveling waves are deeply explored in literature [3],[12], 

while including even the way how to simulate and model their 

impact on the functionality of hydropower stations and how to 

reduce it. On the other hand, in case of the SHP, where the 

length of the penstock, and the height of the water head 

available are small, the impact of these phenomenon can be 

neglected. 

 

Figure 1 Block diagram of a Small Hydropower Plant [13] 

A. Governor – Turbine Control System 

Basically, the Governor, or the Turbine Control System has 

two main functions, i.e. running up the turbine and reaching 

the mechanical speed close to the grid frequency considering 

the number of poles of the electric generator; and after being 

phased into the grid, i.e. after the synchronization, the 

Governor controls the power supplied by hydropower plant to 

the grid. 

Usually, PID or PI controllers are being used for controlling 

such a nonlinear and complex system of hydropower plants. 

In Figure 2, there is block diagram of a PID governor system 

for controlling the power and the frequency of a controlled 

hydropower station, where the included variables are: KP - a 

proportional gain; KI – an integral gain; KD – derivative gain; 

and α – a permanent droop, that serves to boost the input 

signal of the controller coming from a power controlling part 

of the scheme. The function of saturations placed in the 

Figure 2 is mainly to give the model of a PID controller an 

option to keep the output value in the preset range during the 

operation, and to act as a basic alternative of an anti-reset 

windup (ARW) protection.  
  

 

Figure 2 Block diagram of a PID governor for controlling 

power and frequency [3] 

B. Servodrive 

The sub-model of the Servodrive is often modelled as a 

second order dynamic system, which state variables are the 

speed of the guide vane opening and its position. The before-

mentioned phenomenon of water hammer and cavitation 

occurs even in some cases of SHP, esp. when there is a fast 

change in the position of the servodrive. Therefore, the 

saturation block is being placed in the simulation model to 

limit the speed of the servodrive (see Figure 3), and thus to 

ensure the safe operation. Another saturation block is used to 

set the operation range of the guide vane’s position to keep the 

turbine operating in the most efficient and safest way. 

In Figure 3, we present our sub-system of the Servodrive, 

while demonstrating the results obtained via the simulation 

using Matlab-Simulink software in Figure 4.  

 

Figure 3 Block diagram of the Servodrive subsystem 

(parameters Ka and Ta are calculated according to the type 

of servodrive used in the hydroelectric scheme)  
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Figure 4 Servodrive position as a reaction to the step change 

in G_ref = 1.2 at the time t = 10s  

(Speed limit saturation = 0.01 in both directions; Servodrive 

position limit saturation = 0.01(lower one) and 0.975(upper 

one); Ka = 3.33 and Ta = 0.07s) 

C. Hydraulic Turbine 

The Hydraulic Turbine is considered as a heart of the 

hydropower plant and it is mostly because of its important 

function in the whole process of electrical energy production, 

and therefore its accurate model is necessary to achieve 

realistic and relevant results.  The turbine converts a kinetic, 

or potential energy of the water into a mechanical rotation, 

that moves the generator’s rotor via the common shaft.  

For modelling purposes, the proposed subsystem of 

Hydraulic Turbine (see Figure 5) does not differ according to 

the type of the hydraulic turbines. However, the turbine 

characteristics, or in other words incorporating its efficiency 

into a model is one of the most important part in proper 

modelling of the turbine as a part of SHP.  

The eq. (1) characterize the relation of the actual flow of 

the water q and other input parameters, i.e. h - a current water 

head; hl – head losses that are usually neglected in SHP 

modelling; and so called Water Time Constant, which 

calculation is described by the eq. (2). 
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where: L – the penstock length; A – penstock cross-sectional 

area; g – gravitational acceleration; hbase – the total static head 

available; and qbase – the water flow in case of G = 1 (eq. (3)).  

� = � ℎ	 	,	i.e.:			�ABCD = 1 ℎABCD			 	 	 	 	 	 	 	 	 								(3)	

One of the basic ways how to model turbine’s efficiency is 

to use so called variable of no load flow qnl, which is 

considered as a parameter characterizing the constant power 

losses. The eq. (4) describes the relation between the 

variables.  

�G = �#ℎ � − �JK − ��∆�                     (4) 

where: Pm is mechanical power at the shaft; q represents an 

actual flow throughout the turbine; D is considered as a 

Damping coefficient; G is the above-mentioned Guide Vane 

Opening Position [%]; and ∆ω represents the speed deviation. 

[1],[11] 

 IEEE Working Committee considers the parameter At as a 

some kind of Hydraulic Turbine’s Gain, which calculation 

differs in the scientific papers. The eq. (5) serves to calculate 

the At parameter according to the paper [1].  

�# =
*PQRSTU	VWXUQ	[ZX]

(\UTUQ2*WQ_VWXUQ	 Z^2 .(_ "_'"`) )
		 	 	 	 	 	 	 	 								(5)	

where the hr is the rated head needed for the rated flow qr. 

 Figure 5 Block diagram of a Hydraulic Turbine Subsystem 

Another way how to take into account the turbine efficiency 

is to calculate its concrete value. Acakpovi; Hagan and Fifatin 

explore this topic in detail in their scientific paper of Review 

of Hydropower Plant Models [9]. 

 

Fuzzy model of Hydraulic Turbine’s efficiency 

All the previous-mentioned ways of calculating the 

turbine’s efficiency are based on a quite complicated and not 

always accurate calculations, mainly because of the need of 

detailed parameters knowledge, or only estimated parameter’s 

values.  

The next steps in our research in the field of Modelling a 

Small Hydropower Plants are and will be in considering other 

possibilities in terms of universal, but still accurate and fast 

efficiency calculation. In Figure 6 and 7 respectively, there is 

an obvious difference in the maximum possible efficiency of 

the turbine, caused only by the wearing of the turbine’s 

blades, or its runner, and thus by the change in the blades 

inner area Ablades, which is one of the key values in the 

calculation defined by [9].  

 

 

Figure 6 The efficiency of the hydraulic turbine 

(Rblades = 1.9m and Ablades = 9m
2
) 

Therefore, so called efficiency “image” of the hydraulic 

turbine is possible to reach via measuring the water flow q; 

turbine’s mechanical speed ∆ω and the turbine’s efficiency at 

the steady state operation points. Thus, such a data could be 

used in finding a fuzzy inference structure (FIS) of the 

modelled efficiency describing the measured relations 

between [wm, q] → ht. 
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Figure 7 The efficiency of the hydraulic turbine 

(Rblades = 1.9m and Ablades = 8m
2
) 

Based on the database of the before-mentioned measures, 
a design of a fuzzy model can be done via a standard cluster 
analysis tools with adaptive approaches resulting in an 
improved quality of the model and in a reduced development 
time. One of the basic characteristic of the cluster analysis is 
the reduction of the number of fuzzy rules, as well as a proper 
initial setting of a rules parameters.  

 Using the Anfisedit tool included in the Matlab software, 
Figure 9 shows how parameters obtained from a static fuzzy 
system could look like, and plus, Figure 8 depicts the obtained 
static Sugeno type fuzzy system with twelve rules.  

 

Figure 8 Hydraulic Turbine's Efficiency Fuzzy Model: Sugeno 

type (12 rules)  

(Range of Influence = 0.5; Squash Factor = 1.1;  

Accept Ratio = 0.45; Reject Ratio = 0.005) 

Figure 9 Possible fuzzy representation of the hydraulic 

turbine's efficiency 

D. Electro-Mechanical Subsystem 

As the name suggest, it is possible to model the electric 

generator and the grid in one subsystem. The literature 

[1],[3],[6],[9],[10],[11] describes most common ways of 

modelling the electromechanical part of the SHP, while 

distinguishing between the islanding mode of operation and 

the operation, when the SHP supplies the national grid system.  
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Abstract—Rapid annealing has been conducted on soft 

magnetic nanocrystalline Fe80Nb3Cu1Si6B10 alloy. Parental as-

quenched ribbons were prepared by planar flow casting method. 

Samples were processed at 500°C using a set of preheated 
massive copper blocks for 6 – 300s. Reference samples were 

thermally processed using the conventional annealing method for 

3600s. Development of microstructure and magnetic properties 

has been analyzed in relation to processing conditions.  
 

Keywords—nanocrystalline alloys, rapid annealing, soft 

magnetic properties, microstructure 

I. INTRODUCTION 

Development of nanocrystalline structure in ferromagnetic 

materials offers a possibility to improve their soft magnetic 

characteristics, making them suitable for various technical 

applications such as electronic components [1], sensory 

devices [2] or power apparatus [3]. Specific alloy composition 

allows formation of nanocrystalline grains with mean 

diameter between 10 – 30 nm which according to Herzer’s 
Random Anisotropy Model [4] leads to desired suppression of 

magnetocrystalline anisotropy energy and enhancement of 

mutual exchange interaction. Conventional isothermal 

annealing for 30 – 60 minutes at temperatures close to 

temperature of primary crystallization has become the most 

common way to ensure formation of desired microstructure 

[5]. 

Recently, rapid annealing has been employed as a suitable 

processing method of soft magnetic materials [6-7]. 

Combination of high heating rates (10
2
 – 10

4
 K/s) with short 

annealing times leads to crystallization process with enhanced 

nucleation rates and low growth rate. Utilization of pair of 

preheated Cu blocks showed to be a very promising approach 

due to the possibility to achieve good thermal stability, high 

heating rates and at the same time prevent undesirable 

overheating effects [8]. By these means it is possible to obtain 

improved soft magnetic properties and nanocrystalline 

microstructure, unattainable by conventional annealing 

techniques [9]. 

In this paper we will discuss processing conditions of rapid 

annealing method. Fe80Nb3Cu1Si6B10 nanocrystalline ribbons 

were used to demonstrate development of microstructure and 

magnetic properties after processing at different annealing 

times. Potential improvements of the experimental setup used 

at the Department of Nanomaterials and Applied Magnetism, 

IEP SAS will be discussed. 

II. EXPERIMENTAL 

 Rapidly quenched Fe80Nb3Cu1Si6B10 amorphous precursor 

ribbons were prepared by planar flow casting method. 

Samples were subsequently submitted to rapid annealing 

which took place in the air. Specimens were wrapped in the 
Cu foil packets (thickness ~ 50 μm) to provide its uniform 

heating and clutched between two massive copper blocks 

(each approx. 3kg) for 6 – 300s at 500°C, at heating rate 

estimated to more than 100 K/s, see fig. 1. Separate Cu block 

held at room temperature was used for cooling of the 

processed specimen. Time of annealing has been defined as a 

time elapsed between point of insertion and point of removal 

of the sample. The copper blocks were heated in the furnace 

with setpoint temperature stably set for a minimum duration 

of 15 minutes before processing. Temperature was monitored 

by thermocouple mounted on the side of the bottom block 
throughout the whole processing procedure.  
 

 
Fig. 1  Experimental setup for rapid annealing of the samples at the 

Laboratory of Nanomaterials and Applied Magnetism, IEP SAS. 
 

Reference samples were isothermally annealed at the same 

temperature for 1h under a high vacuum and subsequently 
cooled to room temperature at a cooling rate 200°C/h. 
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Microstructure of as – quenched and processed samples has 

been studied by x - ray diffraction (XRD) with Cu-Kα 
radiation. Magnetic characteristics were obtained by vibrating 

sample magnetometer (VSM) and the Forster type B-H loop 

tracer placed in magnetically shielded room. 

III. RESULTS AND DISCUSSION 

 Fig. 2 shows XRD patterns of the as - quenched, 

conventionally (CA) and rapidly (RA) annealed samples from 

both TOP and BOTTOM side of the ribbon. Broad peak in the 

area around 45° typical for amorphous structure has been 
observed for the as-quenched samples. Small peak detected 

for the TOP side at 2θ = 82.3° suggests presence small 
number of Fe nanocrystals with preferred orientation in the 

(211) direction. Their presence is presumably due to lower 

cooling rate of the melt during the casting process. On 

contrary, patterns obtained for conventionally and rapidly 
annealed samples all show presence of nanocrystalline 

structure of bcc α-Fe(Si) grains embedded in the residual 

amorphous matrix.  

 RA for longer than 30 seconds clearly has negative impact 

on the microstructure. Detected peaks suggest presence of 

higher amounts of CuO and small traces of Fe3O4. Here lie the 

boundaries of used equipment as the formation of Fe3O4 

clearly arose due the fact that the rapid annealing has not been 

conducted in the vacuum or under protective gas atmosphere. 

The origin of the CuO is not clear as the original alloy itself 

contains 1at% of Cu. XRD patterns of the conventionally 

annealed alloys with similar compositions did not show 
patterns of CuO oxides and therefore their presence may have 

arisen from the direct contact of the sample with the Cu 

envelope. Nevertheless, this claim lacks enough experimental 

evidence. 

Fig. 2  X-Ray Diffraction patterns from the TOP and BOTTOM side of the 

as-quenched (as-q) ribbons, as well as rapidly (RA) and conventionally 

annealed (CA) ribbons at 500°C after various processing times. 

 Effect of annealing procedures on magnetic properties of 

the studied alloy has been conducted via measurement of the 

hysteresis loops (not shown here), which were obtained for 

6cm long and 1cm wide samples. Fig. 3 shows development 

of coercivity (Hc) and saturation magnetization (Ms) with 

annealing time. Increase of the saturation magnetization and 

decrease of coercivity of the annealed samples compared to 

the as-quenched specimen may be attributed to the formation 

of nanocrystalline structure of the bcc α-Fe(Si) grains. Highest 
saturation magnetization value of approx. Ms = 155.5 Am2/kg 

has been obtained not only after conventional annealing but 

rapid annealing for 300s (RA300) as well. Coercivities of both 

samples achieve similar values, slightly smaller for the RA300 

one. This shows that long term rapid annealing (in the order of 

minutes) essentially becomes comparable to the conventional 

annealing process. Positive impacts of high heating rate on the 

microstructure development are suppressed as growth of the 

nanocrystals overcomes the anticipated effect of high 

nucleation rate.  

 Significant drop of coercivity values was however achieved 
after short RA processing, up to 30s. Hc values ranged 

between 6.3 A/m to 6.9 A/m, which is on average 44% lower 

than in case of CA specimen (9.2 A/m). Saturation 

magnetization after RA was no lower than 93.5% of Ms 

obtained after CA. More detailed characterization of these 

samples may be found in [10]. 

Fig. 3  Evolution of coercivity (Hc) and saturation magnetization (Ms) with 

annealing time.  

IV. CONCLUSION 

 Processing conditions of rapid annealing method were 
investigated.  Fe80Nb3Cu1Si6B10 ribbons were rapidly annealed 

at 500°C for 6 - 300s. Microstructure characterization showed 

presence of nanocrystalline bcc α-Fe(Si) grains for all 

samples. RA for 60s and longer resulted in formation of Fe3O4 

and CuO, both presumably as a consequence of thermal 

processing in air. Short rapid thermal processing has a 

positive influence on the development of magnetic 

characteristics. On contrary, comparison of coercivity and 

saturation magnetization with values obtained for reference 
sample conventionally annealed for 3600s showed that 

process of rapid annealing for long duration becomes 

effectively equivalent to conventional thermal treatment.  
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I. INTRODUCTION

Today, efforts are being made to significantly reduce emis-

sions. Electric vehicles (EV) are coming to the fore because

they have lots of advantages like zero emissions, no sound and

they are economically and efficiently. The most problematic

factor in this vehicle is a battery. It significantly increases

the weight of the car and which is the most important battery

capacitance reduce range. After discharging, it can’t be simply

refilled like a classic petrol car, but, it takes several hours to

charge.

Information about batteries, which are coming directly from

the manufacturer, is usually the result of some standard testing

under laboratory conditions. This informations can be quite

different from using in real operation, where batteries have

to work in more demanding conditions like low and high

temperature, step load changes, a fast transition between

discharging and charging. All of these factors affect the life

cycle of battery. This article discusses about methods, how

to best test the battery for real-life use. Later, the measuring

system will be designed and made.

II. COMPARISON OF BATTERY TYPES FOR EV

Because we will focus on batteries and their testing, we

need to compare different battery types first. Every type has

some advantages and disadvantages. After that, we can take

one type, which will be best for our purpose. Below in

Table 1 is a comparison of basic and most important battery

characteristics. There Lead-Acid, Lithium-Ion, Ni-Mh or Ni-

Cd. There is also one new type of battery which combine

Lithium anode and Nickel-rich cathode. This type is called

LICERION. LICERION is lower availability, but you can

order it directly from the manufacturer. As you can see lead-

acid and Ni-Cd batteries do not meet the main requirement of

high power density or Wh/Kg ratio. Ni-Mh battery has lower

Wh/Kg ratio like other two batteries and recycling is more

demanding too. The best choice is LICERION battery with

biggest Wh/Kg ratio, biggest discharging current, very good

lifespan and low toxicity. There is one big problem with this

battery. Obtaining this battery is very difficult. So we take the

TABLE I
COMPARISON OF AVAILABLE BATTERY FOR EV

LEAD-
ACID

LI-ION NI-MH LICERION NI-Cd

Wh/Kg 34-40 100-265 60-120 500 40-60

Wh/e 9 6 ? ? ?

Self-
discharge

3–20% <2.5% <2.9% ? 10%

Cycle dura-
bility

<350 <1,200 <2000 <500 <2000

Cell voltage 2 3.3 1.2 ? 1.2

Peak current 5C 3C 5C 5C 20 C

Enviromental
toxicity

Very
High

Low Medium Low Very high

second-best choice which is very available options is Li-Ion

battery [1], [2], [3].

III. CYCLE TESTING

A. Constant Current Cycle Testing

This is perhaps the most important of the qualification

tests. Cells are subjected to repeated charge-discharge cycles

to verify that the cells meet or exceed the manufacturer’s

claimed cycle life. Cycle life is usually defined as the number

of charge-discharge cycles a battery can perform before its

nominal capacity falls below 80% of its initial rated capacity.

These tests are needed to verify that the battery performance

is in line with the end product reliability and lifetime expec-

tations and will not result in excessive guarantee or warranty

claims.

Temperature, charge/discharge rates and the Depth of Dis-

charge each have a major influence on the cycle life of the

cells depending on the purpose of the tests, the temperature

and the DOD should be controlled at an agreed reference level

in order to have repeatable results which can be compared with

a standard. Alternatively, the tests can be used to simulate

operating conditions in which the temperature is allowed to

rise, or the DOD restricted, to determine how the cycle life will

be affected. Similarly cycle life is affected by over charging

and over discharging and it is vital to set the correct voltage

and current limits if the manufacturer’s specification is to be

verified [4].

B. Cycle Testing with Programmed Profile

This type of cyclic testing is suitable for battery testing

in real condition. Testing conditions like discharging/charging

currents, temperatures are preprogrammed in drive profile, so
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Fig. 1. Lifespan difference between discharging current [5].

the battery is no constantly discharged like in a laboratory.

Drive profile should contain an urban cycle, where battery load

is vary or suburban cycle where the load is more constant. The

profile can also contain home charging or urban fast charging.

Testing should result in a better understanding of how the

battery is affected by demanding use in the tough conditions

the vehicle is and how it affects it’s capacity and number of

cycles [6].

Fig. 2. Preprogramed drive profile [4].

IV. MEASURING DURING CYCLE TESTING

A. Open Circuit Voltage(OCV)

Measuring a battery’s open-circuit voltage is not a reliable

measure of its ability to deliver current. As a battery age, its

internal resistance builds up. This will reduce the battery’s

ability to accept and to hold a charge, but the open circuit

voltage will still appear normal despite the reduced capacity

of the battery. Comparing the actual internal resistance with

the resistance of a new battery will provide an indication of

any deterioration in battery performance.

B. Current

Measuring current is important for deciding whether the

battery is capable of delivering the required current to the

load. If not battery is bad or discharged.

C. Battery and Ambience Temperature

Temperature measuring of battery and ambient during tests

is important to avoid a situation that battery will operate in

a condition where the thermal limits of battery which are

defined by the manufacturer are exceeded. Battery temperature

measurement also has a safety function which will result in

the test ending to prevent ignition when the maximum battery

temperature is exceeded [7].

D. Internal Resistance

It is necessary to know the internal resistance of the cell

to calculate other states of battery like SOC and SOH. Sim-

ple measurement with an ohmmeter is not possible because

the current generated by the cell itself interferes with the

measurement. To determine the internal resistance, first, it is

necessary to measure the open-circuit voltage of the cell. Then

a load should be connected across the cell causing a current to

flow. This will reduce the cell voltage due to the I.R voltage

drop across the cell which corresponds to the cell’s internal

resistance.

E. Internal Impedance

There is a few methods to measure internal impedance of

battery cell:

Fig. 3. Impedance inside battery cell[8].

• DC Load Method - it works only for measuring ohmic

part of impedance [8]

• AC Conductance - The 1Khz test is another common

method. A 1KHz signal excites the battery and Ohm’s law

calculates the impedance. This method shows different

result as DC load method due to parallel capacitance,

which is ignored during dc load measuring[8].

• Electrochemical Impedance Spectroscopy (EIS) - Is the

most accurate method to determine internal impedance.

R1, R2 and C are measured separately, which enables

state-of-charge and capacity measurements. The devices

used for EIS is Potentiostat or galvanostat[8].

V. BATTERY STATES

During a cycle testing is necessary to on-line measuring and

evaluating of variables like voltage, current, internal resistance

as well as battery and ambience temperature. These variables

will be used in evaluating to get an accurate value of states of

batteries like the state of charge or state of health.

A. State of Health(SOH)

SOH represents the healthy state of the battery. In other

words, SOH indicates how much the battery is corrupted. SOH

mainly relates to the ability of a battery to perform a particular

discharge or charge. If we want to describe an expression for

SOH, we need to define EOL(End Of Life). EOL is defined

as state when battery internal resistance is 160% of the same
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new battery in the same condition (same temperature, state of

charge). Then based on the definition of EOL, we proposed

the definition of SOH as:

SOH =
REOL −RACT

REOL −RNEW

× 100% (1)

in which RACT is the actual internal resistance of the battery,

REOL is internal battery resistance at End of Life. RNEW is

internal battery resistance when the battery is new. All these

internal resistance values need to be measured in the same

conditions. The range of SOH is 0 - 100%, where 100% means

new battery and 0% means bad battery, in EOL, which is not

suitable for using and need to be replaced[9].

B. State of Charge(SOC)

SOC gives us information about energy, which is stored

inside a battery when a battery is charged or discharged

[10]. When the batteries are in use, this information is very

important. We need to know when the battery is low or

fully charged because we need to protect batteries from

undercharging or overcharging to maximize their lifespan.

Currently, several types of research have been conducted to

determine the state of charge as accurately as possible:

1) Open Circuit Voltage: This method is based on mea-

suring open-circuit battery voltage. The results are not so

accurate, because there are many factors like temperature

or battery age, which affect the measuring precision. If we

want to measure more accurate, we need to compensate for

these factors. As you can see in Fig.4 this method is good

especially for lead-acid batteries, because open circuit voltage

is more dependent on the state of charge like in lithium-ion

batteries[11].

Fig. 4. Difference between discharge characteristics and OCV-SOC depen-
dence of lead-acid and lithium-ion batteries.

2) Coulomb Counting: Measurement of current in and out

from battery cell has been utilized for the basis of remaining

battery capacity measurement [12]. Current that getting in

and out from battery cell makes the change on the electrical

charge left in the battery time by time. This method is known

as Coulomb counting which can provide high accuracy but

still requires compensation from an operational condition such

as open-circuit voltage (OCV) estimation method. Current

measurement method probably causes a few power losses in

the current circuit and also slightly increasing the battery’s

temperature. Basically, this method is less accurate for weak

and strong current because it has relatively high disturbances

[13].

3) Internal Resistance: During the cell charge-discharge

cycles the composition of the active chemicals in the cell

changes as the chemicals are converted between the charged

and discharged states, and this will be reflected in changes

to the cell impedance. Thus measurements of cell internal

impedance can also be used to determine SOC however these

are not widely used due to difficulties in measuring the

impedance while the cell is active as well as difficulties in

interpreting the data since the impedance is also temperature-

dependent [14].
4) New Methods: There is also a newly developed method

which combines more measuring method to the one measuring

cycle to maximize accuracy. SOC can be also determined by

using Fuzzy prediction or Kalman Filter [15], [16], [17].

VI. AVAILABLE SOLUTIONS

There are several manufacturers which are focusing on

battery testing equipment. They have a wide portfolio from

small testers for battery cells to big testers for whole battery

modules or packs.

A. Arbin Instrument

Company which is specialising just for battery testing. Their

portfolio is wide, from small battery cells to whole battery

packs for cars.

Fig. 5. Airbin Instrument battery cells and capacitors tester.

• Electrochemistry, Battery and Supercapacitor Testing

• Coulombic Efficiency (HPCE) Measurements

• Life Cycle Testing

• EIS (electrochemical impedance spectroscopy)

• EIS Electric Vehicle (EV) Cell Testing (DRIVE PRO-

FILE (DRIVE CYCLE) and temperature simulations)

• 24-bit Measuring Resolution and <25ppm or <100ppm

precision

• Data Logging Rate: 2000 points per second, per system

• TCP/IP Connection

• Up to 96 battery cells or capacitors at once

B. Chroma

• Battery and Supercapacitor Testing

• Flexible sampling recording (∆t, ∆V, ∆I, ∆Q, ∆E)

• Life Cycle Testing

• High precision output and measurement up to 0.015% of

full scale

• Built-in EDLC capacitance and DCR test function

• V / I sampling rate: 50 KHz (∆t:20 µS)

• Dynamic waveform simulation

• TCP/IP Connection

• Up to 48 battery cells or capacitors at once
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Fig. 6. Chroma battery cells and capacitors tester.

VII. FURTHER WORK

Fig. 7. Block diagram of measuring system which is developed.

After creating an overview of the batteries, measurement

methods, and states that we can evaluate, we can start design-

ing our solution. The solution will be proposed according to

the block diagram below. 6 blocks can be seen in the diagram

and these are colour-coded into 3 units:

1) Simulation part(orange)

2) Control and Power part(blue)

3) Evaluation part(purple)

A. Simulation

In the MATLAB program, a simulation model will be

created, which will contain a time-varying testing profile of

battery loading. After that this profile will be exported and

loaded into the Control Board.

B. Control and Power Part

The control board should be based on a faster dual or

more core processor. In case of sufficient power CPU, the

evaluation part can be integrated into the Control Board. The

board will control the inverter, which will act on the batteries

as an electronic load, the value of load will vary according to

the pre-programmed drive profile. The battery chamber will

contain measurement slots for 8 battery li-ion cells.

C. Evalution Part

The part that will result in measuring variables during tests

and then calculating battery states such as charge and battery

life. State of health will also be tested in the laboratory.

Measurement data and battery states will be written to the

database server so that the results can be stored and viewed

easily.

VIII. CONCLUSION

The article is an overview of the basic types of batteries

and their testing methods. Future research will focus on cyclic

test methods with a programmable profile. A tester will be

designed and built for this method. Preliminary design and

description of blocks can be seen in the further work chapter.

The method can be improved by adding temperature changes

around the battery to create conditions that are even more

similar to the real.
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I. INTRODUCTION

The human voice can have a radical effect on the health

condition of an individual. It can be radically affected by neo-

plasm, vocal palsy and other phonotraumatic diseases. Auto-

matic detection of these pathological voice disorders is a very

challenging and significant medical classification problem.

Voice pathology includes evaluation and treatment of voice

production related diseases, which are affecting fluency, in-

tonation, phonation and breathing. Since the computer-aided

analysis and diagnosis of human voice can be an effective and

low-cost tool for patients around the world, voice pathology

has congested specific interest amongst machine learning

and signal processing scientists. The current activity of the

detection of voice disorders includes a special procedure called

laryngeal endoscopy [1], [2]. This is a very complicated and

expensive procedure and it also requires an expert to perform

the evaluation. To detect voice disorders without intrusion, we

can analyze the voice directly.

Many scientists work on the automatic detection of voice

disorders, exactly in the last few years. Van der Merwe [3]

provides a foundation and accentuates the necessity of the

research related to voice disorder detection. Kent [4] discusses

the connection between voice production and its dysfunctions.

Some studies found specific speech dysfunctions within some

particular population groups [5], [6].

Thanks to the amount of available data and the advance-

ment in the computational power, a lot of appropriate Deep

Learning models are provided for speech processing. Hence,

we are allowed to use complex model architectures. We can

teach convolutional layers [7] to detect various features that

could help us to differentiate pathological and healthy voice.

Some Interspeech challenges [8], [9] also attracted interest in

the application of Machine Learning and signal processing

techniques for voice pathology detection.

A lot of available datasets contain recordings, which are

recorded in more different environments, thus it makes hard

to find common features in the samples. The Saarbruecken

Voice Database (SVD) [10] could be an ideal set of data to start

the research in this area, since all of its recordings are sampled

at 50 kHz with 16-bit resolution.

II. RELATED WORK

Deep learning models got popular from the introduction

of the deep Boltzman machine in 2006 [11]. From this time

using these models, researchers and scientist have achieved

significant results in many fields, such as medical analysis

[2], [12], [13], computer vision [14], cybersecurity [15], etc.

There are a lot of research articles in the field of voice

pathology detection, where the researchers used SVD for their

work [16], [17], [18], [19], [20]. They yielded certain fea-

tures from the voice recordings. These features contains mel-

frequency cepstral coefficients, energy, entropy, harmonics-to-

noise ratio, normalized noise energy, multidimensional voice

program parameters, etc. Hence, multiple classifiers have been

used. Most of the researchers used traditional methods like

Support Vector Machine classifier (SVM), Dimensionality

Reduction Method (DRM), glottal source excitation, Gaussian

mixture models, k-means clustering. Deep Neural Network

(DNN) methods were also significantly useful. Notable results

were achieved for example with the Far Eastern Memorial

Hospital (FEMH) dataset using transfer learning techniques

[21]. It consists of transferring the knowledge from a small

dataset to another previously trained model, which was trained

on a similar domain [22].

Voices are mostly affected by cancer, nodules, polyps, cysts,

laryngitis, vocal tremors, spasmodic dysphonia, vocal fold

paralysis and sulcus diseases [1]. The results of the voice

pathology detection depends on the data used. Dankovičová

et al. differentiated healthy and dysfunctional voice samples

with the accuracy of over 70% using traditional methods

[23]. Kasuya et al. effectively identified glottic cancer, vocal

cord polyp and other nerve paralysis diseases [24]. Fang

et al. identified polyp, cyst, nodules, neoplasm, and other

diseases as well by using deep learning models [1]. They

achieved over 90% accuracy in female and over 94% accuracy

in male subjects. Dibazar et al. connected pitch dynamics,

Mel-frequency spectral coefficients and Hidden Markov Model

classifier (HMM) to identify some voice disorders. Working

with data from the Massachusets Eye and Ear Infirmary

(MEEI) they implemented a model, which resulted with the

accuracy of over 99% [25]. Souissi et al. achieved over

86% accuracy using 2000 recordings [17]. Al-nasheri et al.

pushed the accuracy of 99% [18]. Hemmerling at al. achieved

the highest accuracy of 100%, who detected the disorders
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for women and men separately [19]. However, since these

results were achieved on specific datasets, the high accuracy

can be questionable.

III. DATASETS

A. The Saarbruecken Voice Database (SVD)

The SVD is a collection of voice recordings from more than

2000 patients [10]. One recording session contains the follow-

ing recordings:

• Recording of the vowels [i, a, u] produced at normal,

high and low pitch,

• Recordings of the vowels [i, a, u] with rising-falling pitch,

• Recording of the sentence ”Guten Morgen, wie geht es

Ihnen?” ("Good morning, how are you?").

This is a total of 13 files per session. The signals for each

case are stored in separate files. All the samples are recorded

at 50 kHz with 16 bit resolution. This dataset contains 71

different pathologies including organic and functional.

B. The Far Eastern Memorial Hospital database (FEMH)

This dataset includes 60 normal voice samples and 402

samples of common voice disorders, including vocal nodules,

polyps, andcysts, glottic neoplasm, vocal atrophy, laryngeal

dystonia, unilateral vocal paralysis and sulcus vocalis.

It contains 3-second long voice samples of patients sustaining

the vowel sound /a/ [1]. These samples were recorded

using a high-quality microphone with a digital amplifier

under a background noise level between 40 and 45 dBA.

The sampling rate was 44,100 Hz with a 16-bit resolution.

C. The Massachusetts Eye and Infirmary Voice Disorders
Database (MEEI)

The MEEI Voice Disorders Database was delivered in 1994

at the MEEI Voice and Speech Lab and partly at Kay Elemet-

rics Corp. [26]. It contains over 1400 samples of recordings

of:

• sustained of vowel /a/, from which 53 is normal and 657

pathological,

• continuous speech, from which 53 is normal and 661

pathological.

All the samples have 16 bit resolution, but as a disadvantage,

the samples are recorded in two different environments.

The frequency for normal samples is 50 kHZ, while the

frequency of the pathological samples is either 25 or 50 kHz.

(53 normal and 657 pathological files) and continuous speech

(53 normal and 661 pathological).

D. The Arabic Voice Pathology Database (AVPD)

The AVDP dataset was developed at the Communication

and Swallowing Disorders Unit of King Abdul Aziz University

Hospital, Riyadh, Saudi Arabia [27]. The idea behind the cre-

ation of this dataset is to overcome the environmental problems

of the MEEI dataset, which could lead to non-accurate results.

The dataset contains:

• voice samples of successive speech tasks,

• sustained phonation of the vowels /a/, /e/ and /o/,

• counting from 0-10,

• a standardized Arabic passage,

• reading of three common words.

The sample frequency of all collected samples in AVPD is 50

kHz.

E. New Spanish Speech corpus database

This database contains speech recordings of 50 people

with Parkinson’s disease and 50 healthy recordings with 25

male and 25 female on each category. The participants are

Colombians, speaking native Spanish. This database is bal-

anced in terms of age and gender as well. The average

age of the participants is approximately 60 in each category

and subcategory. The recordings were sampled at 44100 Hz

with 16 bits of resolution.

The participants had to perform different tasks to analyze

some aspects of their voice. The tasks can be grouped into

the following aspects: (i) phonation, (ii) articulation, (iii)

prosody. Detailed description of each task is described in [28].

IV. METHODOLOGY

A. DNN Architecture

The following Deep Neural Network (DNN) architecture

was presented by Harar et al. [20]. They used two stacks

of convolutional layers so their model can transform the input

into a set of more abstract repeating patterns, that could be

important for the decrease of the network cost. Between each

stack there is a max pooling layer to reduce the dimension

of the input vector. Moreover, they wrapped all the convolution

and pooling layers in a TimeDistributed layer to keep the time

axis unchanged. The resulting matrices are then reshaped to be

connected to a recurrent Long-Short-Term-Memory (LSTM)

layer. This LSTM layer is set so it can remember the changes

in time. At last, there is a stack of 3 fully connected layers,

which ends with a 2 neuron Softmax layer for the final

classification. One of the neurons are for the healthy and one

for the pathological class.

The detailed DNN architecture with its input and output

parameters is shown in Fig. 1.

B. CNN Architecture

Convolutional Neural Networks (CNN) are variants of the

standard neural network. They are not using fully connected

hidden layers. They have a special network architecture, which

consists of alternating convolution and pooling layers, most

of them are hidden. In the following text we will discuss the

CNN architecture used by Wu at al. in [29].

The weights are shared among all the units, where each unit

is calculated as

hk
m = σ(

I∑

l=1

NW∑

n=1

vl,n+m−1w
k
l,n + wk

0 ), (1)

where vl,m is the m-th unit of the l-th input layer V and hk,m

is the m-th unit of the k-th convolutional layer H . NW is the

size of all the weights, where wk
l,n is the n-th unit of the given

weight. The feature extraction is an automatic process by the

shared-weights.

A pooling layer is fundamental for dimensional reduction

to decrease the complexity of the computations. To build such
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Fig. 1. The detailed DNN architecture by Harar et al. [20]

a pooling layer, maximization function is used. The pooling

layer is defined as follows:

pkm =
G

max
n=1

hl,(m−1)×s+n, (2)

where G is the size of the pooling window using maximization

function. The value s is a step, when the pooling window shifts

among the convolutional layer.

They used 10 hidden layers. After the first layer, which has

the shape of 8∗3 with the step 1, each following layer was

convolved with 8 filters with the shape 8∗3∗8 and the step

1. They set 4∗4 pooling windows and a RELU activation

function. Next, they formed the feature map into a fully

connected layer to train the model classification. To overcome

the over-fitting problems, L2-regularization is used.

C. Feature Extraction Procedure

The following model was created by Banerjee et al. for fea-

ture extraction [13].

Firstly, there is a 25ms segment size and a 10ms shift size used

to extract the features for each patient. This model extracts

three types of features for each segment:

• Prosodic features,

• Vocal-Tract features,

• Excitation features.

These three types produce overall 54 features for each seg-

ment. Next, there are 162 features formed by taking the first

and second time derivates for each segment. Finally there is

a concatenation of 15 consecutive feature vectors to create

a final vector of size 2430, which serve for diagnosis. The

detailed description of the features is shown in Table I.

TABLE I
DESCRIPTION OF SPEECH FRAME FEATURES [13]

Feature Type N. of Features

Prosodic features

Short-time energy, Average power, Average magni-
tude, Zero crossings, Mean, Standard deviation, Me-
dian, Max, Min, Range, Dynamic range, Interquartile
range

12

Vocal-tract features

MFCC (Mel Frequency Cepstrum Coefficients) 39

Teager Energy Operator 1

Excitation features

Jitter 1

Shimmer 1

Total number of raw features per frame 54

First order time derivative of raw features 54

Second order time derivative of raw features 54

Total number of features per frame 162

D. Deep Belief Network

Once the features are extracted, the training of a deep

belief network can be done. As an example method we have

chosen the transfer learning approach by Islam et al. [21].

They trained their Deep Belief Network (DBN) on the TIMIT

dataset [30]. The classification is performed in two steps, pre-

training and fine-tuning. In the first step, the DBN learns the

input feature in an unsupervised manner in different layers.

A stack of layers are learned using the restricted Boltzman

machine algorithm. The states are notable only in the visible

layer. The DBN learns the hidden features via the following

energy function:

E(v, h) = −

∑

i∈input

bivi −
∑

j∈f ea

bjhj −

∑

i,j

vihjwij , (3)

where vi and hj represents the binary states of input i

and feature j, respectively. Attributes bi and bj are the biases

for input i and feature j and wij is the weight between them.

In the second, fine-tuning step the truth is attached on the

topmost layer with the pre-trained weights. The fine-tuning

is a supervised procedure, thus a soft-max layer is added

on top of the learned weight so the weights could be fine-tuned

for the phoneme cases. The model uses stochastic gradient

descent algorithm for weight optimization. To determine the

probability of the visible vector, the following function is used:

p(v) =
∑

h∈H

p(v, h) =

∑
h exp(−E(v, h))∑
u,g exp(−E(u, g))

, (4)

where H is the set of all possible binary hidden vectors in the

DBN.

E. Transfer Learning

Transfer learning is proved to be notably useful within all

the deep learning methods. This technique is useful especially

when there is limited training data. It consists of transferring

the knowledge from a small dataset to another previously

trained model, which was trained on a similar domain [22].

Once the model is trained, transfer learning approach can be

applied on different layers of the trained model. The follow-

ing transfer learning approach is modelled by Islam et al.

[21] following the DBN modelling (see previous subsection)

and it contains the following steps:
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1) Training of a DBN model using all the samples from

the TIMIT dataset for 39 phoneme classes, see Table I.

2) The FEMH training dataset is added to the trained DBN

model to find the representation in a given layer.

3) An SVM classifier model is trained with a linear kernel

and grid optimization for the new representation of the

FEMH data, an SVM to find the optimal parameters.

4) The trained SVM model predicts the unlabelled testing

data in the FEMH dataset.

5) Repeating the whole procedure for all the layers of the

DBN model.

V. DISCUSSION

In this paper we have discussed the process of voice

pathology detection. We showed some notable results achieved

using some machine learning techniques. We also observed

some auxiliary methods used in machine learning algorithms.

Since the deep learning and transfer learning approaches

tent to be more precise in comparison with the traditional

voice recognition methods, we can consider more inves-

tigation in voice detection using deep learning techniques

to achieve more accurate results. Convolutional neural network

showed up to be very effective in extracting important features

from the spectograms of voice recordings, which helps in di-

agnosis. Deep belief network is useful for making the system

more robust by initializing the weights. In the future work we

will further analyze and experiment with optimizing as well

as upgrading the existing algorithms or combining the used

methods, respectively so we can achieve better performance.

Transfer learning and CNN based feature extraction could

potentially provide an additional approach to the automatic

voice pathology detection problem.
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Abstract—My research group is dealing with the experimen-
tal study of superconducting materials with competing orders.
My colleagues are studying the coexitence of superconductivity
with magnetism and the influence of charge density waves and
multiband Fermi level to the superconducting characteristics. The
subject of my PhD work is the study of the influence of low
dimensionality and nano-size effects for the superconducting
properties in ultra-thin films. During the first year of my thesis
I am studying the physical properties of superconductors and
strongly disordered systems, the influence of applied magnetic
field for the basic superconducting parameters and acquainting
with Low Temperature Scanning Tunneling Microscopy (STM)
measurements. In this paper I am presenting the actual state
of my studies.

Keywords—Superconductivity, Disordered system, SIT, Scan-
ning tunneling microscopy.

I. INTRODUCTION

This paper is dealing with the basic physical proper-
ties of strongly disordered superconducting materials. Af-
ter short introduction, the characteristic properties of super-
conductors, as the zero resistance and the ideal diamag-
netism are presented. I discuss the influence of disorder
for the superconducting state and show possible mechanisms
of the superconductor-insulator transition (SIT). I show the ba-
sic differences between the bosonic and the fermionic way
of the SIT. At the end, the Low Temperature Scanning Tunnel-
ing Microscopy is presented as an ideal experimental method
for the study of local superconducting properties in strongly
disordered superconductors.

II. SUPERCONDUCTIVITY

On 10 July 1908, the great Dutch physicist Heike Kamer-
lingh Onnes opened a new chapter in low temperature physics.
He was able to reach first liquefied helium 4He in the world.
By the way, the boiling point of helium 4He is 4.22 K at nor-
mal atmospheric pressure. In addition, when we pump vapours
of helium 4He, we can reach a temperature around 1 K too.

After some time, Heike Kamerlingh Onnes observed the
behavior of various metals such as mercury, lead and tin, while
he was cooling them in liquid helium 4He. For example, he
measured the electrical resistance of these various metals. One
day, he discovered that at about 4.2 K the electrical resistance
of his mercury sample fell abruptly to zero. We can show it in
Figure 1. He said that the electrical resistance of his mercury

Fig. 1. Heike Kamerlingh Onnes and his a historic measured plot for mercury.
The historic plot shows resistance (measure in Ω) versus temperature (measure
in K). The experiment shows the superconducting transition at 4.20 K.
Within 0.01 K, the electrical resistance jumped from unmeasurably small
(less than 10−6) to 0.1 Ω.

sample was immeasurable. This interesting behaviour was
naturally called superconductivity. A critical temperature TC is
characteristic of all superconducting materials. It’s the temper-
ature which the sample had when it transitioned from normal
to superconducting state. On 28 April 1911, Heike Kamer-
lingh Onnes presented his discovery to the Royal Netherlands
Academy of Art and Sciences. This day is officially called like
the Day of Birth of Superconductivity [1], [2].

An important discovery in this area were made by the
great German physicists Meissner and Ochsenfeld. In their
article [3], they describe the so-called Meissner effect. This ef-
fect shows the difference of behaviour between a perfect
conductor and a classical superconductor in the presence of
magnetic field. As we can see in Figure 2, when cooling
down the classical superconductor in the presence of applied
magnetic field, the magnetic field is excluded from entering
the superconductor after crossing the critical temperature TC .
The perfect conductor would tend to trap in the flux of mag-
netic field instead. The superconductor levitation in the pres-
ence of an external magnetic field is a possible consequence
of this phenomenon. This is because the superconductor has
the opposite magnetization M as an applied magnetic field H .
It follows that M = −H . The magnetic induction B inside
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Fig. 2. The levitation of the magnet over superconductor and the graphical
approximation of Meissner effect. Magnetic field lines are represented as
arrows. These arrows are excluded from a superconductor when it’s below
its critical temperature TC .

the superconductor is expressed in the equation

B = µ0(H +M) = 0 . (1)

We can also say that they have discovered perfect diamag-
netism. We know it from the equation of susceptibility χ
which expresses the sensitivity of the material to the external
magnetic field

χ =
M

H
=

−H

H
= −1 . (2)

In summary we can say that the zero electrical resistance
and the perfect diamagnetism are basic properties of super-
conductors [4], [5], [6].

III. DISORDERED SYSTEM

The solid state physics teaches us [7] that in classical metals
the behaviour of free electrons is described by the Drude-
Sommerfeld model. This model says that some electrons can
move in a stationary and positively charged ion lattice because
they aren’t attached to atoms in any way. This electron scatter-
ing occurs in pure metals primarily due to thermal vibrations of
the atomic lattice. We know about other types of electron scat-
tering when a disorder is included in the system. The disorder
can be introduced into the system with chemical or physical
doping, introducing a defect in the atomic lattice, etc. When
we are focusing to 2D materials, the electrical conductivity σ
can be defined by the well known Drude formula

σ =
ne2τzr
m

, (3)

where n is the density of charge carriers, e is the electron
charge, m is the electron mass and τzr is the time period
between two collisions. The electron-electron interactions are
neglected in this case. The Pauli exclusion principle says
that two or more identical fermions can’t occupy the same
quantum state within a quantum system simultaneously. Fermi
energy EF is the highest occupied quantum state in such
the quantum system. In addition to Fermi energy EF , we
also introduce Fermi wave number kF , Fermi velocity vF ,
Fermi wavelength λF and a charge carrier density for a two-
dimensional system n2D with these expressions

kF =

√

2mEF

h̄2
, (4)

vF =
h̄kF
m

=
lzr
τzr

, (5)

λF =
2π

kF
, (6)

n2D =
k2
F

2π
, (7)

where h̄ is a reduced Planck constant, π a Archimedes’
constant and lzr is a mean free path, which is the average
distance between two collisions. When we use these expres-
sions in the Drude formula (3), we get the equation

σ2D =
k2
F

2π

e2τzr
m

=
kF vF e

2τzr
2πh̄

=
e2

h
kF lzr , (8)

where h is a Planck constant [8]. The system is in metallic
state if kF lzr ≫ 1. If the disorder of the system increases,
the mean free path lzr decreases proportionately. If the mean
free path lzr is gradually reduced to a value comparable
to the interatomic distance a ≈ 1/kF , the electrons are
strongly localised and the system becomes insulating. At this
point, a metal-insulator transition occurs. The so-called Ioffe-
Rogel criterion [9] applies, when kF lzr ≈ 1. By applying this
criterion to equation (8), we can express the maximum possible
value of a specific electrical resistance in metallic state

R2D =
1

σ2D

=
h

e2
∼= 25, 8128 kΩ . (9)

In superconductors, the charge carriers are Cooper pairs whose
charge is twice as high. By applying this criterion to equation
(8), we can express the value of quantum resistance of the elec-
tron pair

R2DS =
h

(2e)2
∼= 6, 4532 kΩ . (10)

The microscopic explanation of the electron localisation
is generally called Anderson localisation [10]. The electron-
electron interaction in such system was first described by Alt-
shuler and Aronov [11]. Then they theoretically showed
that it leads to logarithmic decrease of the electron density
of states.

If the disorder is included in the superconducting system,
the superconductor-insulator transition (SIT) can be observed.
After the disorder increases, electrical resistance increases
and the critical temperature TC decreases. Then we can see
a gradual transition from a state with zero electrical resis-
tance (superconductor) to a state with measurable electrical
resistance (insulator). We can see a demonstration of SIT
in Figure 3. The disorder can be introduced with physical or
chemical doping, applying a magnetic field, reducing a size
of the sample (e.g. thickness) to the coherence length level or
reduction of charge carrier density [12], [13].

The theoretical physics considers SIT to be a quantum
phase transition. Compared to a classical phase transition,
it can occur at absolute zero temperature. The quantum wave
functions of electrons are localised, when the material is
in its insulating state, as opposed to its superconducting
state. Real experiments are executed at final temperatures,
where the thermal excitations affect the resultant behaviour
of the sample. A possible overview of the SIT was elabo-
rated in article [14] by Gantmakher and Dolgopolov. They
write about several theoretically predicted mechanisms of SIT.
We can see three basic theoretically predicted mechanisms
described by their phase diagrams in Figure 4. The Figure 4 a)
shows the so-called fermionic scenario, when it happens
a continuous transition from the insulating to the metallic
and then to the superconducting state. The Figure 4 b) shows
the so-called bosonic scenario for low temperatures, when
it happens a directly transition from the superconducting
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Fig. 3. SIT of In2Ox thin films. The plot shows resistance (measure in Ω)
versus temperature (measure in K). We can see characteristics for thin films
(20− 25 nm) in a zero magnetic field.

to the insulating state by localisation of the Cooper pairs.
The Figure 4 c) shows phase diagram of transition, which
was proposed by Larkin [15]. The transition from metallic
to insulating state is impossible at the temperature range where
the sample is superconducting.

Today’s world research community is trying to find out
which theoretical mechanism of SIT is correct.

a) b) c)

T T T

x x x

I
I

IN

N 

S
S

S

I – N N – S I – S I – NI – S

Fig. 4. Phase diagrams of SIT, where T is temperature, x is control parameter,
I is insulator, N is metal and S is superconductor. Quantum transitions
are represented by the dots on the x-axis. Thermodynamic transitions are
represented by the solid lines. Boundaries between the regions are represented
by the dashed lines. Virtual boundaries are represented by the dotted lines.

Moreover, in recent years it has been said that the bosonic
scenario is a universal SIT scenario. The bosonic mechanism
SIT is shown in Figure 5 a). The bosonic scenario was
observed in disordered TiN [16], NbN [17] and InO [18]
samples. A typical behavior of this quantum transition is:

1) Together with increasing disorder the superconducting
critical temperature TC decreases faster than supercon-
ducting energy gap ∆. At the same time the coupling

strength parameter
2∆(0)

kBTC

increases and Cooper pair

islands may locally persist even on the insulating side
of the transition [16], [18].

2) Spatial inhomogeneity of the ∆ parameter was observed
around SIT in the range coherent length ξ [16], [17],
[18].

3) Tunneling spectra measured above TC show the presence
of a pseudogap. It’s a possible result of incoherent
clusters of Cooper pairs in normal state [16], [17], [18].

Fig. 5. Illustrations of disorder-driven SITs involving the emergence of
inhomogeneities that lead to Cooper pair islanding (bosonic SIT) and pair
breaking in homogeneous films (fermionic SIT). The superconducting (SC)
to insulating (INS) film transitions occur with increasing normal state sheet
resistance RN , at a critical value RNc. Blue regions are paired, and pink
regions are unpaired. The orange bar depicts the expected Cooper pair phase
coherence length ξφ, which sets the size of the phase coherent regions in
the bosonic insulator. The parallel stripes represent the phase angle of the
superconducting wave function, denoted as φ [20].

4) In the thin films with the highest disorder, superconduct-
ing vortices were not seen. Inability to observe the vortex
lattice close to the critical point is another hint towards
gradual loss of long-range coherence [16], [17].

Although a lot of researchers think that the bosonic scenario
is a universal SIT scenario, our scientific group has shown,
that the SIT in highly disordered MoC thin films is realized
through the fermionic scenario [19]. The fermionic mechanism
SIT is shown in Figure 5 b). A typical behavior of this quantum
transition is:

1) Together with increasing disorder the superconducting
critical temperature TC decreases proportionally with
the decrease of the energy gap ∆. Than the coupling

strength parameter
2∆(0)

kBTC

remains constant and the gap

apparently vanishes at the critical point.
2) A homogeneous superconductivity is observed around

the SIT.
3) A pseudogap wasn’t observed in measurements above

the critical temperature TC .

IV. SCANNING TUNNELING MICROSCOPY

The scanning tunneling microscopy (STM) was invented
in 1981 by Gerd Binning and Heinrich Roher [21] in IBM
laboratory in Zurich. They won a Nobel Prize in Physics
in 1986 for their invention. Scanning a surface of a conduct-
ing sample with atomic resolution, atomic manipulation and
direct measurement of local density of states are the main
possibilities that STM allows. Moreover, there is an option
of doing a map of tunneling spectra with the help of combining
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microscopy and spectroscopy option of STM. In this case
in each point of a topography a tunneling spectrum is measured
as well and effectively a map of local density of states
is obtained along with the topography.

Fig. 6. Schematic illustration and photo of the head of our home made STM.

Our group has a home made STM. The STM is built
in a Pan Slider design, which is known for its very high rigidity
and is mainly used in vacuum and cryogenic environments.
A scheme and a photo of the STM are shown in Figure 6.
The movement in our STM is realized via a piezoelectric
actuator. The scanning is performed using the tip. The tip
is usually made of cut bulk gold wire and for this reason
besides the sample there is also a bulk gold on the platform.
This serves for the sharpening of the tip by controlled collision
method, where the tip is repeatedly pushed into the sample
of the same material and retracted. This happens until one
atom remains on the tip.

Cooling of our system is secured by the commercial JA-
NIS 3He refrigerator. Structure of this refrigerator is shown
in Figure 7. Head of our STM is thermally connected
to the 3He pot, which allows us to cool the sample down
to 300 mK. This is the temperature of liquid 3He, which
is being pumped by a sorption pump with active charcoal

Fig. 7. Structure of the commercial JANIS refrigerator, model HE-3-SSV.

inside. Head of our STM is placed in the superconducting
magnet, which allows us to apply magnetic field up to 8 Tesla.

In summary we can also say, that the STM is a very
useful device for the study of local superconducting properties
in the strongly disordered systems.

V. CONCLUSION

The experimental study of SIT is very interesting not only
from the view of basic research but also from the view
of applications. In the age of microelectronics and endless
miniaturization of the electronic circuits it is very important
to know the applicability of the used materials. In my thesis
I will try to shed some light to the problem of nano size
effects in metals and some superconducting materials. After
the first year of basic studies of superconductivity and STM
methods I will continue in thin film preparing and performing
real physical experiments.
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Abstract—Traditional machine learning algorithms works in a
batch learning or offline learning manner. It works considerably
on a variety of problems. However, this does not hold when
we have a stream of data and we have to update our model in
real time. Online learning techniques overcome this challenge. In
this work we provide a review of best known online supervised
learning method.
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I. INTRODUCTION

Most of the time, traditional machine learning algorithms

works in a batch learning or offline learning manner. As

in batch learning our model is trained by some specific

learning algorithm using the entire training set and afterwards

the model is deployed for inference without the seldom of

performing any update. Such learning methods suffer from

expensive retraining cost when dealing with new training

data, and thus are poorly scalable for real-world applications.

However in this era of big data, traditional methods become

more restricted, especially when we have access to live data

feeds/stream. Therefore elaborating new technic and method

for online learning becomes a primary importance.

Online learning is a subfield of machine learning that

includes an important family of learning techniques which

are devised to learn models incrementally from data in a

sequential manner. This method overcomes the drawbacks

of traditional batch learning and permits the update of the

model intently, instantly and efficiently when new training data

instances arrive. Therefore, online learning algorithms are far

more efficient and scalable for large-scale machine learning

tasks in real-world where data are not only large, but also

arrives at a high velocity.

As in offline learning algorithm, we have multiple types of

online learning depending on the task. First, online supervised

learning where full feedback information is available [1]; then

online learning with limited feedback [2], and finally online

unsupervised learning [3] where no feedback is available.

In this study we will only focus on online supervised

learning.

II. RELATED WORK

Wang et al. [1] proposes a new method for online super-

vised learning for Spiking Neural Network [4] with adaptive

structure. Li et al. [5] proposes a collaborative online multitask

learning method, which learns a global model over the entire

data of multiple tasks. Cesa-Bianchi and Lugosi [6], Shalev-

Shwartz et al. [7] gives an interesting overview of online

learning and online convex optimization. Woeginger and Fiat

[8], Bottou [9], Rakhlin and Tewari [10], Blum [11] provide

a tutorial and notes on online learning algorithm. Furao et al.

[12] proposes an enhanced self-organizing incremental neural

network and improves upon [13].

III. THEORY

Spam email detection can be considered as an online binary

classification problem [14, 15, 16]. This problem can be

expressed as follows: consider a sequence of instances/objects

represented in a vector space, xt ∈ R
d, where t denotes the

t-th round and d is the dimensionality, and yt ∈ {+1,−1}
denote the true class label. On the t-th round, an instance xt is

received by the learner, which then employs a binary classifier

wt to make a prediction on xt, e.g., ŷt = sign(w⊤
t xt) that

outputs ŷt = +1 if w⊤
t xt ≥ 0 and ŷt = −1 otherwise. After

the prediction step, the learner receives the ground true label

yt and can properly measure the loss, e.g., using the hinge-

loss ℓt(wt) = max
(
0, 1− ytw

⊤
t xt

)
[17]. Whenever the loss

is nonzero, the learner updates the prediction model from wt

to wt+1 by applying some strategy on the training example

(xt, yt). This procedure is summarized in Algorithm 1.

Algorithm 1: Online Binary Classification Algorithm.

Initialize the predictor w1;

for t = 1, 2, . . . , T do

Receive instance: xt ∈ R
d;

Predict ŷt = sign(w⊤
t xt) as the label of xt;

Receive the ground truth: yt ∈ {−1,+1};
Loss: ℓt(wt) which is a convex loss function on both

w⊤
t xt and yt;

Update the prediction model wt to wt+1;

end for

By using this algorithm over a sequence of T rounds,

the number of mistakes made by the online learner can be

calculated as MT =
∑T

t=1 I(ŷt 6= yt).
As for classical learning algorithms, the goal of an online

learning task is to minimize the regrets against the best fixed

model in hindsight, defined as:

RT =

T∑

t=1

ℓt(wt)−min
w

T∑

t=1

ℓt(w) (1)

Where the second term is the loss of the optimal model w∗.

This loss can only be known in retrospection after seeing all

the instances alongside their corresponding labels.

From the theoretical perspective of regret minimization,

if an online algorithm guarantees that its regret is sublin-

ear as a function of T , i.e., RT = o(T ), it implies that
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limT→∞ R(T )/T = 0. Which means that on average the

learner performs almost as well as the best fixed model in

hindsight.

A. Convex Optimization

Many online learning problems can essentially be formu-

lated as an online convex optimization task [18, 19]. In the

following part, we introduce some basics of online convex

optimization task.

An online convex optimization task typically consists of two

major elements: a convex set S and a convex cost function

ℓt(·). At each time step t, the online algorithm decides to

choose a weight vector wt ∈ S; after that, it suffers a loss

ℓt(wt), which is computed based on a convex cost function

ℓt(·) defined over S . The goal of the online algorithm is to

choose a sequence of decisions w1,w2, . . . such that the regret

in hindsight can be minimized.

More properly, an online algorithm aims to obtain a low

regret RT after T rounds, where the regret RT is defined as:

RT =

T∑

t=1

ℓt(wt)− inf
w

∗∈S

T∑

t=1

ℓt(w
∗), (2)

where w∗ is the solution that minimizes the convex objective

function
∑T

t=1 ℓt(w) over S .

e.g., considering an online binary classification task for

training online Support Vector Machines (SVM) [20] from

a sequence of labeled instances (xt, yt), t = 1, . . . , T , where

xt ∈ Rd and yt×{+1,−1}. The loss function can be defined

as ℓ(·) as ℓt(wt) = max(0, 1− ytw
⊤x) and the convex set S

as {∀w ∈ Rd|‖w‖ ≤ C} for some constant parameter C. A

variety of algorithms exists to solve this problem.

Readers are forwarded to the books Shalev-Shwartz [2],

Hazan et al. [18] for an in depth treatment of this subject.

IV. ONLINE SUPERVISED LEARNING

Methods of online supervised learning can be categorized

in two: first and second order method. First-order learning

leverage the model’s first-order information during learning

process. I.e only exploit the first order derivative information

of the gradient for the online optimization tasks. However

unlike the first-order online learning algorithms, second-order

online learning algorithms exploit both first-order and second-

order information in order to accelerate the optimization

convergence. Despite improved learning performance, second-

order online learning algorithms often fall short in higher

computational complexity. In this study we only focus on first-

order learning algorithm which is described in the next section.

A. Perceptron

Perceptron [21, 22, 23] is the oldest algorithm for online

learning. Algorithm 2 presents the Perceptron algorithm for

online binary classification.

In theory, by assuming the data is separable with some mar-

gin γ, the Perceptron algorithm makes at most
(
R
γ

)2
mistakes,

where the margin γ is defined as γ = mint∈[T ] |xt ·w∗| and

R is a constant such that ∀t ∈ [T ], ‖xt‖ ≤ R. The larger the

margin γ is, the tighter the mistake bound will be.

Several versions of the Perceptron algorithms have been

proposed in literature. One simple variation is the normalized

Algorithm 2: Perceptron

INIT: w1 = 0
for t = 1, 2, . . . , T do

Given an incoming instance xt, predict

ŷt = ft(xt) = sign(wt · xt);
Receive the true class label yt ∈ {+1,−1};
if ŷt 6= yt then

wt+1 ← wt + ytxt;

end if

end for

perceptron algorithm, which only differs in the updating rule

as follows:

wt+1 = wt + yt
xt

‖xt‖
The mistake bound of the normalized perceptron algorithm

can be improved from
(
R
γ

)2
to

(
1
γ

)2
for the separable case

due to the normalization effect.

B. Winnow

Unlike the Perceptron algorithm which uses additive up-

dates, Winnow [24] makes use of multiplicative updates rules.

The problem setting is slightly different from the Perceptron:

X = {0, 1}d and y ∈ {0, 1}. The goal is to learn a monotone

disjunction classifier f(x1, . . . , xn) = xi1 ∨ ... ∨ xik where

ik ∈ 1, . . . , d. The separating hyperplane for this classifier is

given by xi1 + ... + xik . Algorithm 3 illustrate the Winnow

algorithm.

Algorithm 3: Winnow

INIT: w1 = 1d, constant α > 1 (e.g.,α = 2)

for t = 1, 2, . . . , T do

Given an instance xt, predict ŷt = Iwt·xt≥θ (outputs 1

if statement holds and 0 otherwise);

Receive the true class label yt ∈ {1, 0};
if ŷt = 1, yt = 0 then

set wi = 0 for all xt,i = 1 (“elimination" or

“demotion"),

end if

if ŷt = 0, yt = 1 then

set wi = αwi for all xt,i = 1 (“promotion").

end if

end for

The Winnow algorithm has a mistake bound of αk(logα θ+
1)+n/θ where α > 1 and θ ≥ 1/α where the target function

is a k-literal monotone disjunction.

C. Passive-Aggressive Online Learning (PA)

This is methods follows the principle of margin-based

learning [25]. Specifically, given an instance xt at round t,
PA formulates the updating optimization as follows:

wt+1 = arg min
w∈Rd

1

2
||w −wt||2 s.t. ℓt(w) = 0 (3)

where ℓt(w) = max(0, 1 − ytw · xt) is the hinge loss.

The above resulting update is passive whenever the hinge

loss is zero, i.e., wt+1 = wt whenever ℓ = 0. In contrast,
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whenever the loss is nonzero, the approach will force wt+1

aggressively to satisfy the constraint regardless of any step-

size; the algorithm is therefore named after this behaviour as

Passive-Aggressive [25, 26]. Specifically, it aims to keep the

updated classifier wt+1 to stay close to the previous classifier

(passiveness) and ensure every incoming instance to be classi-

fied correctly by the updated classifier (aggressiveness). This

algorithm assumes that the training data is always separable,

which may not be true for noisy training data in real-world

applications. To overcome this limitation, two variants of PA

relax the assumption as:

PA− I : wt+1 = arg min
w∈Rd

1

2
||w −wt||2 + Cξ

subject to ℓt(w) ≤ ξ and ξ ≥ 0

PA− II : wt+1 = arg min
w∈Rd

1

2
||w −wt||2 + Cξ2

subject to ℓt(w) ≤ ξ

(4)

where C is a positive parameter to balance the trade-off

between passiveness and aggressiveness. By solving the three

optimization tasks, we can derive the closed-form updating

rules of three PA algorithms:

wt+1 = wt + τtytxt, τt =





ℓt/||xt||2 (PA)

min{C, ℓt/||xt||2} (PA-I)
ℓt

||xt||2+
1

2C

(PA-II)

It is important to note a significant difference between Passive-

Aggressive and Perceptron algorithms. As perceptron only

changes the weight if there is an error in the classification.

Nonetheless, when the loss is nonzero even if the classi-

fication is correct, PA algorithms actively make an update.

In theory [25], PA algorithms have comparable error limits,

but empirically PA algorithms often outperform Perceptron

considerably. The PA algorithms are outlined in Algorithm

4.

Algorithm 4: Passive Aggressive Algorithms

INIT: w1, Aggressiveness Parameter C;

for t = 1, 2, . . . , T do

Receive xt ∈ R
d, predict ŷt using wt;

Suffer loss ℓt(wt);

Set τ =





ℓt/||xt||2 (PA)

min{C, ℓt/||xt||2} (PA-I)
ℓt

||xt||2+
1

2C

(PA-II)

Update wt+1 = wt + τtytxt;

end for

D. Online Gradient Descent (OGD)

Many online learning problems can be formulated as an

online convex optimization task, which can be solved by

applying the OGD algorithm. Let’s consider the online binary

classification using the hinge loss as an example, ℓt(w) =
max(0, 1 − ytw · xt). By applying the OGD algorithm, we

can derive the updating rule as follows:

wt+1 = wt + ηtytxt (5)

where ηt is the learning rate. The OGD algorithm is outlined

in Algorithm 5, where any generic convex loss function can

be used. ΠS is the projection function to constrain the updated

model to lie in the feasible domain.

Algorithm 5: Online Gradient Descent

INIT: w1, convex set S , step size ηt;
for t = 1, 2, . . . , T do

Receive xt ∈ R
d, predict ŷt using wt;

Suffer loss ℓt(wt);
Update wt+1 = ΠS(wt − ηt∇ℓt(wt))

end for

OGD and PA share similar updating rules but differ in the

way that OGD often employs some predefined learning rate

scheme while PA selects the optimal learning rate of τt at

each round but is subject to a predefined cost parameter of

C. In literature, different OGD variants have been proposed

to improve either theoretical bounds or practical issues, such

as adaptive OGD [27], and mini-batch OGD [28, 29, 30],

amongst others.

E. Mini-batch Online Gradient Descent

Mini-batch is a method where the incremental update is

performed on an average of the subgradients with respect to

several instances or one mini-batch at a time. The algorithm

runs as follows:

Algorithm 6: Mini-Batch Online Gradient Descent

INIT: w0 = 0;

for t = 0, 1, 2, . . . , T do

Receive b incoming instances xtb+1, ...xtb+b,

ŷtb+i = ft(xtb+i) = sign(wt · xtb+i) for i ∈ 1, ..., b;
Receive the ground truth ytb+i ∈ {+1,−1};
Suffer loss for the t-th batch

Lt(wt) =
1
b

∑b
i=1 ℓ(wt,xtb+i);

Update wt+1 = ΠS(wt − ηt∇Lt(wt));
end for

Multiple alogorithms from literature use mini-batch settings.

E.g Pegasos [31] algorithm follows the above standard on-

line gradient descent method and proved that when the loss

function is the L2 regularized hinge loss [32], the expected

regret is O(ln(T )/(λT )), where λ is the parameter for the

regularizer. Cotter et al. [33] improves the performance of

previous algorithms by adopting accelerated gradient methods.

Recently, Li et al. [34], Dekel et al. [28] considered the mini-

batch methods in distributed setting.

F. Averaged Gradient Algorithms

The convergence rate of OGD algorithm is O(
√
T ) for

convex loss function and O(1/T ) for smooth and strongly

convex loss function. Evidently, there is a great gap in the

convergence rate between OGD and Full Gradient Descent,

where the gradient is calculated with regards to all instances in

the dataset and the convergence rates are O(1/T ) and O(ρT )
(ρ < 1) respectively. This disparity is due to the variance of the

gradient calculated only from one instance. Some algorithms

were proposed to reduce the variance. However, these methods

are usually online algorithms in batch setting, i.e., the instances

are processed for more than once.
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1) Stochastic Average Gradient (SAG) [35]: solves the last

problem using the gradient averaging strategy. The goal is to

minimize the following function: P (w) =
∑n

i=1 ℓi(w) where

n is the total number of training instances. During the t-th
iteration, the algorithm randomly chooses one instance it to

update the gradient. For the other instances, the algorithm uses

the stored gradient that was calculated during the last time it.
The classifier is updated as follows:

wt+1 = wt −
ηt
n

n∑

i=1

gt
i , where gt

i =

{
∇ℓi(wt) i = it

gt−1
i i 6= it

Assuming that the loss function is smooth, this algorithm is

proven to have a convergence of O(
√
n/T ) for convex loss

function and O(ρT /n) for strongly convex function.

2) Stochastic Variance Reduced Gradient (SVRG) [36]:

algorithm shares similar idea as SAG algorithm in reducing

the variance of stochastic gradient. The algorithm works as

follows: Every m iterations, the algorithm get an estimated w

as w̃. The gradient at w̃ is calculated as:

∇P (w̃) =
1

n

n∑

i=1

∇ℓt(w̃)

During one iteration, the update rule is

wt = wt−1 − ηt(∇ℓi(wt−1)−∇ℓit(w̃) +∇P (w̃))

Therefore the gradient used in this update is an unbiased

estimation of ∇P (wt−1). After m iterations, the w̃ is set

to current wt or a randomly chosen vector from the last m
classifiers. Under the condition of strongly convex and smooth,

this algorithm converges at the rate of O(ρT ).

G. Other first-order algorithms

In literature, other first-order online learning algorithms

exists. E.g Approximate Large Margin Algorithms (ALMA)

[37] which is a large margin variant of the p-norm Perceptron

algorithm, the metaGrad algorithm [38] who tries to adapt

the learning rate automatically for faster convergence, and the

Relaxed Online Maximum Margin Algorithm (ROMMA) [39].

Many of these algorithms often follow the principle of large

margin learning.

V. CONCLUSION

This work presented a review of online supervised learning

method. We have mainly focused on this category because it

is a natural extension of traditional offline learning. Therefore

the methods presented in this work could be applied into real-

world problems where batch-learning algorithm suffers from

limitations due to the problem definition itself (e.g., live data

stream). The other type of online learning method is left for

another work.
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Abstract— The purpose of this paper is to present the case-

based reasoning (CBR) method and the progress of our proposed 

approach to improving the adaptation phase in this method. The 

rules adaptation, especially in the medical diagnostics process, is 

one of the most critical problems in the successful implementation 

of CBR technology in decision systems. Adaptation is often a 

challenging issue because it is traditionally done manually by 

experts in the relevant field. The presented approach will be 

verified and evaluated in the medical diagnosis process. 

 

Keywords—Case-based reasoning, Rule adaptation, Medical 

diagnosis 

 

I. INTRODUCTION 

The term case-based reasoning [1] consists of three words 

that need a short explanation. A "case" is actually an experience 

of a solved problem situation. It can be represented as in many 

different ways. A case base is a collection of such cases. The 

term "based" means that the reasoning is based on cases; that 

is, cases are the first source for reasoning. The term most 

characteristic of the approach is "reasoning." It means that the 

approach is intending to conclude using cases, given a problem 

to be solved. The CBR method is a method used to solve a 

problem based on previous problems with a known solution. 

In Figure 1, we can see the CBR cycle consists of successive 

steps [2], specifically selecting and retrieving the most similar 

cases (RETRIEVE), reusing and controlling of proposed 

solution (ADAPT), and storing the learned case (RETAIN). 

 

 
Fig. 1 Case-based reasoning cycle 

In general, at the beginning of the entire CBR cycle is 

initially selected similar cases from the knowledge base. 

Individual cases must be compared to find those that are most 

similar to the new one. When a similar case is found, a new 

case is tested. If the selected rule proves to be the most 

appropriate, it is applied to solve a new case and then is stored 

in the case base and immediately available for further use. 

Otherwise, the existing solution needs to be revised to reflect 

the new case. 

II. THE INITIAL STATUS OF THE RESEARCH TASK  

Although this method is relatively successful in the medical 

field [3], it has some existing limitations. The most critical 

operation of the CBR method is the adaptation step, which is 

often left out of the process. For this reason, the existence of 

systems supporting all steps of the CBR method is much lower. 

This fact is also confirmed by a study [4], in which of 76 

examined systems, 51 completely avoids automatic adaptation, 

so work only as retrieval systems. Some authors tried to solve 

the adaptation problem by using computational techniques 

(genetic algorithm or artificial networks) [5] or by creating a 

hybrid CBR system that integrates case-based reasoning and 

rule-based reasoning [6]. These facts led us to solve this issue, 

especially in the application of this method to medical records. 

III. RESULTS OF THE PREVIOUS WORK 

In previous research [7][8], we have been focusing on how 

to improve the adaptation phase of the CBR mechanism in the 

medical domain. Based on the findings and our experiences 

with medical diagnostics, we proposed a new solution to solve 
this challenge. We presented our solution at the international 

conference International IFIP Cross Domain (CD) Conference 

for Machine Learning & Knowledge Extraction (MAKE) 2019, 

where we received some recommendations for updating our 

approach. Figure 2 presents graphically the main part of our 

solution. 

The assumption of starting the RETRIEVE step in our 

approach is a list of decision rules generated by suitable 

algorithms. The new case is comparing with decision rules 

stored in case base by an inference mechanism. This 

mechanism can find: (1) identical case to the new one, and 

relevant rule can be applied, (2) very different case to the new 
ones, where is needed the input from experts, (3) partly similar 

cases that can be adapted related to the new conditions under 

the supervision of the expert. If the third state occurs, the cycle 

will continue, but firstly is need to investigate the differences: 

1) if the cases differ only in one condition - the expert will 

consider possible adjusting of it and 2) if the cases differ in 

multiple parameters - we identify a list of different parameters; 
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calculate a difference for this parameters with existing cases; 

expert will help us to allocate weights by importance for 

particular differences; the parameters with high weights will be 

adapting to the most similar case, and the target class will be 

determined (REUSE-REVISE-RETAIN).  

 
Fig. 2 Our approach for rule adaptation 

In our research group, I participated in creating a decision 

support system, which has been designed and implemented also 

on the CBR principles. In this approach, we mainly focused on 

the RETRIEVE step, which enables its user to find the most 

similar historical cases to a new case and suggest the most 

probable result. The system also provides useful visualizations 

to the expert, who is responsible for the final decision for the 

new case. This system was testing on anonymized medical data 

about real patients with cardiovascular disease. The main 

benefit of this system is to help the doctors to determine 
diagnosis faster and more precisely and assist them in deciding 

whether the current patient needs more examinations. This 

approach will be presented at the international conference 

Medical Informatics Europe in Geneva in April 2020. 

IV. ACTUAL STATE 

We focus on the practical application of the proposed 

approach shown in Figure 2, which we will consequently verify 

on real patients with cardiovascular disease. We gradually have 

been creating respective modules. 

The first module generates decision sub-rules by appropriate 

machine learning algorithms. After the initial reading of the 

available data in the form of a table, it is possible to find out the 

necessary information about the loaded dataset in both text and 

graphical form. Subsequently, by selecting the algorithm for 

generating the decision tree, it is possible to test the created 

model and determine the accuracy of the model on the test set. 

From the created decision tree, it is possible to generate a set of 

sub-rules. Of course, one case may be covered by one or more 

sub-rules, including the logical operator “AND.” The set of 

sub-rules can be download in the form of a table. In this way, a 

knowledge base is created containing a list of sub-rules. The 

number of sub-rules depends on the size of the input dataset 

entering the 1st module.  

The second module already represents the decision support 

system, in which the user has an 

input dataset through the user 

interface. This module has loaded 

the table of sub-rules generated in 

module 1. To write a new case, the 

user must enter all the values of the 

available attributes of the new case 

in sequence. Each new case in the 

system will be represented as a 

single table row composed of 

specific attribute values separated 

by a separator. Subsequently, the 

new case is comparing with the 

sub-rules stored in the knowledge 

base. Comparing will result in a list 

of the most similar sub-rules and 

their percentage match with the 

new case. If the inference 

mechanism finds an identical sub-

rule to the new case, the target 

value is the same as for the existing 

one. If the inference mechanism 

does not find any suitable sub-rule, 

it is necessary to classify the new case by an expert or to re-

generate the rules in module 1. This process will be verified and 

evaluated in the medical diagnosis process. 
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Abstract— Software solutions, applications, and interfaces 

implemented for SMART devices gained a lot of popularity over 

the last years. Variety of different devices and appliances can be 

SMART such as televisions, fridges, washing machines and other 

white goods, electrical sockets, lights, air conditioners and many 

others. Every SMART device has its own specific user interface 

designed by the manufacturer. Interfaces among different 

manufacturers and devices can be vastly different. There is a lack 

of solutions on the market that would unify all of these different 

interfaces into one that could simplify the user experience. This 

paper proposes a solution for unification of SMART interfaces 

that would enable the control of different devices with the use of 

one interface. It describes development of this universal solution, 

both server and client side, with the use of head mounted device 

Microsoft HoloLens. It will provide services and functionality for 

user control of a wide range of SMART components and unite all 

interfaces into one application solution. Proposed method can 

reduce production cost of SMART devices if all interfaces would 

be represented by one device such as HoloLens, Oculus, mobile 

device or other. 

 

Keywords—virtual reality, smart environment, user interface 

I. INTRODUCTION 

SMART solutions are becoming more popular nowadays. A 
lot of companies devote themselves to production of such 
devices and they also create user applications and interfaces 
that support the control of their products. Every company 
creates its own applications, interfaces and standards to enable 
the user control of their appliances. This is beneficial for the 
company, because it can compete with its rivals, but not very 
pleasant for the end user. In order to control all appliances and 
devices he owns, user needs to have installed all of the different 
applications for example on his smart phone. He has to 
memorize how to use them and if he owns devices from 
different companies, these applications could have different 
user interfaces. In this scenario, one unified user interface used 
to control all of them would be preferable. Demand of users for 
smart devices with an easy user interface is rapidly growing. 
One study [1] examined the opinion of mainstream users about 
the SMART household appliances and their future. Based on 
this research, preferred SMART product features were 
identified. Researchers examined benefits of these features and 
their use cases. They also divided users into categories and 
compared their expectations of what SMART household 
appliances should be capable of. They discovered that the most 
important need of an average user is the ability to control his 
SMART environment remotely and intuitively. The SMART 

environment also has to be accessible to all users in a suitable 
way and has to be adapted to children, adults and seniors. The 
goal of this paper is to create data generic interface for 
communication of SMART appliances and backend server-side 
application that can integrate any new SMART device easily 
regardless of its manufacturer brand. 

II. BACKEND SERVER-SIDE APPLICATION FOR CONTROLLING 

SMART HOUSEHOLD 

The main part of this work is the server-side application. This 
application controls all SMART devices and handles user input 
from frontend devices such as HoloLens or other data helmets 
and smartphones. The main advantage of this approach is the 
elimination of multiple different manufacturer’s applications or 
for variety of devices, and the ability to schedule the behavior 
of various appliances in advance, so that the user doesn’t need 
to have the helmet or phone by his side later. The server 
continuously monitors the state of the appliances and the 
execution of their scheduled tasks. Other benefit of such system 
is the ability to prototype the appliances as the HoloLens can 
simulate their state in the virtual reality without the need to 
physically own them in the SMART household. User can also 
use this feature to design his ideal household and choose the 
location or position of devices in advance to the purchase. 
Simulated appliances can be represented by a 3D model. More 
information about user interfaces using virtual reality is 
provided in [5].  

  

Fig. 1 Architectural design of proposed solution 

The architecture of proposed solution is shown in Fig. 1. The 
manufacturer can create unified interfaces with the use of 
dynamic 2D controller that consist of predefined structures 
such as labels, buttons, checkboxes, radio buttons, images and 
other. These are the building blocks of simple unified user 
experience. The setup of these structures used for controlling 
the specific device are stored in a map structure, along with the 
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style and positioning that will be used for the visualization, as 
seen in Fig. 2.  

 

Fig. 2 User interface for smartphone, listing all available devices 

III. AUTHORIZATION 

Access to device control and user privileges in system of 
SMART devices and resources needs to be managed in a secure 
way. Keycloak [4] was used in proposed solution to manage 
access privileges of end users. Keycloak can easily add 
authentication to server application and secure services with 
minimal effort when properly set. All requests to server-side 
application must have authorization token. Application has to 
communicate with Keycloak service and ask for permission to 
perform actions in household based on user identity and roles 
in the system. Access to perform any action can be easily 
denied. We can use this to limit the ability of children to 
perform changes in the system or to turn on appliances that 
would be dangerous for them. These roles and permissions are 
created by the owner of the household in admin area when 
creating an account. Owner is also responsible for registering 
new SMART appliances in household. 

IV. UNIVERSAL CONTROL OF HOUSEHOLD APPLIANCES USING 

UNIFYING INTERFACE 

Most of current applications for controlling SMART devices 
are device or manufacturer specific. User has to download 
multiple applications to control one household which could be 
considered redundant or complicated. Switching between 
different applications to setup the whole household is not 
convenient. This problem is solved by proposed solution with 
the use of unified interface using head mounted device 
HoloLens that uses virtual reality. However, this solution 
produces another problem that needs to be addressed. 
HoloLens, since it uses virtual reality, needs to be able to 
recognize and correctly identify SMART appliances in the 
room that it’s mapping with cameras.  A lot of research has 
been done in the field of object recognition in space. HoloLens 
has to recognize specific devices in the room and identify how 
to operate them. Some research papers [2] recognize appliances 
from camera image, other [3] use the user’s proximity to the 
devices into account when selecting the device to be controlled. 
It is also necessary to design a user interface in such a way that 
it satisfies user’s needs, provides rich virtual reality experience 
and is user-friendly. 

The HoloLens was used to create an intelligent user interface 
for SMART device control. HoloLens can recognize rooms in 
which it has been used previously and can recollect where the 
devices are located. Depending on device’s location, HoloLens 
can identify what specific appliance it is and ask the server-side 
application for up-to-date information about its state as well as 
for permission to control the device and change its state. For 
other head mounted devices that have difficulties with 
recognizing SMART devices in space, printed QR codes placed 
directly on devices could be used. QR code would be a unique 

identifier of the device used in request similar to the system 
using HoloLens with the same response containing device state. 
Only the device recognition would be implemented differently 
if needed based on head mounted device capabilities. QR code 
would be scanned and stored during registration of new 
appliance in the household by the owner.  

Another problem of using head mounted device to control 
SMART household appliances is that the user has to be 
physically in the room standing next to the device in order to 
control it. Smartphone application could be used to control 
appliances remotely at any time. However, for smartphone that 
is not capable of orientation in 3D space, and its device 
controlling function is slightly different, another similar 
interface can be created with manual registering of appliances. 
QR codes can be used to simplify the registering process as 
well. 

V. CONCLUSION AND FUTURE RESEARCH 

The current state of SMART household environment 
interfaces uses a variety of systems based on manufacturer. 
Every manufacturer wants to enforce its own solution. In order 
to reduce many different interfaces and applications needed to 
control one household, unified user interface and application is 
proposed. Users need one application that can control all 
appliances at once. Without this unified approach they have to 
use different applications and switch between them when they 
want to control multiple appliances at the same time. The 
current state of work provides simplified user interface for 
interaction with household devices. Virtual reality platform can 
be of great help when designing natural interface that is 
intuitive. It is possible to customize it based on user’s needs and 
habits at almost zero costs. It won’t specific, it could be used 
by any company for any device. Standards will be developed to 
provide the companies with consistent interface design that will 
be easy and intuitive to be used. Potential of this work lies not 
only in the unification of SMART devices but also in IoT 
solutions. 

Future work and research will be focused on creating 
intelligent user interfaces using the available technologies in 
our laboratory LIRKIS, with the use of HoloLens and Oculus 
Quest taking future or different head mounted displays into 
account. Proposed approach will be tested an evaluated 
experimentally and will be created incrementally in order to 
achieve intuitive and easy to use interface for environment of 
simulated smart household appliances.  
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Abstract— The aim of the work, which is presented in this 

article, is to create a system that will enable automatic generation 

of scripts for data mining process tasks. This paper focuses on the 

semantic model describing the process in data analytics. Semantic 

Web and ontologies such as DSO, EXPO, LABORS, and OntoDM 

are discussed in the introduction. Since the goal is to generate 

scripts for data mining tasks automatically, the CRISP-DM 

methodology is briefly described. The creation of automatic script 

generation is translated from a semantic graph to code in the 

Python environment. During the evaluation, this code is compared 

with the real code of algorithms typical for data analysis. 

 

Keywords— data mining, DSO, OntoDM, ontology, semantic 

model  

I. INTRODUCTION 

Over the past decades, a great deal of research has been 

carried out not only in the areas of clinical research, medicine 

but also in the natural sciences and many other sectors. Today's 

modern era, full of information and data, is flooding the world 

with "Big Data," thanks to significant technological advances. 

This leads to an exponential increase in data generation, and 

therefore data minig processes require sufficient resources to 

analyze and retrieve data [1]. The article in the next chapter 

gives the reader a theoretical basis for the issue. The third 

chapter describes how to create a semantic model that allows 

you to automatically derive a process model and then 

automatically generate a Python script. The final part is focused 

on testing and evaluation.  

II. SEMANTIC WEB AND ONTOLOGIES 

The Semantic Web seeks to improve the current web so that 

computers can process, interpret, and interconnect information 

presented on the web to help people find the knowledge they 

need to provide a common framework that enables not only 

data sharing but also reuse within applications, businesses, and 

communities. The Semantic Web aims to solve the most 

problematic issues related to the choice of modeling 

techniques. The vision of the Semantic Web is realized by a 

basic set of technologies such as. RDF, RDFS, OWL. One of 

the Semantic Web technologies [2] is also the ontologies that 

help to interpret the heterogeneity of big data by linking data 

concepts to classes of ontological data. Ontologies organize 

domain concepts in a hierarchy through logical relationships 

between them. Therefore, semantic mapping using dictionaries, 

lexicons, and topic mapping links data concepts with 

ontological classes. Nowadays, the term ontology is becoming 

more and more popular, especially in the field of information 

sciences. Currently, several specific ontologies describe 

medical as well as other experiments. Ontology in the field of 

medicine, OBI [3], explains the concepts of medical 

terminology and the relationships between them, thus enabling 

the sharing of medical knowledge and providing a standard for 

the representation of biological and biomedical examinations. 

EXPO [4] ontologies represent a proposal for the formalization 

of scientific experiments, and an extension of this proposal is 

ontology LABORS. 

A. Ontologies for data mining processes 

The basic element of data science is the formal description 

of experiments for efficient analysis, annotation, and sharing of 

results. Ontologies describing data-analytical processes include 

basic information subjects for data mining and knowledge 

discovery in databases representation. OntoDM [5] defines 

concepts for describing scenarios and data flow workflows. Its 

hallmark is that it uses BFO [6] as a higher-level ontology and 

template, a set of formally defined relationships from relational 

ontology, and reuses OBI classes and connections. It ensures 

compatibility and interconnection with other ontologies. 

B. Data Science Ontology (DSO)  

DSO [7] is a knowledge base on data science with a focus on 

computer programming. In addition to cataloging and 

organizing data science concepts, it provides the ontology of 

semantic annotation of commonly used software libraries such 

as pandas and scikit-learning. Annotations map the types and 

functions of libraries to universal concepts of the ontology. The 

purpose of DSO is to enable:  

• semantic queries for data analysis,  

• comparison of semantic similarity between data 

analyses,  

• automated statistical meta-analysis,  

• meta-learning for machine learning.  

DSO defines basic concepts from ontology, such as task types, 

algorithms, their settings, preprocessing operations. DSO has 

various kinds of DM tasks, such as classification, regression, 

clustering, anomaly detection, association analysis, and the 

like. 

III. SEMANTIC MODEL FOR DATA MINING PROCESSES 

A semantic model was created that should allow the formal 

description of data-analytical processes, ensure replicability of 

data-analytical processes, and automatically generate scripts 

for a given task of discovering knowledge in databases. The 
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definition of the model is based on the DSO ontology, which 

was gradually extended according to a procedure that included 

the following steps: 

1. Creating a case study base - description of content 

case studies, task and data description, and scripts to 

solve a given task that was created manually by a data 

analyst in Python programming language. 

2. Mapping concepts to code fragments - individual 

script code commands have been annotated with 

concepts from DSO ontology. 

3. Mapping generalization - code fragments that have 

been annotated by the same DSO concept and that 

performed the same operations over data or models 

were generalized to a parameterizable template that 

serves to automatically generate a code snippet for the 

operation defined by the DSO concept. 

4. Creating generalized models for data-analytical 

processes - for various types of tasks such as 

classification, regression, clustering, etc. we have 

created generalized process semantic graphs 

composed of DSO concepts that link the operations 

needed to solve the tasks. 

The resulting model allows for a given task to automatically 

derive a process model that applies to the task and 

automatically generates a script to implement this process in 

Python.  

IV. TESTING 

Testing was performed on selected case studies of data 

analysis applications. For selected tasks, a semantic graph was 

derived, which was automatically converted into a script in 

Python programming language and compared with code 

created manually by a data analyst. Testing was evaluated by 

various code comparison metrics such as: 

• the total number of lines of code,  

• the number of matching features,  

• the number of modified features,  

• the number of features added,  

• and the total code coverage.  

In addition to evaluating the code coverage, the accuracy of the 

learned models was also tested and there were no significant 

differences in the quality of the learned models between the 

generated and original code.  

A. Analysis evaluation 

The model was applied to 2 selected data files. One of them 

contained data on lending for cars. The aim was to classify 

whether new customers would buy car insurance. The weather 

was predicted for the second dataset. In both cases, the 

classification task was solved. The files had nominal and 

numeric attributes and contained missing values. 

 
TABLE 1 

COMPARING OF RESULTS (1. DATASET VS. 2. DATASET) 

 

Number 

of lines 

code 

Total 

number of 

functions 

Number 

of the 

same 

functions 

Number 

of 

modified 

functions 

Number 

of added 

functions 

Total code 

coverage 

(%) 

1.  239/183

* 

47/35* 9 12 14 74 

2. 79/147* 19/24* 2 12 3 92 

*compared code/our code 

V. CONCLUSION 

The goal was to create a model for automatic script 

generation that describes the processes of semantic models for 

data analytics tasks. In the first analysis, our model achieved 

code coverage of 74% while adding several features that our 

model couldn't list. In the second analysis, our model made 

significantly better code coverage of up to 92%. The repeated 

launch of our model has achieved favorable results with a 

deviation of +/- 1.43%.  
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Abstract—In this paper, the simulation results of Multilayered
Network Routing Concept for Upcoming 5G Networks will be
presented. The aim of Multilayered Network Routing composed
in this research is to provide a resilient way to deal with the
disrupted infrastructure of upcoming 5G networks. A new era
of networks with the phenomenon, that is known as the Internet
of Things (IoT) brings smart homes, smart cities and new critical
applications and services. Those services include public health,
public safety and many more. In order to provide constant
functioning of those services even in disrupted infrastructure,
the Multilayered Network Routing Concept was proposed. The
simulations provided in this paper shows, that proposed concept
is capable of providing such a role in upcoming 5G networks.

Keywords—Mobile Ad-Hoc Networks, Wireless Sensor Net-
works, DRONET, Multilayered networks, Concept, Routing ,Sim-
ulations

I. INTRODUCTION

The upcoming trend in the research of modern networks

is pointed out towards new fifth generation of networks, also

known as 5G. With the Internet of Things (IoT), new internet

will become more and more complex, smart and pervasive. In

the future, this connection leads as into smart homes, smart

cities and smart applications, that will affect our daily life.

Such applications and services include industrial automation,

public health and information systems, city management,

energy efficiency, and public safety.

The connection of those abilities and services will be crucial

in upcoming 5G networks. However, one of the urgent goals

is to provide uninterrupted operations of critical services such

as public safety and health service in scenarios, when fixed

network infrastructure is disrupted. This scenario includes

natural disasters (earthquakes, fires, floods, hurricanes), human

errors (nuclear, chemical, biological, radiological exposures

or railway and car accidents) and malicious criminal actions

(terrorist or cyber-attacks)[3].

The solution to these problems is the Multilayered Network

model, proposed in previous research as a routing concept.

It is composed of three layers of different networks, that

included Wireless Sensor Networks (WSN), Mobile Ad-Hoc

Networks (MANET) and the network of unmanned aerial

vehicles (UAVs) known as DRONET. In this model, the

WSN provides the data collection and act as an IoT network.

Since communication among WSN sensors is limited due to

constrained resources, the role of speed delivery of critical data

is held by MANET. If the disrupted area is big so the neither

MANET or WSN nodes are unable to deliver critical data,

the DRONET will provide backbone network, that is possible

to deliver critical data over long distances. In this paper, the

simulations results of such scenario prove, that Multilayered

Network model is capable to provide a mentioned role in the

upcoming 5G networks.

II. STRUCTURE OF PROPOSED MULTILAYERED NETWORK

The Concept of Multilayered Network model was previ-

ously proposed in research [2]. It is composed of three layers,

that accommodate three different types of wireless networks.

The first WSN network layer is supposed to replace the

role of the IoT network in disrupted network infrastructure

scenarios. It is build to collect data measured in the given

environment and provide them to the cloud data centres. In

disrupted scenarios, when access point (AP) to the cloud is not

available, critical data could be delivered through the second

MANET layer to the different part of the network, where AP

is functional. The advantage of this solution are higher data

rates, longer radio ranges and mobility of MANET nodes over

WSN nodes. As the mobility of MANET nodes could be an

advantage in order to bring data closer to the goal, it also could

be a disadvantage. Mobility could cause the MANET network

to split into disconnected islands without AP connectivity. This

problem is solved by DRONET backbone networks, that is

capable to deliver data over long distances with high data rates

to functional AP. The described scenario above is depicted on

Fig 1.

III. TECHNICAL A ROUTING DESCRIPTION OF LAYERS IN

MULTILAYERED NETWORK MODEL

In this section, all layers of Multilayered Network model

will be described in order to provide technical and routing

recommendations needed to set up simulations.

A. The WSN layer

The first layer consists of low energy wireless sensors, that

are able to operate in a multi-hop ad-hoc manner. However,

the sensors of the WSN network are resource-constrained

devices. Therefore, sensors operate at low data rates in order

to be energy efficient. The best suitable technology that also

preserves MESH routing is IEEE 802.15.4 ZigBee at the link

layer. This communication technology sensors to communicate

over distances up to about 10 meters and with maximum

transfer data rates of 250 Kbps, or lower [3]. In order to

provide interlayer communication, the wireless sensors of the
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Fig. 1. The Simulation of Multilayered Network Routing

WSN network need to be divided into two types. The first type

is an ordinary sensor, that is responsible for data collection

and distribution. The second is the gateway sensor, which is

only a WSN sensor, that is allowed to send critical data to

higher layers. The WSN gateway sensor also accommodates

two protocol stacks, because it need to implement second IEEE

802.11 Wi-Fi interface in order to be able to communicate

with MANET devices [5]. Therefore, this solution corresponds

to the tree or sink topology architectures, where data are

routed from ordinary sensors to gateways. Therefore, the rec-

ommended routing protocols are Based-Cluster [7] and RLP

Weight [4]. That routing protocols also support 6LoWPAN

protocol, that is used between the routing layer and MAC

layer [6]. 6LoWPAN protocol is responsible for translating

IEEE 802.15.4 ZigBee frames into IPv6 packets, that allows

WSN sensors to send data to the internet.

B. The MANET layer

Second MANET layer is composed of wireless mobile

devices such as cell phones, PDAs or laptops. Those devices

are not strictly energy-constrained and provide higher data

rates and longer radio ranges. The communication technology

in this layer is IEEE 802.11 Wi-Fi, where standard such as

802.11n is able to provide data rate range from 54 Mbps to

600 Mbps with radio range up to 252 meters in outdoor. Since

the MANET layer also accommodates IPv6 addressing, the

recommended routing protocols are IPv6 enabled DSR [8].

The MANET layer also introduces the gateway system, but

the gateways are elected by clustering based on DRONET

observation explained in the next section.

C. The DRONET layer

The third layer is composed of UAVs, also known as drones.

This layer accommodates two communication technologies,

IEEE 802.11 Wi-Fi and IEEE 802.16 WiMAX. Wi-Fi commu-

nication is needed for communication and discovery purposes

of MANET nodes and WiMAX is used for communication

with other drones, since it can provide 10 km radio range [11].

DRONET is also responsible for MANET network clustering

based on topology and GPS positions retrieved from discov-

ered nodes. With clustering such as Particle Swarm Optimiza-

tion algorithm (PSO) [9], Cluster Heads (CH) of each cluster

are selected and those CHs will become MANET gateways.

Recommended routing protocols are AODV or OLSR [10].

IV. SIMULATIONS

The simulations were designed based on the criteria de-

scribed above. The simulation scenario includes 500 by 500

meters area, 2000 WSN nodes, and 100 MANET nodes. The

aim of simulations was to show advantage of using multiple

layers over one WSn layer in terms of data delivery time,

number of hops and data rates. The results are summarized in

Tab I.

TABLE I
THE RESULTS OF MULTILAYERED NETWORK MODEL SIMULATIONS

WSN network Mul!layered Network model

Avegare data rates [Mbps] 0,031 62,630

Number o" ops 11 5

Time of delivery [s] 39,05 5,47

V. CONCLUSION

Based on simulations is possible to see, that Multilayered

Network model provides higher data rates, lower number of

hops and shorter delivery time against comparison with WSN

network alone. Based on this simulation is possible to say that

with the achieved results, the Multilayered Network model is

capable to provide resilient way to operate in 5G.
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Abstract—The article describes how combination of game
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I. INTRODUCTION

Wireless networks, multi layer networks or any type of net-

works need to communicate. Communication is related with

frequency of channel and technology of connection. Channel

management in network is related with spectrum sensing,

where devices can obtain information about devices in radio

range. Every type of communication in networks is related

to select the right channel. Radio resource management study

available channels to select the best one based on input param-

eters. This era is about network connection, be online and use

smart devices. Today in some cities are 5G networks (next

generation of communication technology) to test operation,

speed and interference. We can use radio resource management

in different area of communication. Drones can help with

communications, when no base station is near or is damaged.

Also these drones need to select right channel based on

spectrum sensing and data collection from surrounding. Drone

as base stations can be used in areas with no mobile connection

to provide access to the Internet.

II. PREVIOUS WORK

Research was oriented to implement fuzzy logic method and

game theory in wireless networks to manage and assign suit-

able channels to each wireless devices in network. Based on

spectrum sensing we can choose parameters to describe quality

of available channels. Exist a lot of parameters to describe the

quality of channel. We decide to choose some of them and call

them priority parameters. We use three parameters to describe

channel quality. Number of these priority parameters increase

time and complexity of algorithm. Article [1] described how

we implement fuzzy logic to channel selection, also what type

of rules, membership functions and priority parameters we

used. Another article [2] described game theory as method

for channel selection and input parameters for simulations.

III. PROGRESS IN THE RESEARCH AREA

We aim our research to combine game theory and fuzzy logic

and create intelligent (smart) method for channel selection

between devices in wireless networks. Game theory based

on type of game improve or decrease the gain for each

device. Main difference is if device want to cooperate or

non-cooperate to improve only gain for itself. Our research

use prisoner dilemma as type of game to improve rank of

channel quality. Priority of channel selection is speed (time

for calculation), due to fact, that mobile devices can move.

Players with their strategy and also with mutual cooperation

can improve channel selection [3].

Our purpose why we use game theory in smart method is

to evaluate the quality of channels multiple times and try to

find better value of channel quality value. Also implement

strategy, where each device cooperate with others and share

informations. These two parameters can improve the value of

channel quality in fuzzy logic. Fuzzy logic is able to rank each

channel, but we also need to perform a cooperation of devices

and strategy to increase quality of network and improve output

of smart method.

TABLE I
PARAMETERS OF SIMULATIONS

Parameters names Values

Simulated area [m] 500 x 500
Radio range of node [m] 100
Nodes [quantity] 40
Regular deployment –
Game iteration 20
Strategy cooperation

IV. SIMULATION AND RESULTS

This section describes how we implement smart method in

wireless network with simulation program Matlab. Based on

simulations we can say if this method improve or decrease

channel selection and distribution in wireless networks. Pa-

rameters of simulations is shown in Tab. I. Input parameters

for fuzzy logic is traffic, radio signal strength and SIR. Each

parameter is defined by membership function. Game theory

is represented by iterations and strategy for each device in

network. Fig. 1 shows path from source to destination device.

This path is selected based on dijkstra algorithm for shortest

path between nodes 1 and 40. Each time of iteration is different

values of input parameters due to other devices channel

selection. When we start the simulation we need to have
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Fig. 1. Selected path based on dijkstra algorithm.

channel for link between two devices so we allocate channel

1, when they are in radio range. Then at the second iteration

we use fuzzy logic with input parameters such as traffic, SIR

and RSS. Membership functions of each parameters and rules

for them define the output of fuzzy logic. This output is a

number from interval 0 to 100. Higher number means more

suitable to select. Node select the channels with the highest

value of output for each devices in radio range. Fig. 2 shows

allocated channel on path from source to destination device.

Final channel allocation is at last iteration. Second iterations

based on output from fuzzy logic change channel if deficiency

of output value of channel in actual iteration and output of the

same channel at previous iteration is higher as threshold, then

devices change the channels. Threshold value as deficiency of

outputs is set to 20. If deficiency is lower as threshold the

channel is unchanged. When we compare channel between

nodes 1 and 32 on fig. 1 we can see, that on this area are only

these two devices. It means minimum or no interference from

devices connected to device 13. On the other hand channel

between nodes 15 and 5, there are devices in radio range and

it means more interference from others. As we can see on

fig. 3 each channel between two nodes unchanged value from

first to fourth iteration. They have constant quality value of

channel. Device needs to change channel to obtain the same

value of quality. Link between devices 24 and 40 don’t change

value because there are no better channel to improve quality

of link. Output from fuzzy logic describe quality of channel.

Higher value means more suitable channel. We can see how

nodes in radio range influence quality of channel between two

nodes.

V. CONCLUSION

Smart channel allocation is suitable to be used in radio

resource management to improve quality of links in network.

Different type of game influence result of channel rank due to

different strategy of game with same input parameters. Appli-

cation of radio resource management is suitable to implement

in various types of wireless networks (sensors, drones) and

improve quality of links between devices.
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Abstract—the concept of smart grids is used to refer to a group 

of technologies that work together to create a next-generation 

network. The use of individual components of a smart grid can not 

only reduce efficiency, but also disrupt the normal functioning of 

the distribution network. For this reason, a complete solution is 

needed, which will include individual elements, communication, 

and monitoring and control systems. 
 

Keywords— smart grid, electric vehicle charging, microgrid, 

renewable energy sources. 

 

I. INTRODUCTION 

The energy system based on the Smart Grid concept is a 

single energy-information complex where managed objects 

must allow remote control. Systems for assessing the situation 

and emergency automation - to reduce excessive requirements 

for reserves of power and information capacities. [1] The 

appearance of such a system is an opportunity, due to new 

technologies and a new control system, to radically change the 

principles of functioning of the electric network. As part of the 

transition from classical networks to new generation networks, 

the European Union has identified the following important 

areas of development [2]: 

1. Intelligent network management. 

2. Demand Management (DSM). 

3. Integrated production and storage (DG&S). 

4. Electric transport. 

5. Broad integration of renewable energy sources. 

Although the theoretical upgrade of the network is simple, 

the deployment of an intelligent network is a complex technical 

process. Consequently, the success of a smart network will 

require a comprehensive multidisciplinary understanding of the 

various technologies whose activities must be coordinated to 

ensure its successful, efficient and safe operation. In regions 

where the implementation of smart grids has already been 

partially implemented, economic benefits are shown. Such 

solutions for the modernization of the electric network reduce 

energy bills for consumers; the installation of batteries 

improved uninterrupted power supply for critical loads, 

improved energy quality and reduced the number of accidents 

[1]. 

In my research for the first year, I focused on how various 

technologies have an impact on modern networks, as well as on 

methods for solving them. Therefore, besides the problem of 

inconsistency in the production of electric energy, there are 

other features of the functioning of renewable energy sources 

that affect the functioning of the energy system, which were 

investigated in several scientific articles. Some of them are 

listed below: 

1. The installation of a large number of renewable 

energy sources, has led to such a thing as a negative 

price for electricity. It is increasingly found in 

countries with large installed capacity of renewable 

energy sources. Therefore, in Germany for the first 

week of February, the price went into the negative 

zone 4 times fig.1 [3]. 

 

Fig. 1. Price changes in Germany due to high generation in renewable 

energy sources [3] 

2. Installation of a large number of renewable energy 

sources with insufficient battery capacity in low 

voltage networks causes an increase in electric power 

losses during transmission because of the so-called 

reverse power flow fig. 2[4]. 

 

Fig. 2. Changes of active and reactive power loss [4] 
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3. Installation of a large number of renewable energy 

sources in low voltage networks causes an increase in 

voltage in individual sections of the network, 

sometimes exceeding the permissible limits fig3 [5]. 

   
Fig. 3. Change in voltage in network sections with  

an increase in solar panels [5] 

4. The installation of a large number of renewable 

energy sources in low voltage networks causes an 

increase in short circuit currents fig 4. [4]. 

 

Fig. 4. Changes in short-circuit currents depending on the number of 

connected photovoltaics [4]. 

In recent years, there has been a clear trend in the automotive 

industry towards a shift from classic cars with an internal 

combustion engine to electric cars. That is, in the coming years, 

more and more cars with zero emissions of harmful substances 

will begin to appear on the roads, which, according to forecasts, 

should eventually completely displace classic cars [6]. Several 

scientific articles have investigated how widespread use of 

electric vehicles will impact the functioning of classic 

networks. From the conclusions of the studies, the following 

conclusions can be drawn [7]: 

1. Modern networks are technically able to withstand the 

use of electrical machines up to 35% of the total [7]. 

2. When using electric machines for 15% of the total, it 

increases losses in the electric network by 100%, and 

when using 35%, the losses increase by 330% [7]. 

Most of the above problems can be solved by installing energy 

storage systems of different capacities. In addition to improving 

the physical performance of the network (reducing currents in 

lines, reducing power losses during transmission, keeping 

voltage within acceptable limits) fig 5[7]. 

 
Fig. 5. The dependence of active power losses when using storage systems 

with a capacity of 10-100 and 180 kW [7] 

It is possible to use negative electricity prices for so-called 

price arbitration (when prices are near zero or in the negative 

zone to buy electricity and store in batteries, and sell during 

peak hours, when the cost is maximum). With lower battery 

costs, this will open up additional opportunities for distribution 

companies. 

At the moment, we can conclude that for the full operation 

of networks based on the concept of Smart Networks, an 

integrated approach to the use of a group of technologies is 

required, as well as the creation of a management system for 

them. In my further studies, I plan to focus on various control 

systems. Which can be grouped into several groups: 

 management on the consumer side, 

 charge management for electric vehicles, 

 management of electric energy storage systems, 

 voltage control using solar panel systems (inverter + 

solar panels) 
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Abstract—This paper presents use of PCB surface finishes and 

its impact in electronics. Work offers an actual research of the 

most common surface finishes in electronics, its advantages and 

disadvantages as well as testing of its properties. Paper also 

analyzes the need of surface finishes, which has the same purpose, 

but various usage as well as analyzes its application process and 

used materials. The comparison of various surface finishes is 

leading to survey its structure, storage conditions, major faults 

that leads to uncertainty as well as possibilities of usage in 

electronics, aimed for fine pitches, solderability testing and 

measuring the resistance of solder joint for different PCB surface 

finishes.  

 
Keywords—surface finish, reliability, solderability, wettability.  

 

I. INTRODUCTION 

The miniaturization of electronic components is leading 

to reduction of dimensions of its solder pads as well as 

increasing requirements of reliability of solder joints. Surface 

finish is one of the most important materials that is chosen 

before the manufacturing. It is necessary for covering the 

copper pads because it reacts with oxygen, that getting worse 

the solderability of solder pads as well as reliability of solder 

joints. The main purposes of PCB surface finishes are: 

• prevent of oxidation of copper solder pads or other 

forms of corrosion, 

• maintain good solderability and wettability of 

copper pads that guarantee good solder joint, 

• to prevent short circuits through the soldering 

process, 

• create background for wire bonding technologies, 

• create barrier for dissolving the copper through the 

fabrication process, 

• make functional interface, 

• suppress growth of tin whiskers,  

• long term reliability. 

 

For the miniaturization purpose, which is major in 

electronics, it is important for surface finish be very thin, 

perfect flat and homogenous on the whole surface of PCB. It is 

important to analyze these demanding specifications due to 

repeated reflow process.   

On the surface of solder pads, the oxide layer arises by 

reaction of oxygen with copper, so the main purpose of PCB 

surface finish is to prevent oxidation of copper soldering pads. 

There are many surface finishes sharing the market, but none 

of them covers all requirements. Each surface finish has 

advantages as well as disadvantages that makes it attractive for 

certain applications. 

For consider, which finish is better, there are several testing 

methods that could be done. Quality properties of certain 

surface finishes should be measured and validated, so purpose 

of finish can be set before manufacturing process [1], [2], [3]. 

II. MATERIALS OF SURFACE FINISHES 

In general, PCB surface finishes are divided into metallic 

(Cu, Sn, HASL, Au, Ag, Ni+Au, …) and nonmetallic (OSPĽ 
solder mask, …). Fig. 1 shows usage of PCB surface finishes 

from years 2003 before restriction of hazardous substances 

and after year 2007 [1], [2]. 

 
Fig. 1 Global usage of PCB surface finishes for year 2003 (left) and for year 

2007 (right) [4]. 

 

Galvanic deposition of copper belongs to metallic surface 

finishes. It is used for temporary treatment, and its function is 
to raise electrical conductivity. Silver and Tin are cost effective 

surface finishes, that are good for fine pitches and silver for 

aluminum wire bonding technology. There are issues with 

wasting the chemicals as well as with hazardous exhalants 

made at coating process. Tin is used for maintenance good 

solderability of copper pads, but there is issue with whiskers 

(long thin strings) that are made because of fast cooling due to 

internal stress. HASL (Hot Air Solder Levelling) is method of 

dipping PCB into molted solder, SnPb or SnAgCu, that is 

levelled with hot air blowing on PCB. Before dip, the flux must 

be added. Despite of thermal shock and high energy waste, this 
is the most popular PCB surface finish. Gold or nickel are 

added onto already treated PCBs. Its purpose is to make 

functional interface like connectors or interconnections 

between chips with advantage of low transition resistivity [1], 

[3], [5], [6], [21]. 

Metallic surface finishes are coated overall copped coating, 

or only on soldering pads, that are allocated with solder mask. 

There are several methods how to deposit finishes: [5]. 

• dipping – HASL, OSP, 

• galvanic – copper, tin, 

• chemical – silver, tin, nickel, gold, 

• screen printing – solder mask, 

• spraying – OSP.
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TABLE 1 

BASIC PROPERTIES OF THE MOST COMMON PCB SURFACE FINISHES [1], [2], [3], [6]. 

Surface finish OSP HASL ImAg ImSn ENIG 

Relative Cost 1 1.5 1.5 1.1 3 

Thickness in μm 0.1-0.156 1.5-45 0.08-0.25 0.6-1.2 
Ni: 3-5 

Au: 0.05-0.2 

Storage time (months) 3 18 12 6 24 

Planar yes no yes yes yes 

Temperature of 

fabrication in °C 
40 240-270 50 70 80 

Wave soldering yes yes yes no yes 

Times of reflows 2 6 6 2 6 

Wire bondable no no yes no yes 

ICT no yes yes yes yes 

 

Tab. 1 shows the main properties of surface finishes, that are 

known for manufacturer, as well as for customer and it is useful 

for considering, which PCB surface finish is the best for his 

purpose. 

III. SURFACE FINISHES DEFECTS 

Nowadays, we have such a very good quality PCB 

fabrication processĽ but it doesn’t mean that is perfect and 
without mistakes. Every surface finish has its several 

disadvantages that are its issues through the fabrication. Only 

few defects are mentioned, but there are more problems linked 

with manufacturing process. 

One of the most common issue is planarity of the HASL 

coating. Due to its inaccurate fabrication process of levelling 

the excess solder, on the soldering pads are made bumps with 

various thickness. This issue is problematic for BGA 

components with fine pitches that is inconceivable use HASL 

for this type of application. As we can see in Fig. 2, on pads, 

the coating was uneven and did not cover the whole pad with 

the evidence of non-wetting or de-wetting. We can consider, 

that solder had not wetted the copper substrate. This can cause 

issue in the soldering process with solder wetting [1], [7], [8]. 

 

 
Fig. 2 Detail of PCB soldering pad with HASL surface finish [8]. 

 

 Another issue that is made in the soldering process is voiding 

among the solder and surface finish due to thermal cycling. 

This issue was discovered mostly with ImAg surface finish, and 

silver plating process was optimized. Immersion silver coating 

has major problem that is creep corrosion. Creep corrosion 

arises by dissolving the silver in the environment with high 

humidity of sulfur. Creep corrosion effect is shown in Fig. 3 

[6], [9], [10]. 

 
Fig. 3 Detail of Creep corrosion effect of silver coating [9]. 

 

 As mentioned on the beginning, surface finish has to prevent 

short circuits. But immersion tin surface finish has issue with 

whiskers. Whisker, as mentioned above, is thin conductive 

string that is made by the impact of physical interfacial pressure 

after the plating process. Whisker can grow almost few 

millimeters long and 5 μm thick. As we can see in Fig. 4, there 

is issue with short circuit due to whiskers [11]. 

 

 
Fig. 4 Detailed view of tin whisker [12]. 

 

 Even the most expensive PCB surface finish has its 

fabrication issue. Black solder pad belongs to presence of 

phosphorus in electro-less nickel plating. It is important to 

understand the reaction mechanism, when solder reacts with 

ENIG plating. During the soldering process, solder is melted on 

the top of the pad, and gold layer dissolves into the solder, so 

the solder joint is created by the nickel and tin. Reaction of 

nickel atoms with tin enhance the crystallization of amorphous 

Ni-P into the P-rich nickel layer [2], [13].  
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IV. MATERIALS USED FOR SURFACE FINISHES 

Choosing the right material is difficult due to environmental 

issues. The most used SnPb HASL become restricted for basic 

application, due to RoHS, because lead was declared as a 

hazardous substance. Since then, customers and manufacturers 

started using other lead-free surface finishes as well as research 

in electronics started finding the optimal solution for certain 

application. The other trend is placement of component with 

fine pitches, that SnPb HASL cannot offer reliable joint due to 

various thickness. Other environmental problem is emission of 

exhalants that arises by manufacturing processes [6], [13]. 

A. Immersion Silver 

As mentioned above, problems with exhalants is exceptional 

for immersion processes, where nitric acid HNO3 is the base of 

the solution. However, immersion silver is thin planar layer of 

silver with thickness of 0.08-0.25 μm. Dip in nitric acid 

saturated with silver proceed simple displacement reaction, 

where silver ions are displacing the copper ions along the 

surface [6], [13], [14]. 

B. Immersion Tin 

Immersion tin is another low-cost metallic planar surface 

finish. In contrast with silver, the base material for tin immerse 

can be methane, sulfonic acid, sulfate of chloride. Process of 

the coating is similar to silver, based on the displacement 

reaction. Difference between finishes is thickness, that for tin 

is more than two times thicker [6], [13]. 

C. ENIG 

Another chemical based finish is ENIG, that is applied 

through the deposition of an initial layer of nickel followed by 

thin layer of gold that was chosen for protection of nickel for 

preventing corrosion as well as to preserve solderability. 

Manufacturing process consist of catalyst, acid dip, electroless 

nickel immersion and gold immersion. Catalyst consist of 

palladium salt in an acidic solution Pd(NH3), where palladium 

atoms displaces copper atoms on the surface. Acid dip, based 

on weak sulfuric or hydrochloric acid, removes any residual 

catalyst from non-copper surfaces, to prohibit plating on the 

solder mask or other areas of the PCB. The following high 

temperature acidic bath is used to plate nickel (3-5 μm) onto 

catalyst covered surface. This solution contains nickel ions as 

well as phosphorous, that is co-deposited with nickel. Last step 

is dip in solution with contamination of pure gold, where 

displacement reaction occurs. Thickness of gold is 0.05-0.2 μm 

[6], [13]. 

D. HASL 

Hot air solder levelling surface finish was the most popular 

option in PCB surface finishing technology before the lead-free 

era. Even though it doesn’t require chemical bathĽ it has long 
shelf life and relatively low cost compared to ENIG. However, 

also in this process, there are some energy wasting issues, due 

to keep the solder melted. Another energy wasteful process is 

levelling the excessive solder with hot air knives. Before lead-

free era, material used for HASL surface finish was eutectic 

Sn37Pb63. Nowadays, it was replaced with the commonly used 

SAC305. Before dipping into melted solder, the flux has to be 

added on the PCB, as well as micro etching must be done before 

the application [6], [13], [15]. 

E. OSP 

Organic solderable preservative is an anti-oxidant film 

applied on copper surface. Surface finish is nearly invisible due 

to transparency and thickness (0.1-0.5 μm). OSP consists of 

benzimidazole or phenylimidazole dissolved in water and acid. 

Main coating is deposited by dipping into OSP solution for 1-3 

minutes. Protective layer chemically bonds to the copper, that 

preserves the solderability of the copper pads. After the dip, the 

excessive film is levelled with the air knife [6], [13]. 

V.  MEASUREMENT OF SURFACE FINISHES PROPERTIES 

Before we decide, which surface finish is better, there are 

several testing methods for measuring its properties for 

comparing. Some surface finishes had problems with thick 

layer of brittle IMC, short creep rupture lifetime insufficient 

wetting, inadequate solderability, which means low reliability 

of the solder joints. However, electrical tests can be also done 

for qualitative as well as quantitative testing [15]. 

A. Wettability testing 

Comparing the wettability among the various surface finishes 

brings us the answer for question, which surface finish has 

better wettability. Meniscograph is measuring instrument to 

determine wetting force. As we can see in Fig. 5, test is realized 

by dipping the substrate with the certain surface finish into the 

melted solder, and wetting force (mN) is measured. This test is 

also called wetting balance test and presents quantitative and 

qualitative results [15], [16]. 

 
Fig. 5 Schematic cut of the wetting balance test [17]. 

 

Another quantitative test for wettability can be done by 

statistical method of reflow performance. The wetting pattern 

(Fig. 8, sector 2) includes 12 parallel lines in vertical and 

horizontal directions. On the top of the surface finish, there are 

printed 15 solder paste bricks 0.4 mm long with pitch 0.1-0.4 

mm between them. When ideal wetting occurs, whole line is 

covered with the solder. Wetting percentage can be calculated 

by ratio of number of gaps after reflowing / number of gaps 

before reflowing multiplied by 100% [18]. 

B. Measuring the electrical resistivity 

Measuring the electrical resistivity of the solder joint with 

various surface finishes can tell us, which can be more 

conductive and how surface finish affects the whole circuit. 

Electrical resistivity of solder joint is measured as electrical 

voltage drop on the solder joint with electrical current flow. For 

measuringĽ Kelvin´s method will be used (Fig. 6). Measured 

solder joint is connected to DC current generator with constant 

value of current. By using voltmeter, voltage drop on solder 

joint is measured and consequential electric resistivity will be 

calculated by ratio of the voltage (V)/current (A) [1], [19], [20]. 
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Fig. 6 Principle of Kelvin´s method for analyze electrical resistivity. 

C. Voiding test 

In this type of test, void area is measured using the 

percentage evaluation of voids towards solder. As we can see 

in Fig. 7, red color indicates voids and black color solder. 

Voiding percentage is then evaluated by ratio of voids to solder 

multiplied by 100%. Lower voiding area indicates better 

voiding performance. Ideal value for voiding is 0% [18]. 

 

 
Fig. 7 Image of voiding test from combination of immersion tin (left) and 

immersion silver (right) with solder paste SAC 305 [18]. 

 

For testing purposes, we made testing pattern (Fig. 8), that 

can be used for measuring properties of surface finishes. 

Pattern consists of 5 sectors. Sector 1 is used for measuring the 

electrical resistivity. For measuring the wettability is used 

sector 2 as well as sector 5, and voiding can be measured in 
sector 3. Sector 4 is for measuring other properties such as 

roughness, thickness or planarity. 

 

 
Fig. 8 Universal testing pattern for PCB finishes. 

VI. CONCLUSION 

This paper brings the comparison of the most common PCB 

surface finishes, their advantages, disadvantages as well as its 

properties such as thickness, relative cost or temperature of 

fabrication. Furthermore, process of manufacturing is also 

described and necessary technological procedures during the 

coating for each surface finish, used materials are mentioned. 

Work also offers view of PCB surface finish quantitative and 

qualitative testing of its electrical and mechanical properties. 

Various surface finishes have different properties, which 

have to be evaluated and according to results, customer can 

decide which surface finish will be better for his application.  

Due to these measurements, in this paper is described testing 

pattern, on which we can measure wettability, voiding, 

roughness, resistivity of solder joint, planarity and thickness. 

For future work, this pattern will be manufactured and applied 

in testing procedure. 

Surface finishes are very important in manufacturing process 

and selecting the right material can be difficult. On the one 

hand, we need good wettability, and on the other hand, we need 

planarity and small thickness. If we can develop new surface 

finish that is combination of these two features, we can use this 

surface finish for fine pitch components in consideration of 

miniaturization. 

My future work will be focused for developing new type of 

surface finish for needs of miniaturization also developing new 

testing methods for comparing the quality between various 

surface finishes (new type of surface finish, new treatment of 

surface finishes). 
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Abstract—The introduction of the paper briefly describes the 

current situation in the field of 3D printing of conductive 

materials. Next part of the article is devoted to simulation of spiral 

technical coil in the COMSOL Multiphysics program. The design 

of a spiral technical coil test sample is described in the third part 

of the paper. The conclusion of the article is devoted to verification 

of measured, calculated and simulated data.  
 

Keywords—3D printing, COMSOL Multiphysics, conductive 

materials, simulation, spiral technical coil, verification.  

 

I. INTRODUCTION 

Today, we encounter a large number of electrical 

equipment every day. They help us to fulfill our work tasks, 

meet everyday needs and make our lives easier in different 

ways. One of these devices is a 3D printer. In recent decades, 

3D printing has evolved from a sophisticated process that 

requires expensive machines (used only by larger companies) 

to a significant number of relatively inexpensive open-source 

projects, allowing a much wider audience to use this 

technology. Today, an ordinary person can buy a 3D printer, 

create an object in CAD software, or download it from an 

Internet database, and materialize the model in the comfort of 

their own home with their own and inexpensive 3D printer. 

With the advent of new print materials, opportunities to print 

unprecedented objects increase. Developments in the field of 

electrically conductive printing materials with admixtures of 

graphene, carbon or copper open up a wide range of 

applications in industrial electrical engineering. It allows the 

printing of sensors and simpler circuits, it can change the entire 

standard of electronic devices that are now capable of working 

in three-dimensional space instead of conventional PCB. Given 

that the coil is an essential part of any electronic device, this 

study is focused on its design and implementation using 3D 

printing. The various results achieved so far will also be 

described. 

II. SIMULATION OF SPIRAL COIL USING BY COMSOL 

MULTIPHYSICS 

The properties of any electrical element can identify directly 

by measuring or using appropriate software. For the 

measurement itself, it is necessary to have a measuring element 

available. Otherwise, it is necessary to solve the problem with 

the help of computer technology using software simulation 

tools such as COMSOL Multiphysics. In this chapter, we will 

discuss the design of a coil and identification its properties 

using computational techniques. 

After designing the spiral coil in the graphical software 

environment, it is necessary to set a various parameter as the 

material used for the winding of the coil (earned from the 

measuring of electrical conductivity of special conductive 3D 

printing filament [1]) and the type of environment (air) and 

more others conditions. 

 

Fig. 1 Density of magnetic flux in 3D space 

In Fig. 1 we can be seen that the largest magnetic flux density 

is in the center of the coil and decreases with increasing coil 

radius. The spool shown in the Fig. 1 has the following 

parameters: Outer diameter (dout) - 50.27 mm, Inner diameter 

(din) – 11.096 mm, the space between two turns (s) - 1.07 mm, 

wire width (w) - 1.6 mm, wire thickness (h) - 1 mm, number of 

coil turns (N) - 9. 

The inductance of the coil can be determined from the total 

energy of the magnetic field generated by the current passing 

through the turns of the coil using equation (1). The current 

through the winding of coil during the simulation was 1A. 

 

 � = �
 (1) 

 

By solving the equation (1) we get the inductance value of 

spiral coil: L = 1.44 μH. This value of the inductance will then 
be verified using the measurement and calculation with special 

formula in the next section of this article. 
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III. REALIZATION AND PARAMETER VERIFICATION OF 3D 

PRINTED SPIRAL COIL 

A. The design, 3D model of spiral coil using by CAD software. 

To verify the simulation results, we modeled a spiral planar 

coil in CAD software called Fusion360. On the Fig. 2 we can 

see the 3D model of the spiral planar coil. The coil dimensions 

were given in the previous chapter. 

 

Fig. 2 The 3D model of spiral coil designed in CAD software 

B. The process of producing a spiral coil using by 3D printer. 

 The CAD model was then cut into individual horizontal 
layers with the help of CAM software and printed with a 3D 
printer. The spiral coil 3D printing process itself is shown in Fig. 
3. The 3D FDM printer with 0.8 mm diameter nozzle 
(manufacturer's recommended nozzle diameter) was used. A 
special conductive metal-polymer material called Electrify from 
Multi3D was used to print the spiral coil. 

 

Fig. 3 The process of printing spiral coil using by 3D FDM printer 

C. Verification parameters of printed spiral coil.  

On Fig. 4 we can see measuring inductance of spiral coil 

using by programmable LCR bridge HM8118. 

 

Fig. 4 Measuring inductance of spiral coil using by LCR bridge 

Measuring the coil in the frequency range 10 kHz to 100 kHz 

was measured inductance values in the range 1.6127 μH to 

1.9131 μH. Using the coil simulation in the COMSOL 

Multiphysics simulation program, we obtained an inductance 

value of 1.44 μH at a frequency of 10 kHz. The difference in 

inductance between the measured value and the value obtained 

by the simulation was 0.1727 μH. This difference may be due 

to a greater number of adverse effects. One reason may be 

material, from the catalogue values given by the manufacturer 

do not match the actual material values (from publication [1]). 

Another cause is, of course, the inaccuracy of the 3D printer 

used and others adverse effects.  

We can also say that the analytical calculation according to 

formula (2) gives the result: 

 
� =  � ∙ � ∙ �� � ∙ � [(ln �� ) + � � + � � ], 

 � = . 5 ∙ −6 =  . 5  �  

(2) 

 Where davg is the average coil radius determined by the 
equation (3). 

 �� � = � + ��
 (3) 

 And where ρ is the fill ratio determined by equation (4). 

 � = � − ��� + ��  (4) 

 Where C1 – C2 are constants obtained from this publication 
[2][3][4], with C1 = 1, C2 = 2.46, C3 = 0, C4 = 0.2, µ0 = 4π10-7 
H.m-1, and N is the number of coil turns. All others parameters 
of equations (3) and (4) have been listed in chapter II.  
 Solving the analytical calculation of the equation (2), we 
determined value of the coil inductance to 1.3513 μH. This 
result obtained by analytical calculation is also considered to be 
approximate. 

IV. CONCLUSION 

In view of the facts described in this article, it is necessary to 

research this problem in more details. In the coming period, the 

research will focus on examining and addressing the following 

topics: Plating of a conductive Electrifi material with a copper 

layer. Use of tin as a conductive material for printing winding 

of coil. Design and production of plastic form for winding of 

coil and following the casting of the winding using a suitable 

liquid metal. Creating a database of coils of various shapes and 

dimensions. Simulation of coil property depending on different 

shapes, dimensions and materials used. Creating an application 

to select the suitable coil based on customer requirements. 

The ultimate goal of the work should be a system that can 

facilitate the selection of a technical coil with appropriate 

parameters according to customer requirements. 
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I. INTRODUCTION

As the philosopher Polonayi noted, “We can know more

than we can tell [4]”. Understanding speech, cycling and face

recognition are tasks that people know how to do, but our

ability to think about how we do these tasks is bad. Polanyi’s

paradox created a set of tasks that could be automated by com-

puter programming [5]. However, machine learning algorithms

make it possible to train computer systems to be more capable

and accurate than those that can be manually programmed by

humans. Manually programming new computer programs is

labor-intensive. Therefore, this process is replaced by a more

automated process of the existing machine learning algorithm.

Machine learning is a subdivision of artificial intelligence

in that it devotes itself to techniques and algorithms, which

allows the computer system "to learn". Learning should be

understood as making some changes to the internal state of the

system, which will make it more efficient to adapt to changes

in the surrounding environment. This means that based on the

information the system learns, it can respond adequately to

different input values [3].

Deep or machine learning has made significant advances in

resolving, which for many years have resisted the best attempts

of the artificial intelligence community. It is considered very

good in detecting structures in high dimensional data and is

therefore used in many areas such as business, science and

government [6].

II. TECHNIQUES AND MACHINE LEARNING ALGORITHMS

Machine learning algorithms use methods of statistical

analysis, in-depth data analysis and elements of mathematical

statistics. For a better understanding, the essence of a computer

is accuracy, which implies that it still works only with accurate

data. Machine learning gives the computer an estimate, which

is also based on accuracy and calculations, and which has a

high role in machine learning applications [2].

Machine learning techniques apply to several kinds of prob-

lems. Examples include language and written text recognition,

recognition of illegal use credit cards, face recognition, speech

recognition, gaming, and many more [1].

Somebody can ask, “Why should machines learn?” There

are many reasons why machine learning is important to us. In

addition to achieving machine learning helps us understand

how humans and animals learn, there are also important

technical reasons [3]:

• Often, people produce machines that do not work as

intended in the environments in which they are used. This

is because some features of the working environment may

not be known at the time of the design of the machine.

Therefore, machine learning can be used directly in the

workplace to improve machines.

• For certain tasks, the data may be too large to be clearly

processed. Machines can learn this information gradually

and capture more data than humans.

• As time passes, the environment also changes. Machines

that could adapt to the changing environment would re-

duce the need for a frequent redesign of the environment.

• There is a constant stream of events in the world that is

caused by people. The design of the systems is constantly

changing to match new knowledge. However, machine

learning methods could track these changes and adapt

automatically to these changes.

III. CATEGORIZATION OF MACHINE LEARNING

To select a suitable machine learning algorithm, it is

necessary to identify the general category of the problem.

Each algorithm has its advantages and disadvantages. The

decision to choose the right algorithm depends on the data

obtained. Years of research have developed a large number

of machine learning algorithms for different data. Some work

well with the text, others work better with numeric data or

continuous values. Algorithms are divided into three basic

groups, according to the type of task they can perform, namely:

• regression [7],

• clustering [8],

• classification [9].

By obtaining results it is possible to choose from several

algorithms. This procedure is often used in practice despite

higher time demands. Substantial categorization of algorithms

includes the following division:
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A. Supervised learning

Supervised learning creates a mathematical model from a

dataset that contains inputs and required outputs, also known

as control signals. Data is defined as trained data and consists

of training sets. In a mathematical model, training algorithms

are represented by a vector or file, and the trained data is repre-

sented by a matrix [10]. Through iterative optimization of the

objective function, trained algorithms learn the function that

is used to predict the output associated with new inputs. With

optimal function, it is possible to determine the algorithm’s

correct outputs for inputs that were not part of the training

data. If the algorithm improves the accuracy of its outputs or

predictions over time, we can say that it has learned to perform

this task [11].

The success of the algorithm is determined by a process

called cross-validation, which is performed only in classifica-

tions. This means that the algorithm must classify the object

according to the input data. Subsequently, the dataset (a set

of trained data from which the function learns patterns and

connections in the data) is divided into two subsets - training

and testing. Where training is used to learn a program and

test to measure its success. After the function training is

completed, the test subset is inserted into the program as an

input and its output is compared to the correct output in the

test subset of the dataset.

Supervised learning are most commonly used. In this model,

it is necessary to teach the algorithm to what result to work

out. It works on a similar principle as when a child learns to

recognize different things by remembering a picture from a

book. The teacher’s learning algorithm is trained by a set of

data that has a predefined output.

B. Unsupervised learning

Unsupervised learning algorithms deal with a set of data that

contains only inputs and look for structure in the data, such

as clustering or grouping data points. Therefore, algorithms

learn from test data that has not been classified, labeled, or

categorized. Algorithms identify common features in the data

and respond based on the presence or absence of such common

features in any new data[12].

The division of unsupervised learning can be divided into

two groups, namely clustering, and association. The task of

clustering is to connect data into groups that have something

in common. And the association’s task is to find association

rules that describe groups of data and the relationships between

them.

Unsupervised learning must work towards a result without

much human help. An example of teaching without a teacher

is when a child learns to recognize things only based on the

characteristic (color, shape, ...) of the thing and not based

on the title. The child will look for similarities between the

images and divide them into groups, assigning each group its

new label.

C. Semi-supervised learning

The combination of the two previous approaches creates a

third approach. In this approach, a large number of input data

X is available, but only a part of them also have output data Y

[20]. Many problems fall into this type of machine learning.

The reason for the missing output values is the time demand,

cost or need of experts in the field. This approach makes it

possible to use non-teacher learning techniques to determine

the relationship between data and teacher learning techniques

to predict data without output values. The values thus obtained

can be further used to better train the model.

D. Reinforcement learning

Reinforcement learning is a type of machine learning, where

agents learn how to behave by observing the actions and their

results [21]. The information is provided as feedback behind

the machine’s action in a dynamic environment. Based on the

action taken and the feedback, the machine will learn how to

behave in certain situations. This kind of machine learning has

found use especially in computer games, where machines are

used as opponents in multi-player games. The strength and

success of this approach are demonstrated by OpenAI Five (a

system of five neural networks) who defeated DOTA’s top 2

players around the world in DOTA [22]. Feedback learning

has also found application in other areas such as:

• self-driving cars,

• robots,

• advertising and marketing.

IV. MACHINE LEARNING ALGORITHMS

Several machine learning algorithms have been developed

using experiments and research. Each algorithm has its advan-

tages and disadvantages and it is not possible to compare and

evaluate the best one. This chapter describes the best-known

models.

A. Random Forest

The first algorithm for random decision forests was devel-

oped using the Tin Kam Ho method [13] using the random

subspace method, a method of introducing the classification

proposed by Eugen Kleinberg’s "stochastic discrimination"

method.

Random Forest is a combined learning method for regres-

sion and classification. It is a file tool to build decision

trees that requires a subset of observations and a subset of

variables. It creates a larger number of such trees and connects

them together as shown in FIG. 1, to obtain a more accurate

and stable forecast [15]. The algorithm uses random data to

determine the distribution that best describes it. The result is a

set of trees, each tree containing its own rules, which implies

that it has a different output. The result is determined by the

choice where, out of the set of results for which the largest

number of trees have âĂIJvotedâĂİ, is considered the most

likely [14].

Fig. 1. Random forest algorithm - tree joining
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B. Support Vector Machines

Supported Vector Machines (SVM) is a machine learning

method with a teacher that is mainly used for classification and

regression analysis. The goal of the supported vectors method

is to find a plane that divides the space of the symptom in

such a way that the trained data belonging to other classes

lie in opposite semi-spaces, see Fig. 2. The optimum plane is

such that the value of the minimum distance of the point from

the plane is as large as possible [16].

In the SVM algorithm, each data item is plotted as a point in

the N-dimensional space, where N is the number of containing

elements and the value of each element is the value of a

particular coordinate [14].

Fig. 2. Support vector machines algorithm

C. Artificial Neural Networks

Artificial neural networks are inspired by the principle

of functioning of the nervous system, whose basic building

components are nerve cells - neurons. The neural network

arises from the interconnection of individual neurons. The

connection is made by outputting pulses of the neuron, which

are applied to the inputs of other neurons. The basic network

topology consists of an input layer, one or more hidden layers

and an output layer. The backpropagation algorithm used to

teach the network is based on comparing the real network

output with the expected value and then adapting the weights

and thresholds of certain neurons from the output layer to the

input layer.

Each algorithmic learning cycle consists of two transitions

[17]:

• Transition forward - a signal is applied to the input layer

and spreads through the individual layers up to the output

layer. On the output layer, the output signal is compared

with the expected values of the output vector.

• Transition backward - the difference between the output

signal and the expected values yields an error function

that penetrates backward of the last layer in the reverse

direction. Subsequently, weights of neurons in all layers

are adjusted against the gradient of the error function.

An example of the functioning of an artificial neural net-

work algorithm can be seen in Figure 3.

D. K-means algorithm

It is a type of unsupervised algorithm that solves the

clustering problem. Clustering is similar to classifications,

but unlike it classifies elements into classes without names.

Fig. 3. Example of artificial neural network [3]

The k-means algorithm works in two steps: assignment and

optimization [18]. The assignment adds several centorids to

the noise space, which are the points defining the clusters.

Centorids are placed in random positions and their number

should be the same as the number of bursts. Centorids can

move in the individual steps of the algorithm, but the data

points must remain stationary. The second step is optimization.

When optimized, the centorids move to the center of the area in

which the points of their category are located and assigned the

closest points. The centroid’s position is recalculated to form

the center of its cluster, repeating this process until the cen-

toride’s position has stabilized. Subsequently, the centorides

are removed from the space and marked clusters are formed

whose point properties are the same [14]. An example of the

K-means algorithm is shown in FIG. 4

Fig. 4. Example of K-means algorithm

V. THE BENEFITS OF MACHINE LEARNING ALGORITHMS

BASED ON THE INFORMATION OBTAINED

These algorithms are the most widely used machine learning

algorithms at present. Each algorithm has its own elements of

learning that have different specializations in certain areas of

systemic activities.

Machine learning algorithms and machine learning, in

general, are a matter of developing the technologies of the

future. Using machine learning algorithms, we can accelerate

complex processes in different areas of human life and avoid

unnecessary, often-occurring, human errors. Algorithms can

help in difficult decision-making situations, thus saving time

for people to perform skilled human activities that can often

save human life.
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VI. CONCLUSION

The aim of the research was to get acquainted with the

logic and importance of machine learning. The thesis describes

techniques and algorithms that are necessary for machine

learning. The main goal was to compare the currently used

algorithms, which are divided into four basic categories of

machine learning. After the correct classification, the benefits

of these algorithms were highlighted based on the information

obtained.

REFERENCES

[1] T. G. Dietterich, “Machine-Learning Research”, AIMag, vol. 18, no. 4,
p. 97, Dec. 1997.

[2] S. Sra, S. Nowozin, Stephen J. Wright, “Optimization for Machine
Learning,” Cambridge, (2012).

[3] Nils J. Nilsson, “Introduction to MAchine Learning (textbook),” Stan-
ford University, (1998).

[4] D. Autor, “Polonayis Paradox And The Shape Of Employment Growth
(National bureau of economic research),” Cambridge: Massachusetts
Avenue, 2014.

[5] E. Brynjolfsson, T. Mitchell, “What can machine learning do? Workforce
implications,” Cambridge, 2017.

[6] Y. LeCun, Y. Bengio, G. Hinton, “Deep learning” Nature 521, 436 444,
(2015).

[7] Segal, M. R. Machine Learning Benchmarks and Random Forest Re-
gression. UCSF: Center for Bioinformatics and Molecular Biostatistics,
University of California: San Francisco, (2014).

[8] A. McGregor, M. Hall, P. Lorier, J. Brunskill, “Flow Clustering Using
Machine Learning Techniques,” Lecture Notes in Computer Science, vol
3015.(2004).

[9] R. Bost, R.A. Popa, S. Tu, S. Goldwasser, “Machine learning classifi-
cation over encrypted datam,” (2015).

[10] S.J. Russell, P. Norvig, “Artificial intelligence: a modern approach (book
style),” Malaysia; Pearson Education Limited, (2016).

[11] S. R. Michalski, G.Jaime Carbonell, M. Tom Mitchell, “Machine
Learning: An Artificial Intelligence Approach (chapter in the book),”
California (1983), pp. 6-18.

[12] V. Roman, “Unsupervised Machine Learning: Clustering Analysis (arti-
cle),” (2019).

[13] Tin Kam Ho, “Random decision forests,” Proceedings of 3rd Interna-
tional Conference on Document Analysis and Recognition, Montreal,
Quebec, Canada, 1995, pp. 278-282 vol.1.

[14] S. Ray, “Commonly used Machine Learning Algorithms (with Python
and R Codes),” (2017).

[15] T. S. Stava, “Tuning the parameters of your Random Forest model,”
(2015)

[16] T. Hastie, R. Tibshirani, Jerome Friedman, “The Elements of Statistical
Learning: Data Mining, Inference, and Prediction (book style),” USA:
Stanford University, (2009), pp. 417-438.

[17] J. Svitek, “Poznávanie, umelá inteligencia a strojové učenie,” (2018).
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Abstract — The present article is focused to impact of 
FACTS systems and their utilization for improvement of 
transient stability during set short-circuit. This article 
consists of simulations of SVC, STATCOM, TCSC and 
UPFC systems of a practical representation in NEPLAN 
software. This paper is focuses on implementing FACTS 
devices and is compared to different types of controllers. 
The modeling of the elements in the NEPLAN program 
shows the regulator's response to voltage and active and 
reactive power at the short-circuit. The final chapter is 
dedicated on the recommendation of the practice use of 
FACTS devices in power transmission system that can help 
to operate the power flow, stabilize voltage oscillations and 
improve the transient phenomena. 

Keywords: FACTS, transient phenomenon, controller, short-
circuit, dynamic stability 

I. INTRODUCTION 

The operation of each FACTS system is different, and 
therefore, when it is installed, it will be determined in advance 
what type of controller is to be dealt with in order to provide the 
most optimal solution to the individual problems in a given line 
or node, whether global or local. In almost any case, any version 
that is suitably set up for a given network greatly improves the 
quality of either transmission or transients and the stability of 
electricity. 

This scheme examined transient phenomena (dynamic 
stability) adjusted to 3-phase short-circuit and subsequently 
observed power system oscillation using flexible devices with 
and without the use of it. 

The application of FACTS systems is mainly limited by the 
investment costs due to power semiconductor devices and the 
overall complexity of the technology structure. However, due to 
their high reliability and efficiency, the return on these devices 
exceeds the costs associated with their purchase and installation 
[1], [15].  

Using the NEPLAN computational program, a simple 
diagram (Figure 1.) was constructed to observe transient events 
with the implementation of FACTS systems and to compare 
their response and ability to regulate voltages and power flows 
with the best possible ability to maintain system stability. In the 
given scheme, disturbances are defined, where the line 
"LINE23" is disconnected at 0.2 s from both nodes and in the 

node "BUS3" at a time of 0.1 s a three-phase short-circuit with a 
duration of 0.1 s is set (thus up to 0.2 s). 

 In the following subchapters, the individual effects of the 
controllers will be graphically presented, starting with a system 
where the generator is not using flexible systems (only the wake-
up controller is used) and then compared with individual FACTS 
devices (SVC, TCSC, STATCOM with UPFC - in this order). 
Each of the waveforms shows the time on the x axis (from 0s to 
5s) and the y-axis shows the bus voltages and active and reactive 
power on the generator in proportional units. All elements of the 
FACTS system will connect to a node called "BUS4". 

 

Figure 1. Fundamental scheme 

The scheme consists of a generator, a transformer, a series-
parallel line and a feeder. All of these elements are enough to 
keep track of dynamic influences, stability, and voltage 
fluctuations in a variety of unwanted phenomena in the system. 
In our case, disconnecting the line and applying a three-phase 
short circuit in the node can be observed in the oscillations of 
the voltage and power, thereby evaluating why it is necessary 
and advantageous to use the control FACTS devices [3],[9]. 

II. SIMPLIFIED MODEL OF SIMULATION OF DYNAMIC 

PHENOMENA WITHOUT AND WITH USING EXCITER IN NEPLAN 

PROGRAMME 

 

 

Figure 2. Controller exciter 
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Figure 3. Without exciter P, Q 

 

Figure 4. With Exciter P, Q 

Figure 3. and Figure 4. shows the active (blue wave) and 
reactive (red wave) waveforms of the generator without and 
using the exciter controller. From the waveforms it can be seen 
that with the set failure, the generator has grown to the point 
that it has not been able to stabilize itself to a constant power 
value. The generator has dropped out of synchronism while the 
amplitude of the oscillation increases with increasing time - 
generator shutdown is required (power supply stabilization). 
The exciter response can also be noted by the fact that the 
reactive power oscillation has stabilized at a lower value 
(without amplitude change) compared to the non-exciter 
generator [5],[6]. 

 

 

Figure 5.Voltage without exciter 

 

Figure 6. Voltage with exciter 

Disconnection of the line "LINE23" and the formation of a 
three-phase short-circuit on the bus "BUS3" due to large 
currents and interaction of the entire system oscillated the 
voltage as shown in Figure 5. and Figure 6. As a result of the 
exciter controller, the voltage fluctuations at the "BUS1" 
generator outlet were shifted (similar to reactive power) above 
1 p.j. and similarly they could not stabilize. The voltages 
"BUS5" have almost constant value throughout the monitored 
time. This is due to the fact that "FEEDER" is considered to be 
a so-called. a hard network - a network capable of delivering 
any amount of power without much voltage change (used to 
calculate and simulate waveforms for NEPLAN). Thus, we can 
conclude that the driver cannot stabilize and compensate for the 
serious failure and is not sufficient to stabilize and regulate the 
dynamic events in the system [4], [22]. 

 

III. DYNAMIC MODEL OF SVC CONTROLLER 

The main purpose of the SVC regulator is to increase the 
transmission capacity of the power system. This can be 
achieved if voltage is provided (by stabilizing it) and by 
increasing system stability boundaries. In order to stabilize the 
voltage at the receiving end of the transmission line and to 
contribute to the improvement of transient stability, the SVC 
essentially functions as a voltage regulator. While reactive 
power changes to reduce and quickly damp oscillations during 
voltage fluctuations, and especially after major bus failures 
[10], [19], [20]. 

 

Figure 7. Model with SVC 

The FACTS system technology, called SVC, is placed in 
the model in the "BUS4" node, with each FACTS element 
having its own controller, which controls the individual 
parameters for power transmission based on inputs and outputs. 
It is a modern trend that SVC controllers have also been widely 
used to control offtake in industry or household to improve a 
power factor [7]. 

 

Figure 8. Controller of SVC system 
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Figure 9. Active and reactive power with using of SVC system 

In Figure 9. we can observe the response and influence of 
the controller and SVC system on generator performance 
compared to its use or using other FACTS systems (listed in 
other subchapters). The reactive power the SVC was able to 
stabilize to an almost constant value while the active power 
settled at low oscillations, which no longer set a constant value 
with the controller. 

 

Figure 10. Magnitude voltage with using of SVC system 

The SVC system greatly influenced the voltage fluctuations 
in all system nodes except the "BUS3" fault and the "BUS5" 
hard network node. Voltage fluctuations were managed by SVC 
to much lower values, which the network can handle much 
better, thereby delaying system disruption, disconnecting 
power supplies, or preventing generator outage from 
synchronism [17]. 

IV. DYNAMIC MODEL OF TCSC CONTROLLER 

For studies of dynamic stability and oscillation events, a 
TCSC device may be represented by a variable reactance that is 
modeled as a variable reactance at a base frequency due to 
failure and during frequency variation - the frequency remains 
constant. 

 

Figure 11. Model with TCSC device 

Each of the FACTS devices is designed for the purpose of 
controlling or controlling the parameters in the system. Thus, 
the regulator may have entered different input values (voltage, 
current, power, etc.), which it monitors during operation and 
thereby controls the output value by means of the members 
included in the diagram, which may also differ from other 
regulators (susceptance - change of admittance, inductance - 
impedance change and others) [18].  

 

Figure 12. Controller of TCSC system 

 

Figure 13. Active and reactive power with using of TCSC 

On the curves of active and reactive power of the generator 
of Figure 13. we can also observe a marked improvement in 
performance oscillation compared to a non-FACTS-based 
scheme. Compared to the SVC system, the module thus failed 
to stabilize TCSC reactive power without oscillations. From the 
graph (red waveform) we can see when the regulator has turned 
the controller on and off to achieve the best possible power 
transmission operation by the power system [11]. 

 

Figure 14. Magnitude voltage with using of TCSC system 

Switching on the TSCS module also affected the voltage 
that the controller was able to settle for minimal fluctuation to 
ensure its subsequent amplification amplitude as was the case 
without using a FACTS device. When switching the 
semiconductor elements in the TCSC, the voltage variation in 
the "BUS4" node was changed step by step when the 
oscillations and voltage oscillations were changed due to the 
impedance change (see Figure 14) [12]. 

V. DYNAMIC MODEL OF STATCOM CONTROLLER 

Dynamic models of STATCOM devices are based on 
dynamic SVC systems, the difference being that each of them 
is constrained by a different value. STATCOM is restricted by 
current (between IC max and IL max) while SVC is limited by 
susceptance (between BC and BL) [23]. 
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Figure 15. Model with STATCOM device 

Each FACTS system has its own controller structure and is, 
in a way, unique in design and control of given parameters in a 
system or compensated area. The same technology of a given 
type of FACTS system can have many designs with a different 
controller control principle. It means different concurrency of 
input and output information - another mathematical model of 
the controller diagram. While the output of them is always 
connected and it is connected to the switching and switching 
control pulses of semiconductor components [14]. 

 

Figure 16. Controller of STATCOM system 

 

Figure 17. Active and reactive power with using of STATCOM 
system 

As with previous simulations of FACTS controllers used to 
improve system stability and dynamics, STATCOM technology 
is able to similarly regulate and reduce voltage and active and 
reactive power oscillations even when using other equipment 
designs. From the graphs shown in Figure 17. and Figure 18. 
we can observe the influence of the STATCOM controller 
system, which has stabilized the reactive power to almost 
constant value, and the active power has substantially reduced 
the amplitude of the oscillations and limited their rapid step 
changes as opposed to without the FACTS controllers [16]. 

 

Figure 18. Magnitude voltage with using of STATCOM system 

VI. DYNAMIC MODEL OF UPFC CONTROLLER 

The UPFC is a combination of serial and parallel controlled 
compensation. The UPFC system may appear to be 
interconnected two known as devices, namely STATCOM and 
SSSC interconnected via VSC converters with a DC link. This 
device can independently control both active and reactive 
power transmitted by the transmission line. 

 

Figure 19. Model with UPFC device 

 

Figure 20. Controller of UPFC system 
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Figure 21. Active and reactive power with using of UPFC system 

In Figure 21. and Figure 22. we can see the response of the 
UPFC system controller, which failed to compensate for the 
failure, stabilize or mitigate the effects of oscillation of power, 
voltage, and other system parameters. By approximately 2.9 
seconds when the first greater active power oscillation was 
generated, the controller was unable to stabilize this oscillation. 
As a result, the amplitude of power and voltage increased with 
increasing time and would oscillate until the local area in the 
network or the entire system was broken down. In this case, we 
can say that the synchronous generator has dropped out of 
synchronism and the UPFC controller has failed to improve the 
power transmission in the system. 

 

 

Figure 22. Magnitude voltage with using of UPFC system 

CONCLUSION 

From the individual developments and research on the 
impact of FACTS devices in this model, we can evaluate that in 
the vast majority of these devices are able to greatly ensure the 
improvement and reliability of the power system. Each device 
has its own controller and its design and location is suitable for 
various applications that need to be solved for their installation. 
This is an analysis for the purpose of applying the device to the 
system, and which of the electricity quality indicators need to 
be improved or optimized at a given location. It can be a power 
factor improvement, reactive power compensation, node 
voltage stability, increased transmission capacities, and 
especially the fastest possible dynamic events in various 
failures, resulting in rapid assistance for synchronous 
generators and preventing their outage from synchronism. 
Through FACTS systems, we can manage power flows, ensure 
continuous production, transmission and supply of electricity, 
and thus strengthen the whole system as a whole, thereby 
avoiding blackouts or even a major problem such as the 
aforementioned "Blackout" systems [13], [21], [24]. 

Due to the rapidly evolving demand for electricity, it can be 
stated that FACTS systems will be largely implemented in 
different locations, whether transmission or distribution 
systems. However, before they are put into practice, an analysis 
is needed to address what equipment is best suited to the issue 
and to which part of the network to use the selected system to 

make it as reliable as possible to optimize electricity 
transmission [1], [2], [8], [25]. 
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Abstract — As the share of renewable energy sources 

increases, the classic centralized scheme is transformed into 

decentralized electricity generation. Thanks to renewable energy 

is now economically profitable to produce electricity directly at 

the point of consumption. Despite the advantages offered by 

renewable distributed generation technologies, the incorrect 

integration of distributed generation into existing distribution 

networks may give rise to several economic and technical 

challenges. Optimal planning of distributed production is 

therefore of paramount importance to ensure that the power of 

the distribution network can meet the expected energy quality, 

voltage stability, reduced energy loss, reliability and profitability. 

 

Keywords — distributed generation, renewable energy sources, 

SMART Grid.  

 

I. INTRODUCTION 

At present, the so-called centralized generation of 

electricity is most often used. Centralized production is a form 

of power generation, in which electricity is produced in large 

power plants, which are located at large distances from end 

users. The amount of electricity produced is based on 

statistics, which is based on electricity consumption in the 

past. After power generation, the power supply voltage 

transformed to a higher voltage level, in order to reduce 

transmission losses by lines. Voltage in the vicinity of 

consumers is transformed back to a lower voltage [1][2]. This 

can be seen in the Fig. 1 below. 

 

Fig. 1 Centralized generation system [3] 

II. SMART GRID 

In increasing the share of renewable energy sources is a 

classic centralized schema changes for decentralized 

production of electricity. Thanks to renewable energy sources 

it is currently economically profitable to produce electricity 

directly at the point of consumption. In the case of excess 

energy, it is also possible to store it for use when needed. New 

sources and new technologies are therefore increasingly 

appearing in the electricity grid. There is a need for new 

communication between such components. The electricity 

grid is transformed into a smart grid (SMART GRID). Smart 

Grid is shown in the Fig. 2. 

 

 

 

Fig. 2 SMART Grid [4] 

The topic of smart grids is nowadays becoming 

increasingly topical, since electricity is needed to use most 

effectively. Energy must be transferred from production to the 

point of consumption with the least possible losses. 

There are various methods how to reduce power losses in 

the networks. For example: 

• usage of distributed generations, 

• network reconfiguration. 

  In this article the first method will be described in more 

detail. 
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III. DISTRIBUTED GENERATION 

Distributed generation refers to a variety of technologies 

that generate electricity at or near where it will be used. In 

applying distributed generation are commonly used renewable 

energy sources. Renewable energy sources are combined with 

heat and power plants. It is much easier to build small power 

plants than large power plants. It can be seen in the Fig. 1, that 

the electricity is produced with centralized method, but in the 

distributed generation it is produced with decentralized 

method, so the production is much more distributed in the 

networks [5][6]. This is shown in the Fig. 3. 

  

 

Fig. 3 Distributed generation system [3] 

 

Typical distributed generation performance values are as 

follows: 

• Hydro power plants 

o Small → 0.025 (MW) - 1 (MW) 

o Large → 1 (MW) - 100 (MW) 

• Wind turbines → 200 (W) - 3 (MW) 

• Solar power plants → 20 (W) - 100 (kW) 

• Geothermal plants → 5 (MW) - 100 (MW) 

• Biomass → 0.1 (MW) - 20 (MW), 

• Battery → 0.5 (MW) - 5 (MW) [5][6]. 

 

The benefits of using distributed generations: 

• reduction of power losses, 

• improvement on electricity quality, 

• improvement on system reliability, 

• reduction of greenhouses gases emission, 

• an emergency supply of power, 

• reduction of peak power requirements, 

• offsets to investments in generation, transmission, 

or distribution facilities that would otherwise be 

recovered through rates, 

• provision of ancillary services, including reactive 

power [5][6][7]. 

Before application distributed generation, it is necessary to 

examine the network where to connect the new power plant to 

get the benefits described above. These cases may arise: 

1. Determination of the optimal power (P, Q) of the 

power plant if the connection point is predetermined - 

for example, renovating an old power plant, 

or there is a place for photovoltaics because the best 

conditions are there. In this case, only the power of the 

plant can be changed. 

2. Determination of the optimum connection point if the 

power output of the plant is predetermined - in this 

case the power is given - e.g. we want to connect 

batteries, biomass to the network, and only we can 

change where it is connected to the network. 

To reduce the loss beyond the size of the installed power 

value, the method has some effect on what type of generator is 

used. The generator can: 

1. Produce only active power – (P+), 

2. Produce only reactive power – (Q+), 

3. Produce active and reactive power – (P+), (Q+), 

4. Produce active power but take reactive power – 

(P+), (Q-) [8]. 

IV. FUTURE RESEARCH 

Further research focuses on setting up a computer program 

designed to calculate network losses based on input 

parameters. The loss-based program should determine the 

location of the distributed generations with optimization 

algorithm in order to reduce the losses and increase network 

stability. 
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Abstract — The paper describes an actuators thermal model 

simulations of CNC milling machine. After defining individual 

heat sources in CNC milling machine we started to create models 

of part of CNC machine with heat losses simulation. The 

publication is specifically aimed at investigating the thermal 

conditions of a DC motor with a permanent magnet and a hybrid 

stepper motor. 

 

Keywords — actuator, CNC milling machine, copper losses,  DC 

motor, eddy current, hysteresis losses, Simulink, stepper motor, 

thermal model 

I. INTRODUCTION 

The DC motors and stepper motors are often used in practice. 

In our case, the DC motor is used as spindle in CNC milling 

machine and stepper motors provide moves of CNC machines 

axis. We need create thermal model of engine to calculate the 

heat generated by the engines. The largest amount of the heat 

in the DC motor is generated by current passing through the 

motor winding. Since the current value depends on the load, it 

is necessary to know the operation of the DC motor at different 

loads. The goal is to develop an accurate model of the DC 

motor which will be used to predict the value of the supply 

current.  The heat in the stepper motor is generated by copper 

losses and iron losses. More detailed analysis was created in the 

article [1]. This paper is focused to research to copper losses 

and their influence to heating of engines. In the last part of 

paper the motor thermal models are verified by the measured 

values. 

II. THERMAL MODEL 

To create a thermal simulation of a CNC milling machine, a 

precise thermal model of the drives is required. In the following 

subchapters we will illustrate simulations of individual engines 

created in the Simulink. The model of electric motors was 

extends its thermal conditions, considering the thermal 

capacities, the thermal conductivity of the components, the heat 

transfer between the individual parts of the structure, and the 

location of the losses incurred. By simulating the thermal 

model, the results of heating the engines under certain 

operating conditions were obtained. 

 

Simulink model of DC motor with permanent magnets 

In the first part we created basic simulation of DC motor. The 

simulation was published in Article [2]. In Fig. 1 we can see 

the connection of all the Simulink blocks witch we used in the 

simulation. The block DC motor is powered by a controlled DC 

voltage source. Next we have a voltmeter and an ammeter 

plugged in to determine the values of the power quantities and 

the probes that plot their waveforms. Simulation simulates 

engine without load. Block Load Torque presents the load 

generated by the fan. That is part of the engine and torque that 

needs to be done to spin the encoder. 

 

Fig. 1 Thermal simulation of DC motor in Simulink 

To create a simulation of the thermal model of a DC motor 

it was necessary to analyze in detail the properties of the motor 

part materials. The heat transfer between its parts and to 

correctly determine the heat sources and their location. The 

created simulation was compared with the measured values. 

 

Simulink model of Hybrid Stepper motor 

The thermal simulation of the stepper motor consists of the 

power supply of the motor, the stepper motor, the module used 

for generating losses, the thermal capacities of the individual 

parts of the motor and their transmission between them. The 

thermal simulation is shown in Fig. 2. 
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Fig. 2 Thermal simulation of stepper motor in Simulink 

The electrical part of the simulation is made of blue and the 

simulation of the thermal conditions of the engine is drawn in 

orange. For the simulation the components of the thermal mass 

representing the parts of the engine and the components of the 

heat and convection were used. The heat source was used to 

model copper losses that were placed directly on the motor 

winding. The thermal simulation describes the state at a 

constant current of 1.7 A in both motor phases. 

The simulation was used to verify the individual thermal 

conditions of the engine, such as heat transfer between 

components and surroundings. During the simulation, both 

motor windings were excited continuously, in this state the 

rotor does not move and current flows through the windings. 

The simulated state is suitable for verifying the accuracy of 

Joule losses calculation due to the non-creation of other types 

of rotor movement losses. 

III. VERIFICATION OF SIMULATED DATE 

We have created a thermal model to simulate the temperature 

of individual engine components. To verify the simulation, it 

was necessary to compare the accuracy of the model by real 

motor measuring. The conditions of simulation and 

measurements was same. The results of comparing the 

simulation and measurement of real device are as follows. 

 

Fig. 3 Comparison of measured and simulated data of DC motor 

The following graphs show a simulation of the stepper motor 

temperature. 

 

Fig. 4 Comparison of measured and simulated temperatures of the stepper 

motor winding 

 The design of the stepper motor made it possible to measure 

the winding temperature and the rotor temperature separately. 

Therefore, for stepper motor we have two temperature 

comparison graphs of stator and winding temperature. 

 

 

Fig. 5 Comparison of measured and simulated temperatures of the stator part 

of the stepper motor 

IV. CONCLUSION AND NEXT STEPS 

By comparing the simulated data, we can say that the 

simulation created is sufficiently accurate for further use in 

modeling the complete thermal model of the CNC milling 

machine. My next step will be to extend the model of stepper 

motor to simulate the iron losses and subsequently to create 

models to extend the state of different engine load. After 

completing the thermal models of the engines, it will be 

necessary to create the model of the entire CNC milling 

machine. Which will be consist from the conversion of the 

production process into the heat generated by the CNC 

machine. 
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Abstract—Emotion and the ability to understand them are
considered a channel of non-verbal communication. It is an
important factor to achieve a smooth and yet robust interaction
between machines and humans. In this research we proposed a
framework that enables us to recognize the true emotions of the
employees by showing them stimulus to provoke their real and
true emotions.

Keywords—facial emotion recognition, virtual avatar, human-
robot interaction.

I. INTRODUCTION

Vision is an important non-verbal communication channel,

as a result, computer vision has attracted much attention from

researchers. Research on the human face is very popular in

image analysis and computer vision because the applications

of automatic facial information analysis are numerous and

span several fields, ranging from Human-Computer Interaction

(emotion recognition) to law enforcement (face recognition).

Facial expression is an effective communication channel that

helps to understand the inner state of the mind of human

beings, Human face plays a critical role in recognizing the

emotional state of the person based on expressions regard-

less of the person’s origin or cultural background. These

expressions are a result of a complex muscle structure. An

observational study made by Paul Ekman [1] to find whether

humans show a similar appearance of emotions. He made this

study on a tribe in New Guinea and it showed that facial

expressions are the same as civilized people, Finally he proved

that we show a universal expressions that help to recognize

emotions.

Cloud computing has recently emerged as a paradigm

that shifts the hosting and delivering of services over the

internet. this paradigm has attracted the business owners since

it facilitates the use of requirement for used to provisioning

and help it to start even from the small [2].

Cloud computing is a distributed computing paradigm that

enables access to virtualized resources including computers,

networks, storage, development platforms or applications [3].

II. ANALYSIS AND DESIGN

We begin, in this section, by presenting the proposed system

requirement analysis that motivated its design, functional and

non-functional requirement are dealt with also which will

allow us to generate use cases after gathering and validating

the set of functional requirements

A. Requirement analysis

Capturing the requirements of the system is the first phase

in the development, which defines what the system should do

or provide for the user. To identify and define the requirements

of the system more clearly, the system has to be considered

like a black box, the actor can be usually a human user as

well as external I/O devices.

1) Functional Requirements:: Some of the primary func-

tions under-developed that the initial proposed version are

described as below.

• Facial detection and recognition.

• Facial emotion recognition.

• Virtual avatar.

• Chatbot.

• Recommendation system.

2) Non-Functional Requirements::

• Cloud based: The system must deployed in the cloud.

• Usability: The system must be easy to use and simple.

• Performance: The system must be reliable.

• Aware: The system must be aware of its environment.

Fig. 1. Use case diagram of our proposed system

3) Use case: We were careful to consider all of these

requirements in designing our System. We are now ready to

present the architecture itself and its design methodology.

B. Design

The proposed experiment consists of an interface that in-

cludes an avatar to make it more adopted by users, the avatar

has the ability to build a conversation with the users via a chat-

bot in order to maintain a long term conversation during which

the emotions are being recognised. the system also provides

facial recognition to make the study more efficient. once the
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emotions are recognised by our system which is deployed in

the cloud, a form of stimuli is given for the user, in order to

improve their emotional stat. as well as a feedback in order to

improve the preferences of every user figure 4.

Fig. 2. Proposed design

III. PROTOTYPE IMPLEMENTATION

The core of our proposed system is to implement a real time

facial emotion recognition system that surpass the stat of the

art using deep learning approaches. since the system in cloud

based, connection must be guaranteed, Camera is also must be

provided to capture the images of users in real time to analyse

it in the cloud, a feedback is given in form of conversation

based on avatar see figure 3

Fig. 3. Prototype implementation

IV. DISCUSSION

In the first part, the images of the employees were taken and

been trained for facial recognition, the frames are extracted

from the Kinect camera-sensor-captured video. The system,

when a face is being detected, and recognized, s stimulus will

be showed to the employees in order to provoke their emotions

where a capture of face will be stored in the dataset.

For second part, we will guarantee the employees the access

to their data for labeling,

After the images will be labeled, a model will be trained

using Convolutional neural networks.

Fig. 4. implementation

V. CONCLUSION

We proposeded a framework that works as a link between

the three areas, a setup of deep learning based facial emotion

recognition system that is deployed in the cloud, we aim to

build an interaction with the users using virtual robots and to

crowd-source the data needed for a better results by showing

stimuli to the users to recognise their true emotions.
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Abstract—In this paper, we proposed deep CNN models for the
classification of histopathology images, which were later used
for feature extraction in order to boost performance of the
explainable classifier, called Cumulative Fuzzy Class Member-
ship Criterion (CFCMC). First, we utilized eight well-known
CNN (Convolutional Neural Network) models, pre-trained on
ImageNet dataset, which were fine-tuned for classification into
eight types of tissue on histopathological images of the colorectal
cancer. Moreover, we proposed light versions of three pre-trained
models, which were trained from scratch to show the usefulness
of the transfer learning techniques. The results show that pre-
trained models perform better than the ones trained from
scratch. Furthermore, features extracted from deep CNN models
significantly boosted performance of the CFCMC classifier.

Keywords—cancer detection, explainable classifier, explainable
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I. INTRODUCTION

In machine learning, there are many powerful classification

algorithms with the ability to classify data with high accuracy.

However, the central problem of many of such classifiers is

that they are regarded as black-box models (e.g. deep learn-

ing), because even if the underlying mathematical principles

are understandable they lack transparencies in rationalizing

their decisions and explaining the data in a human-friendly

form. On the other hand, white-box models (e.g. decision

trees) provide very interpretable output but at a cost of losing

performance (accuracy). In machine learning, this is known as

the trade-off between the transparency and the accuracy [1].

In our research, we developed explainable classifier, Cumu-

lative Fuzzy Class membership Criterion [2], whose explain-

able ability come out directly from its structure [3]. Explain-

ability of the classifier is based on semantic extraction by post-

processing of the CFCMC structure giving auxiliary output

about data structures, resulting in explanatory mechanism that

explains the complexity of the particular data in the form of

semantics. Moreover, it provides the value that describes the

possibility of the input sample to be misclassified to the one

particular class. Therefore, our approach should speed up the

decision process of the expert, and hence it is suitable for

supporting decision-making of the experts.

In our further research, the first mean of the explanation for

breast cancer detection was introduced in [4]. Furthermore,

we have studied the usefulness of the proposed classifier for

decision-making of the pathologists during examination of

histopathological samples of the colorectal cancer data.

However, during this study, we have found out that the

proposed classifier performs poorly on raw image data. There-

fore, we decided to employ deep CNN (Convolutional Neural

Network) as a feature extractor.

II. EXPERIMENTS

The focus of the experiments is to find the architecture of

the CNN with the best performance as a feature extractor for

the explainable classifier CFCMC. Moreover, we examine the

usefulness of utilization of the pre-trained CNN models on

colorectal cancer data against the ones trained from scratch.

A. Histopathological data description

We used publicly available dataset released in [5] by Kather

et al.. It consists of H&E tissue slides, which were cut into

5000 small tiles of the size 150x150 pixels, each of them

annotated with one of eight tissue classes. The data are class-

balanced, each of the class consists of 625 tiles.

B. Experimental setup

In our experiments, we utilized eight well-known CNN

models, pre-trained on ImageNet [6] dataset, specifically,

AlexNet [7], VGG-16 [8], Inception-v3 [9], ResNet-50 [10],

Xception [11], DenseNet121 [12], Inception-ResNet-V2 [13]

and EfficientNet0 [14]. For all of them, the fully connected

layers were cut and replaced with dense layer with 1024

neurons with ReLU activation functions and 8 neurons with

softmax activation function.

Moreover, we created three lighter models that were trained

from scratch, specifically VGG-like model with 12 convolu-

tional layers and 2 fully-connected layers, Inception-like model

with 3 inception layers and ResNet20 model with the depth

20.

All models were trained using Adam [15] optimizer to

minimize cross-entropy for 100 epochs with learning rate set

to value 0.0001.

Finally, to train explainable CFCMC classifier, we extracted

features from last dense layer of all CNN models. Experimen-

tal setup for the CFCMC algorithm is as follows: number of

clusters for each of the classes was set to 1. Value of the

threshold θ was set to value θ = 0.01. For optimization of the

CFCMC, MATLAB implementation of the genetic algorithm
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CNN model CFCMC model

Raw image — 59.35(3.43)

AlexNet 91.43(2.42) 85.32(3.26)
VGG-16 93.61(1.75) 92.42(2.02)

Inception-v3 92.76(1.44) 90.79(2.04)
ResNet-50 93.80(1.08) 91.28(1.64)
Xception 93.58(1.25) 92.78(1.74)

DenseNet121 92.76(1.29) 92.06(1.75)
Inception-ResNetV2 92.76(1.02) 91.44(1.95)

EfficientNet0 90.97(1.39) 85.84(5.83)

VGG-like 80.88(1.14) 80.21(2.14)
Inception-like 85.25(2.82) 83.97(3.04)

ResNet20 90.14(1.24) 84.01(5.02)

TABLE I
PERFORMANCE RESULTS OF DIFFERENT CNN MODELS AND

CORRESPONDING CFCMC MODELS

was used with population size of 50 individuals. Mutation

rate was set to 0.2. Arithmetic crossover and adaptive feasible

mutation operators were used for reproduction. Stochastic uni-

form selection was used to choose parents for next generation.

Algorithm stops at 30th generation.

C. Experimental results

Table I provides performance results of difference CNN

models and corresponding CFCMC models. Classification

results are evaluated 10-folds cross validation test.

From Table I it can be observed that pre-trained and fine-

tuned models outperforms the ones trained from scratch.

Moreover, it can be seen that features extracted from CNN

models significantly boost performance of the explainable

CFCMC models.

III. CONCLUSION

In this paper, we have trained 11 deep CNN models on

histopathological images of colorectal cancer image data.

Thanks to transfer learning techniques, we have fine-tuned

8 deep CNN architectures, which were pre-trained on well-

known ImageNet dataset. Moreover, we created three lighter

models that were trained from scratch. Results show that fine-

tuned pre-trained models outperformes the ones trained from

scratch.

Furthermore, we have extracted features from all CNN

models that were used to train models of the explainable

CFCMC classifier. Result show that these features significantly

boost classification performance of the CFCMC classifier,

which was the primary goal of this research.
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I. INTRODUCTION

The concept of neural networks has been known for

decades. Convolutional Neural Networks (CNNs) were intro-

duced by [1] in 1980; however, the most significant break-

through happened after ILSVRC competition in 2012 thanks

to efficient hardware utilization, deep architectures, and new

activation functions such as rectified linear unit (ReLU). Since

then, neural networks play a crucial role in a large variety of

tasks ranging from object detection, facial recognition [2] to

natural language processing. The most significant advantage

of neural networks lies in its deep architecture that can extract

features on different levels of abstraction. In comparison with

traditional machine learning, there is no need for laborious

feature engineering.

One vivid area of research is the application of neural

networks in the medical domain. Deep learning was used in

[3] to predict the time that a patient should be in the intensive

care unit after heart surgery, thus reducing the cost and waiting

time for other patients. Authors of [4] utilized deep learning

for the detection of mitosis in breast histology images. Study

[5] created a deep learning model that achieves performance

on par with professional doctors at the task of detecting skin

cancer.

Despite its proven efficiency, usage of deep learning in

biomedical tasks has several problems. Firstly, neural networks

need a high number of labeled observations, which can be

troublesome because labeling the observations correctly has to

be done by experts. Secondly, most of the existing biomedical

datasets have a low number of observations, and extending

them can lead to different problems.

The aim of this paper is to describe transfer learning (TL) in

deep convolutional neural networks, which is used to increase

the efficiency of training on small datasets. Transfer learning

is a process where information gathered on one problem is

utilized on a problem in a different domain. Regardless of the

progress in TL and success in several papers [5] [6], rules for

choosing variables are still not known.

II. RELATED WORK

A. Melanoma detection

Malignant melanoma is the most severe type of skin cancer

that develops in the cells called melanocytes, which color the

skin. In 2012 approximately 100 000 new cases were identified

in Europe, which accounts for 3% of all new cases of cancer

that year. It is estimated that the deaths summed up for 1%

of all cancer deaths in the same year [7]. The probability of

curing the illness increases if detected early. However, many

cases are still missed by domain experts.

Both handcrafted and deep learning techniques were pro-

posed for computer-aided evaluation of skin lesions [6] [5].

[5] used GoogleNet Inception v3 architecture with weights

pretrained on the ImageNet dataset, with a target dataset of

the size of 129405 images (example Fig. 1). They proved

that CNN could diagnose melanoma with accuracy matching

professional dermatologists.

Fig. 1. Malignant and benign example images from [5] dataset.

Hagerty et al. [8] used fusion of handcrafted features and

deep learning. Transfer learning was performed via ResNet-50

network and achieved 87% accuracy. In the case of the fusion

technique, they improved accuracy to as much as 94%.

Detection of Melanoma is still a very actual problem, as

many circumstances may be remarkably improved. Among

other things, algorithms for hair removal from images and

segmentation of colored and healthy skin are still being

developed.
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B. Parkinson disease evaluation

Parkinson’s disease (PD) is a neurological disorder of the

central nervous system affecting mainly motoric functions. The

disease progresses slowly, starting with shaking, slowness of

movement, and various psychiatric manifestations. According

to [9], professionals diagnose patients of PD with accuracy in

the range from 75% to 92%.

Numerous approaches were proposed to provide a decision

support system to help medical personnel correctly evaluate

the patients. Three basic approaches exist. The first approach

is to analyze features extracted from signals from handwriting

captured by specialized device, such as x and y coordinates,

speed, and pressure recorded [10]. The second approach is to

apply speech processing to detect voice impairments, such as

slowness, monotone, and softness. The third approach based

on CNN is based purely on an analysis of an image of a

handwritten digit, letter, syllabus, or Archimedean spiral. The

third approach seems to be the way forward because it does

not need to have any specialized device nor laborious feature

engineering.

Previous research in this field evaluated their proposition

against two datasets called HandPD [11] and PaHaW [10].

Both datasets provide a balanced ratio of patients suffering

from PD and healthy controls. HandPD consists of four

repetitions of Archimedean spiral and meander drawings from

66 observations. PaHaW consists of nine tasks: Archimedean

spiral, letter l, syllabus le, words les, lektorka, porovnat

andnepopadnout and sentence Tramvaj uz dnes nepojede. The

distinction between HandPD spiral and PaHaW spiral is that

in HandPD subject was following a preprinted line (see Fig. 2

and Fig. 5).

Fig. 2. Example of Archimedean spiral from HandPD dataset [10]

Authors of [12] used AlexNet [13] architecture with transfer

learning (both fine-tuning and feature extraction approaches)

from ImageNet and MNIST database and evaluated it on

PaHaW dataset. [12] reported as much as 98% accuracy;

however, the results cannot be taken as conclusive because

training accuracy was reported, and data-leakage was present.

Fig. 3. Example of PaHaW Archimedean spiral a) raw data, b) Median
filter residual image, c) edge data [14]

AlexNet network and ImageNet datasets were utilized in

[14] and verified this approach on PaHaW [10] dataset. To

Fig. 4. Left-hand radiology images of subjects ranging from 14 to 18 years

further increase the performance, a fusion of CNNs trained on

images transformed by nonlinear functions such as Median

filter residual data and edge data was proposed (see Fig. 3).

Features were extracted from the penultimate layer and passed

to SVM classifier. Through the fusion of CNNs, they acquired

as much as 83% accuracy.

C. Bone Age Assessment

Skeletal bone assessment is a common examination used in

pediatric radiology for diagnostic and therapeutic investigation

of endocrinology abnormalities [15]. Generally, the examina-

tion is started by taking radiological image of the left hand and

then evaluate it using either Greulich & Pyle (G&P) method or

Tanner-Whitehouse (TW) method. An x-ray image is a perfect

match for CNN. Pediatric bone age assessment works rely

upon two key datasets; RSNA [16] and private SCH. RSMA

consists of 12480 X-ray images and SCH of 12390 images.

Fig. 5. Attention module [17]

Authors of [17] proposed a decision support system to

complete the bone assessment. The system was created of two

parts, the first was the attention module, and the second was
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Regression CNN. The attention module can be considered as

a data augmentation technique, as it created from one input

image images with coarse/fine attention maps. The second part

was a regression CNN, with Inception-V3 as a base network.

With this system, they achieved mean absolute error (MAE)

of 5.3± 5.5 months on SCH dataset and 5.2± 5.1 months on

the RSNA dataset.

III. CONVOLUTIONAL NEURAL NETWORK

CNNs are a special type of neural network specialized

in tasks, where the input is in the form of arrays such as

time-series or images. The architecture consists of an input

layer, multiple convolutional blocks, and an output layer. In

addition to that, some popular network architectures such as

VGG (see Table I) [18] or AlexNet [13] (see Table II) include

few fully connected layers right in front of the output layer.

Convolutional blocks consist of convolutional layers, pooling

functions such as max-pooling or min-pooling, and finally, the

nonlinear activation functions such as ReLU or tanh.

Similarly to other types of neural networks, optimization

is performed by minimizing the cost function by the back-

propagation algorithm. The cost function can be typically

expressed as an expectation of error across the data-generating

distribution pdata [19].

J(θ) = E(x,y)∼pdata
L(f(x;θ), y) (1)

where L is a loss function, such as binary or categorical

crossentropy, f is a function that predicts the output, x is the

input and y is the corresponding label.

A. Neural Network optimization

Neural Network optimization is performed by lowering cost

function J(θ). Lowering is done by modifying the param-

eters θ in the direction of antigradient. The antigradient g

may be calculated based on one sample, on a mini-batch

of size B, and the entire training dataset. The most deep

learning models use mini-batch gradient descent. Minibatches

are sampled from the data-generation distribution pdata in

form of input {x(1), x(2), x(3), ..., x(B)} with corresponding

labels {y(1), y(2), y(3), ..., y(B)} [19].

Antigradient based on mini batch can be calculated as

ĝ =
1

B
∇θ

∑

i

L(f(x(i);θ), y(i)). (2)

Modifying θ in the direction of antigradient ĝ performs

method called stochastic gradient descent (SGD). Many varia-

tions of SGD methods exists, such as Adadelta [20] or Adagrad

[21].

B. Data augmentation

Data augmentation is a process of creating new images with

preserved labels by slightly modifying the original images.

Data augmentation is used on the training dataset to enlarge

it artificially and reduce the chance of overfitting. During this

process, one must be careful that the original image and all

images transformed from that one should be a part of only

set. On Fig. 6 are two plots. The first plot shows the desired

training and testing accuracy over ten epochs. The second plot

shows the results of training, in which overfitting happened.

Model is overfit in case that its predictions correspond exactly

TABLE I
VGG16 ARCHITECTURE

Layer Size Kernel Size Stride

Input layer 224× 224× 3 - -
Convolutional 224× 224× 64 3× 3 1
Convolutional 224× 224× 64 3× 3 1
Max Pooling 224× 224× 64 2× 2 2
Convolutional 112× 112× 128 3× 3 1
Convolutional 112× 112× 128 3× 3 1
MaxPooling 112× 112× 128 2× 2 2
Convolutional 56× 56× 128 3× 3 1
Convolutional 56× 56× 256 3× 3 1
Convolutional 56× 56× 256 3× 3 1
MaxPooling 56× 56× 256 2× 2 2
Convolutional 28× 28× 256 3× 3 1
Convolutional 28× 28× 512 3× 3 1
Convolutional 28× 28× 512 3× 3 1
MaxPooling 28× 28× 512 2× 2 2
Convolutional 14× 14× 512 3× 3 1
Convolutional 14× 14× 512 3× 3 1
Convolutional 14× 14× 512 3× 3 1
MaxPooling 14× 14× 512 2× 2 2
Dense Layers 2048

Dense Layers 2048

Output layer 1000

TABLE II
ALEXNET ARCHITECTURE

Layer Size Kernel Size Stride

Input layer 227× 227× 3 - -
Convolutional 227× 227× 3 11× 11 4
Max Pooling 55× 55× 96 3× 3 2
Convolutional 27× 27× 96 5× 5 2
MaxPooling 27× 27× 256 3× 3 2
Convolutional 13× 13× 256 3× 3 1
Convolutional 13× 13× 384 3× 3 1
Convolutional 13× 13× 384 3× 3 1
MaxPooling 13× 13× 256 3× 3 2
Dense Layers 4096

Dense Layers 4096

Dense Layers 4096

Output layer 1000

to the training data and fails to generalize on data that it hasn’t

seen.

The most basic transformations used for data augmentation

are flipping the image horizontally or vertically, rotating the

image by any angle, shifting, or cropping the image.

Fig. 6. Example of desired training and training with overfit

Perez et al. [22] used Generative Adversarial Nets (GANs)

to augment data by transferring the styles from images to
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different phase of day, like night or day and also different

seasons like winter or summer.

IV. TRANSFER LEARNING

Transfer learning is a process in which knowledge gained

during learning on one task is utilized on another. Generally,

lower layers of CNNs tends to learn more abstract features,

such as color blobs or Gabor filters [23]. As this behaviour

applies to all the natural image datasets, it is reasonable to

think that such layers can be shared across multiple tasks.

On the other hand, the upper layers learn more task-specific

features, which may not help during the training on different

datasets.

The two most common approaches are called feature extrac-

tion and finetuning. During the feature extraction, all the layers

are frozen, except for the last fully-connected layer, which has

to be replaced to match the number of labels of target datasets.

Finetuning approach is based on freezing layers of one part

of the network and retrain the unfrozen layers.

The major problem of finetuning is that no general rules are

known. The optimal number of frozen layers varies regarding

to network architecture, the similarity of original and target

datasets, the number of observations, and a couple of other

variables. The only way to find the optimal number of frozen

layers is by running extensive experiments.

Study [23] provided a quantification of the transferability of

features from CNN layers. Transferability can give an insight

whether the features are more specific to the original dataset or

they are more general; therefore they can be used for transfer

learning. They also discussed the difficulties with optimization

in case that the network is split into two parts, leaving the

first part frozen and train only the second network. This may

negatively impact the convergence of the training. They also

claim that random weights at higher layers can be better than

pretrained weights from very distinct tasks.

Research in [24] derived another measurement of transfer-

ability based on entropy. Based on the their own transferability

measurement they provided framework for choosing the best

source dataset for transfer learning.

V. CONCLUSION

We have demonstrated the importance of deep learning

in biomedicine, especially in diagnosis of serious illnesses.

We also explained transfer learning, its advantages and also

mentioned the problems that haven’t been solved. Atop of that

we also briefly explained how CNNs work and described how

data augmentation can impact its training.
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Abstract—This paper describes a new logic system that allows
formalizing the meaning of natural language sentences and
revealing semantic ambiguities. This logic system is based on
transparent intensional logic and predicate linear logic. The
combination of these logic made it possible to create a unique
system with high expressive power. Its potential in computer
science is demonstrated by the implementation of a semantic
machine that automatically generates semantic representations
of natural language sentences.
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I. INTRODUCTION

The meaning of the natural language expressions should be

revealed by their analysis, because the grammatical structure

of the expression is usually different from its logical structure.

It is a common problem in natural language processing that

understanding an expression differs from how it was thought.

The misinterpretations of the premise and subsequent errors

of reasoning and argumentation occur. Logical analysis of the

natural language [1] deals with explaining the meanings of

expressions in the natural language.

The structure of the paper is as follows.

Section I is devoted to a short overview of newly proposed

logic system that would allow formalizing the meaning of

natural language sentences.

Section II describes the implementation of its semantic ma-

chine - type analysis and construction synthesis levels.

Section III presents conclusions that summarize the adequacy

of the described solution.

II. SOURCE-ORIENTED TRANSPARENT INTENSIONAL

LOGIC

Source-oriented transparent intensional (SOTIL) logic is

created by linking two logic systems - transparent intensional

logic and predicate linear logic. The goal of this fusion is to

create a new, extremely expressive logic system that allows

the logical analysis of natural language.

Pavel Tichý [2], the autor of transparent intensional logic

(TIL), specified ramified theory of types where the basic type

level contains the simplest natural language entities. The object

base B in TIL contains set of truth values o, set of individuals

ι, set of time points τ, set of possible worlds ω.

The hierarchy of types in TIL allows to construct objects

above the object base B as a function above that base. (α-

)intentions are objects of type (ατω) that representing func-

tions from possible worlds at time points to objects of type

α.

In TIL, the meaning of expression is expressed by using

abstract algorithm-structured procedures called constructions.

Constructions may be:

• variables (x) - construct object dependent on its valuation,

• trivialization (0X ) - constructs object X without any

change,

• closure (λx1, ..., xnX ) - constructs the function,

• composition ([XY1, ...,Yn]) - constructs the result of an

application of function to arguments.

The disadvantage of TIL is the absence of a proof calculus,

which is why it could not be fully automated yet. We decided

to choose a logic system that would increase the expressive

power of TIL. Such a system could be predicate linear logic.

Predicate linear logic [3] was formulated by Jean-Yves

Girard in 1987 as a formalism describing problems with an

explicitly determined amount of resources. It is a non-classical

logic of actions and resources, and also it is a generalization

of propositional, predicate and intuitionist logic.

Syntax of the predicate linear formulas ϕ and terms t can be

expressed by following production rule in Backus-Naur form:

ϕ ::= 1 | 0 | ⊥ | ⊤ | P(t, ..., t) | ϕ ⊗ ϕ | ϕNϕ | ϕ ⊕ ϕ |
ϕOϕ | ϕ⊸ ϕ | ϕ⊥ |!ϕ |?ϕ | (∀x)ϕ | (∃x)ϕ,

t ::= x | c | f (t, ..., t),

(1)

where ‘1, 0,⊥,⊤’ are logical constants, ‘P(t, ..., t)’ is pred-

icate, ‘⊗,O’ are multiplicative logical connectives, ‘⊕,N’ are

additive logical connectives, ‘⊸’ is linear implication, ‘(.)⊥’

is negation, ‘!, ?’ are modal operators, ‘∀, ∃’ are quantifiers,

‘x’ is variable, ‘c’ is constant and ‘ f (t, ..., t)’ is the application

of a functional symbol to a term ‘t’.
The advantages of PLL: PLL constants can capture not

only the truth but also the meaning of the expressions in

the form of predicate linear formulas, PLL has four logical

connectives, because of which it is an extremely expressive

system, PLL operators describe dependent and independent

choice of individual, PLL can describe the consumption of

resources, what is a special way to capture changing world

conditions, PLL can be automated due to a fully-defined

deduction calculus.

More about SOTIL syntax, semantics, and sequent calculus

is in [4].
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III. SOTIL SEMANTIC MACHINE

Analysis of natural language expressions has two-levels.

In the first one, syntactic analysis is performed using a

Stanford CoreNLP parser [5], which was carefully selected

after comparison with competing parsers. The second step

is the semantic analysis of expressions. Our implementation

of SOTIL semantic machine works in three successive steps

(illustrated in Figure 1):

1) type analysis - to each word of the sentence is assigned

adequate type,

2) construction creation - formalization of the meaning of

an analyzed sentence,

3) type control - a voluntary step to prove if the earlier

steps were correctly done.

Figure 1. Three-step analysis in SOTIL - theory and implementation[6].

The output of SOTIL semantic machine is a sentence

represented by SOTIL construction.

A. Type analysis

The analyzed types extend basic SOTIL types o, ι, ω, τ.

E.g. the attribute type (ιι)τω is identified as follows: it is

necessary to find a dependency case, where an individual

is a dependent element and the indicator ’s describes an

independent element. Another option is to find the dependency

nmod:poss - the dependent element is the individual and the

independent element is the attribute that is owned by the

individual (shown in Figure 2).1

Within the type analysis, other nine types were identified in

a similar way.

B. Construction creation

After all types are identified, the construction of sentence is

made. Each word is in specific relation to the other words of

the sentence. Sometimes more lexical units represent one type.

In sentence “The number of cars and motorbikes is growing.”

1The meaning of mentioned dependencies is explained at [7]

Figure 2. Attribute type of SOTIL.

objects number, of, cars are originally incorrectly analyzed as

independent words. In reality, they have together value type.

In the final construction, our algorithm put them together as

one object - number_of_cars.

λwλt[[[[0growing w]t]0number_of_cars]

⊗ [[[0growing w]t]0number_of_motorbikes]]
(2)

In a similar way, SOTIL performs automated translation

from natural language into logical constructions that represent

its meaning.

IV. CONCLUSION

The benefit of the presented research is the creation of a

new logical system SOTIL. Its great expressive power makes

it possible to formalize the meaning of natural language and

removes semantic ambiguities.

The SOTIL semantic machine is the basis of future research

in which its outputs will be used in an inference machine.

The SOTIL inference machine enables computer processing of

natural deduction over the knowledge base of natural language.

ACKNOWLEDGMENT

This work was supported by the following projects:

• Faculty of Electrical Engineering and Informatics at the

Technical University of Košice under contract No. FEI-

2020-70: Behavioral model of component systems based

on coalgebras and linear logic.

• Slovak Research and Development Agency under the

contract No. SK-AT-2017-0012: Semantics technologies

for computer science education.

This support is very gratefully acknowledged.

REFERENCES

[1] L. T. F. Gamut, “Logic, language, and meaning, volume 2: Intensional
logic and logical grammar,” University of Chicago Press, 1990.

[2] P. Tichý, “The foundations of frege’s logic,” De Gruyter, Berlin and New
York, 1988.

[3] E. Demeterová, Z. Bilanová, D. Mihályi, and V. Novitzká, “Lygon -
a programming language for linear logic,” Electrical Engineering and
Informatics 5 : Proceedings of the Faculty of Electrical Engineering and
Informatics of the Technical University of Košice. - Košice : TU, pp.
45–48, 2014.

[4] Z. Bilanová, “Logická analýza prirodzeného jazyka prostredníctvom
transparentnej intenzionálnej logiky a lineárnej logiky,” Doctoral thesis,
p. 125, 2020.

[5] C. D. Manning, M. Surdeanu, J. Bauer, J. Finkel, S. Bethard, and
D. McClosky, “The stanford corenlp natural language processing toolkit,”
Association for Computational Linguistics (ACL) System Demonstrations,
pp. 55–60, 2014.

[6] B. Bednár, Z. Bilanová, and A. Pekár, “The automated translation of
natural language sentences into intensional logic at the type analysis
and construction synthesis levels,” Acta Electrotechnica et Informatica,
vol. 19, pp. 3–7, 2019.

[7] M. C. de Marneffe and C. D. Manning, “Stanford typed
dependencies manual,” https://www.bibsonomy.org/bibtex/
2487e67b81281e38900ec97bd2915ec45/butonic, 2018.

SCYR 2020 – Nonconference Proceedings of Young Researchers – FEI TU of Košice

201



Tremor Detection Using Strain Gauges

1Norbert FERENČÍK (4th year),
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Abstract—This article describes the use of the strain gauges
for tremor tracking and detection. The Rehapiano is a versatile
tremor detector that measures the tremor of all ten fingers. The
patient is accompanied by a virtual nurse during the exercise.
Thanks to the virtual nurse, Rehapiano does not need another
rehabilitation technician or doctor. The results of the exercise are
processed and evaluated using Fourier transform. The patient’s
amplitude and frequency is a major indicator of current health
status. The results of such measurements are used as a quantifier
of disease development or ascertaining the patient’s response to
the treatment provided.
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I. INTRODUCTION

The project RehaPiano - REHAbalitation PlAtform inNOva-

tion is dedicated to creating a software and hardware platform

that diagnoses and trains the current movement and functional

properties of the human upper musculoskeletal system. This

device is mobile and modular, with the ability to diagnose

fine motor. I have been working on Rehapiano for the last

two years of my Ph.D. studies. With my solution, the patient

can use the device to record the force of a finger pressing with

the help of pressure sensors and also to record the response

time of the patient to the stimulus. In the case of the fingers on

the hand, we try to make sensing of the strength of each finger

separate so that the maximum pressure on the sensors exerted

by each finger is detected. Rehapiano can be used not only

by patients for rehabilitation but also by people who want to

improve fine motor skills. The Rehapiano device can be seen

in Figure 1.

Fig. 1. Device Rehapiano, which includes 10 strain gauges and a keyboard.
A monitor is included, but not shown.

II. TREMOR

Tremor is characterized in medicine as an involuntary

rhythmic and periodic movement of body parts. All body parts

may be affected, including the head, chin, and soft palate [1].

Muscle contractions during a tremor have a regular frequency

[2]. Tremor results from a pathological plaque in the brain that

activates the nerves and shakes the corresponding part of the

body. The formation of such a deposit is essential genetically

in the essential tremor; In Parkinson’s disease, shaking causes

dopamine deficiency in certain parts of the brain [3, 4, 5, 6].

For the differential diagnosis of tremor, it is important

to distinguish when shaking occurs. Shaking at rest is most

powerful when there is no physical activity. It may accompany

drug intoxication, addictive substance or Parkinson’s disease.

Static shaking occurs when the body or body part is actively

held against gravity. Intentional shaking, on the other hand,

occurs mainly in targeted movements. Tremor can be divided

into more than 20 groups [7]. The basic phenomenological

division [8] is based on the circumstances of the occurrence of

the form of tremor - depending on whether the tremor occurs

at rest (resting) or during active innervation (action), static

load (postural), or during movement of the affected part body

(kinetic and intense). Further shaking is possible according to

body location, frequency (slow to 4 Hz, medium 5-7 Hz, fast

over 7 Hz) or amplitude (fine - deviations up to 1 cm, medium

1-2 cm, coarse over 2 cm). Tremor can be a manifestation of a

variety of physiological and pathological conditions, appearing

as an isolated symptom or as part of characteristic syndromes

[9, 10]. The graphical distribution of tremors can be seen in

Figure 2.

Fig. 2. Tremor, according to its etiology, is categorized as rest tremor or
action tremor, the latter being further subdivided into action postural and
action kinetic tremor.
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III. METHODS

We made a subject estimation convention. The Rehapiano

is appropriate for estimating activity tremor produced during

deliberate muscle contraction. Each subject was provoked to

apply force with a given finger. The sufficiency of this power is

shown utilizing vertical green bars (see Figure 3). By inducing

targeted muscle withdrawal, the tremor may show and the tar-

get red line of the power at 40Hz frequency. The measurement

protocol can be modified by changing the required sequence of

fingers, time, and force to be maintained. However, we used

the same protocol parameters for all subjects. The example

in Figure 3 shows the measurement of the subject patient’s

left hand with the middle finger. The subject does not see the

target value.

Fig. 3. Example of finger force measurement.

IV. DATA EVALUATION

In this article, I will give just one example of exercise

evaluation. In the graph of Figure 4 I compare the exercise

of a healthy subject and a patient with Parkinson’s disease.

At the top of the graph, we can see the exercise of a healthy

patient. The middle finger (see Figure 3) reached the desired

value (in this case 300 grams). He was asked by the virtual

nurse to stay in the red area for 3 seconds. Green is the time

area in which the virtual nurse measurement was performed.

As can be seen, the strength of the subject developed over

time was stable.

Fig. 4. Example of an exercise. Top - healthy patient, middle - patient with
Parkinson’s disease, bottom - fourier transformation of healthy and patient
with Parkinson’s disease.

The middle graph shows the measurement of a patient with

Parkinson’s disease (patient data not necessary for evaluation)

at an early stage. From the graph, it can be seen that the patient

has reached the desired value, but the tremor has manifested

itself in the path and oscillation around the desired value. The

bottom graph is an exercise evaluation in the form of tremorial

cause quantification data. The red curve is a Fourier transform

of healthy patient data. It is clear from the graph that the

frequency change did not occur. Blue is represented by the

Fourier transformation of Parkinson’s patient data. The chart

shows a tremor with a frequency of 5.5Hz to 6.3Hz. On the

left axis, we can see the amplitude.

V. CONCLUSION

The results of the measurements are intended to diagnose

the patient’s disease. An example is to monitor the patient

based on the medications used for a selected period time.

Based on the data obtained, the doctor can monitor the

development of the condition and the effect of the treatment

on the patient. It should be noted that no research on tremorial

causes has been conducted in patients with Parkinson’s disease

using strain gauges to date. The next step in Rehapiano’s

tremor research is the creation of a computer game, during

which the patient is motivated to exercise by gaming activity.

VI. PUBLICATIONS

During 2019, our research group submitted an article[3] in

peer reviewed journal - Sensors with 5-year impact factor:

3.302.
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Abstract—With the development of artificial intelligence is
comming the age where the man and machine are interacting
on a daily basis. This is going to be reflected in the social
interaction as well. Robots are being developed with a singular
purpose: to provide people company. However, it is proving to be
a challenging task to actually understand peoples’ expectations
and social norms from the point of artificial intelligence to the
degree, where it would be able to behave in such fashion, that
we would interact with it in the same manner we do with other
people.
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I. INTRODUCTION

Recent years have seen ever increasing rate of the de-

velopment of the artificial intelligence. It is to be expected,

that these advances would not be wholly confined to the

immaterial digital world. By giving the algorithm a physical

body, we allow it to interact with our world and in turn

with us. However, this social interaction has to conform to

peoples’ expectations. Studies [1] have shown that people tend

to respond socially and to apply social rules to technology.

“Unlike usual computer programs, robots do have physical

‘body’ which allows them to interact with their environment

and in turn with people as well. The robot’s ability to move and

act autonomously gives it unique aspect in the interaction”[2].

Other examples point out the novelty factor of the interaction

and waning interest over time, such as office assistant [3]

and school classroom [4] robots being completely forgotten

after several months. Moreover, people have a tendency to

attribute intentionality to technology, especially robots. The

development of systems capable of, at least partially, fulfilling

those expectations is very tedious task, therefore, most of the

social interaction is based on, so called, Wizard of Oz systems,

such as [5] [6] [7]. In this case, we can safely assume, that the

operator, as a human being, is an expert in social interaction.

However, if we move a step further down the road, how can we

tell, the ongoing interaction is felt as natural and not forced?

II. BODY

Erica, as presented by [8], is an autonomous android sys-

tem capable of conversational interaction, featuring advanced

sensing and speech synthesis technologies, and arguably the

most human-like android built to date.

As a part of the experiment, the android is sitting in a

cubicle in the main hall of the institute and is available

Fig. 1. Person (left) engaged in the social interaction with the android robot
(right).

for conversations during the normal office hours. Anyone

interested may come in for a talk. However, the system

controlling the robot is based on manually created decision

trees, without any form of machine learning whatsoever. Our

task is to create an automatic system, that would assess the

naturalness of a conversation. The system is logging the whole

interaction including the robot’s state and state of the person

using several kinects, cameras and microphone arrays.

The whole experiment consisted of 19 participants, 9 male,

10 female, all of them were students, aged 18-24 (mean 20.58).

Our task was to collect suitable data, to analyze it and

design a classifier, that would be able to assess the perceived

naturalness of the interaction.

First, we tried to run a cloud-based emotion analysis from

face recognition using Microsoft’s face API 2.Unfortunately,

it is difficult to detect any emotion on Japanese person’s face.

Out of the 8 emotions supported by this API, only 1 had been

detected - happiness. The rest was completely missing, with

the exception of a fallback - neutral emotion, which dominated

graphs. This points out either that the classifier used is faulty or

people are truly not showing negative emotions, hiding behind

their poker-faces.

Second part was based on analyzing the sentiment from the

interaction 3. This proved far more successful and according

to our Japanese colleagues, the output was reliable.

Finally we have asked participants to fill in questionnaires I,

with mixed results from people. Some felt, the interaction was
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Fig. 2. Results of the emotion analysis: only happiness and neutral emotions
are detected. Probability of remaining emotions remains insignificant. X axis
shows time [s] and Y axis shows probability of the emotion in the given time
<0, 1>. Note: the graph has been smoothed using 5 samples sliding window
average

natural, whereas others had their reservations, some tied to the

way Erica spoke/behaved, some to its design (this phenomenon

has been described by [9]).

To directly define, what makes a conversation natural, due to

the very subjectivity of the task, is a monumental undertaking.

However, we are currently looking into describing it indirectly

with the premise: “A natural conversation in one, that is not

unnatural”. Although, it is not wholly accurate, it is more

Fig. 3. Results of the sentiment analysis of the person from a single
interaction, green and red line denote separation between positive <1;0.25>,
neutral (0.25; -0.25) and negative sentiment <-0.25;-1>.

question mean mode
became close to the android 4.53 5
the android likes me 4 4
had a natural conversation 4.16 5
want to talk to the android again 5.26 6
want to communicate on a regular basis 3.95 5
resembling a real human in appearance 4.80 6
resembling a real conversation topics 4.6 4
responses were mechanical 4.16 5
felt the android’s intention 4.21 5

TABLE I
SELECTED RESPONSES FROM THE QUESTIONNAIRE: VALUES ARE IN

RANGE FROM 1 (WORST) TO 7 (BEST).

likely to detect patterns in behaviour, implicating discomfort,

as well as higher delays in response times (although this can

be caused by genuine thinking) and looking around instead of

focusing on the robot.

III. CONCLUSION

People have their own personalities when it comes to social

interaction. This study is proving, that the robot has to live

up to peoples’ expectations. Moreover, uncanny valley plays

a big part. As observed in other experiments with humanoid

(not android) robots, such as Nao, people were significantly

more accepting, likely due to novelty and lower expectations,

whereas in the case of Erica’s human-like appearance, they

were expecting human-like behaviour as well. This research

is still ongoing, especially the process of designing the actual

classifier.
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his experience and guidance during the research. Moreover, I

would like to thank to doctor Takashi Minato and the rest

of the team in ATR for the opportunity to participate in

their research. The opportunity was made available through

Erasmus+ mobility for higher education 2019.

REFERENCES

[1] J. Sung, R. E. Grinter, and H. I. Christensen, “" pimp my roomba"
designing for personalization,” in Proceedings of the SIGCHI Conference
on Human Factors in Computing Systems, 2009, pp. 193–196.

SCYR 2020 – Nonconference Proceedings of Young Researchers – FEI TU of Košice

205



[2] J. E. Young, J. Sung, A. Voida, E. Sharlin, T. Igarashi, H. I. Christensen,
and R. E. Grinter, “Evaluating human-robot interaction,” International
Journal of Social Robotics, vol. 3, no. 1, pp. 53–67, 2011.

[3] H. Huttenrauch and K. S. Eklundh, “Fetch-and-carry with cero: Observa-
tions from a long-term user study with a service robot,” in Proceedings.
11th IEEE International Workshop on Robot and Human Interactive
Communication. IEEE, 2002, pp. 158–163.

[4] T. Kanda, R. Sato, N. Saiwaki, and H. Ishiguro, “A two-month field trial
in an elementary school for long-term human–robot interaction,” IEEE
Transactions on robotics, vol. 23, no. 5, pp. 962–971, 2007.

[5] G. Hoffman, “Openwoz: A runtime-configurable wizard-of-oz framework
for human-robot interaction,” in 2016 AAAI Spring Symposium Series,
2016.

[6] R. Toris, D. Kent, and S. Chernova, “The robot management system:
A framework for conducting human-robot interaction studies through
crowdsourcing,” Journal of Human-Robot Interaction, vol. 3, no. 2, pp.
25–49, 2014.

[7] L. Hruška, G. Magyar, and P. Sinčák, “Teleoperation platform for cloud
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Abstract—This work describes wireless heterogeneous network
(HetNet) small cell placement automation using machine learning
approaches, with the aim of removing the need for supervision
of HetNet design domain expert.

Apart from description of finished previous work with self-
organizing map (SOM), new street graph simulation scenario
comparing performance of mini-batch K-Means clustering with
two variations of SOM is introduced. The work concludes with
a brief mention of ongoing and future efforts of reinforcement
learning applied to real-time cell placement reconfiguration
instead of a static placement.

Keywords—small cell placement, heterogeneous network, un-
supervised learning

I. INTRODUCTION

Upcoming 5G networks will employ multiple types of base
transceiver stations. Apart from so called macrocells - conven-
tional radio cells covering large areas, smaller transceivers - so
called small cells, will be added. The purpose of such radio
access network (RAN) densification by deployment of new
smaller cell types is better wireless spectrum reuse, as smaller
cells can use different frequency than macrocells to avoid co-
channel interference, and by covering small area also avoid
mutual interference.

Deployment of new type of cells requires decision on their
placement. RAN coverage problem is NP-hard [1], so heuristic
approaches are required, to efficiently search for its solution.

Traditionally cell placement relied on simple regular hexag-
onal placement of macrocell base stations and later on stochas-
tic geometry, with research [2] showing that stochastic geom-
etry models indeed bring network properties closer to those
of real-world RANs, when expressed in terms of coverage
probability.

This means, that cell placement based on stochastic geome-
try can be used as a baseline that approximates the real world
RAN small cell placement for comparison to new proposed
approaches. More specifically, new cell placement approaches
can be compared to stochastic one, in terms of multiple RAN
key performance indicators (KPIs), like coverage probability,
average throughput or fairness (as defined by Raj Jain in [3]).

II. PREVIOUS RESEARCH

Author‘s research published in [4] successfully demon-
strated advantages of SOM over stochastic binomial point
process (BPP), in terms of all KPIs mentioned in introduction.
This work focused on application of SOM neural network,

by training it on simulated user location data, generated by
"hourglass" simulation scenario (named "hourglass" due to the
arrangement Bézier trajectories), plotted in Fig. 2.

Weight vectors of individual neurons, representing spatial
location of small cells, were changed during the SOM‘s
training resulting in unsupervised small cell placement.

III. SOM AND MINI-BATCH K-MEANS IN STREET GRAPH

SCENARIO

The objective of the K-Means clustering algorithm is to
minimize the function in Eq. 1

J (C) =

K∑

k=1

∑

xi∈Ck

‖xi − µk‖
2
, (1)

where C = {ck}, k = 1..K is the set of all clusters, X =
{xi}, i = 1..n is the set of all training samples and µk is the
mean of cluster ck.

Mini-batch variant of K-Means clustering was chosen for
evaluation, because it enables computationally efficient train-
ing on user locations in individual discrete simulation time
instances. Each time-step generates one batch.

Method of SOM neuron weight update can be briefly
described by Eq. 2 [5]:

Wv (s+ 1) = Wv (s) + θ (u, v, s) · α (s) · (D (t)−Wv (s)) .
(2)

Where s is the training iteration step. Wv is the weight vector
of SOM neuron v. θ represents neighbourhood function, that
returns 0 if the distance of the best matching unit neuron u and
one of the other neurons that comprise SOM, denoted as v, is
greater than the neighbourhood radius, or 1 if their distance
is lower than this radius value.

All investigated algorithms have constraint on the maximum
number of user-to-cell associations - users become associated
with the next closest neuron or the next closest centroid of
one, for which such association capacity is exhausted.

With neighbourhood radius set to 0 during the whole
duration of SOM training, SOM‘s algorithm is equivalent to
K-Means clustering.

Evaluation of mini-batch K-Means clustering algorithm in
a scenario with 100 users moving deterministically and 100
users moving according to Lévy flight mobility model as
in Fig. 1 showed similar improvements of KPIs as those
demonstrated by SOM (more closely described in author‘s
publication [6]). Prompting further research into differences
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in performance between these algorithms, but also between
regular SOM presented in Eq. 2 and SOM that uses signal to
interference plus noise (SINR) metric for user-to-cell distance
computation, in a more advanced simulation scenario.

a)
small cell macro cell UEs HS trajectory

b)
small cell macro cell UEs HS trajectory

Fig. 1. Comparison of small cell placement by BPP and mini-batch K-Means
clustering (right), for 16 small cells in an "hourglass" simulation scenario.

New realistic scenario uses street graph extracted from
OpenStreetMap data and users moving along the graph edges.
Users move towards the randomly generated waypoints located
on the graph. Real-world macrocell placement is determined
from OpenCellId project data (crowd sourced location of
transceivers) and their height is inferred from building heights,
as visible in 3D renderings of scenario in Fig. 2.

Results comparing improvements achieved with individual
investigated placement methods are available in Fig. 3

Fig. 2. Initial (left) and optimized (right) placement with cells aligned along
the streets and placed via training that takes into account average user density.

With increasing number of small cells to be placed, SOM
with euclidean metric had the clean advantage in placement
performance in terms of average throughput KPI.

Research measuring performance of small cell placement in
street graph scenario was published in [7].

IV. FUTURE RESEARCH DIRECTION

Current and future research will focus on real-time place-
ment of drone-mounted small cells, that is able to quickly and
flexibly meet the user demand. Reinforcement learning, more
specifically its popular variant deep Q-learning, first intro-
duced by DeepMind in [8], was chosen as an ideal artificially
intelligent approach for this task, as it deals with real-time
interaction of agent with its changing environment with ability
to learn in a vast state space thanks to usage of neural network
instead of traditional Q-table as its approximator.

As single agent will not be that useful by itself, swarm of
drones will be trained using approaches introduced in [9] and
[10], where only a single agent is learning and neural network

Fig. 3. Average throughput per user for different small cell counts and cell
placement algorithms.

which determines Q-values of all other agents is fixed during
some time period to let the learning agent learn how to interact
with non-learning agents. After some time period, new policy
(choice of actions in individual possible world states) acquired
by learning agent is passed to all other non-learning agents in
simulation. This process is repeated multiple times and training
eventually converges to unchanging efficient policy used by all
participating agents.
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Abstract—— this paper deals with utilization of battery energy 

storage in power systems. Energy storage systems play a 

significant role in proper integration of renewable energy 

resources in maintaining reliable and modern power system. 

They can reduce power fluctuation, enhance electric system 

flexibility, and enables the storage and dispatching of the 

electricity produced by variable renewable energy sources. 

Battery energy system seems to be necessary addition for future 

of the power system.  

 

Keywords— renewable energy sources, battery energy storage 

systems, ancillary services, accumulation 

 

I. INTRODUCTION 

The electric power system, as any part of the industry, is 

undergoing a constant development. In the recent years has 

tendency to incline more toward so called “green sources” or 

in other words renewable energy sources (RES), mainly from 

environmental reasons. The Renewable Energy Directive 

enact goal for European Union to achieve its 20% renewables 

target by year 2020 [1] and 27% by year 2030 [2]. 

Electric power systems needs to preserve stable balance 

between production and consumption of electric energy [3]. 

Penetration of RES such as, photovoltaics and wind energy 

has brought new issues for the stable operation of power 

system, due to their unpredictable electricity production 

character [4]. Recent development in field of RES. mainly in 

photovoltaic, and emission free transport brought increased 

interest in energy storage. Due to unpredictable electricity 

generation from RES, energy storage plays important role in 

maintaining stable and secure operation of power grid, system 

flexibility and enables the storage of electricity in time of their 

increased production. On other hand, at time of insufficient 

production it can dispatch stored energy for their immediate 

usage. [5] 

Energy storage can be utilized in power systems as stable 

source of ancillary services to provide reliable operation of 

power grid [4]. My dissertation thesis will be focused on 

collaboration of renewable energy sources with battery energy 

storage systems (BESS). 

II. BATTERY ENERGY STORAGE SYSTEMS 

BESS can be defined as an integration of battery cells, 

connected in series or in parallel to reach desired voltage and 

capacity, with purpose to form large electric energy storage 

device. It stores direct current (DC) energy. It is connected to 

the power grid via power electronic converters. It can provide 

negative (with charging) or positive (with discharging) 

regulation power to the grid. [7]. 

 
Fig. 1. An example of a battery energy storage system 

Basic composition of BESS was presented by [8],  the main 

components are: 

• battery, 

• power converter, 

• transformer, 

• controller, 

• battery management system. 

Manufacturers of BESS tends to ship them in form of 

containers, as they provide flexibility for the system design 

and transportability (Fig. 1.) The battery is connected to the 

power converter. When batteries are discharging power 

converter acts as inverter. When batteries are being charged 

power converter acts as rectifier. Converter is connected to 

transformer, which transfers voltage to higher value and vice 

versa. Battery management system, which is connected to 

battery and controller, monitors each cell and maintains them. 

Controller has the logic necessary to manage proper BESS 

function by the defined algorithm.[9] 

Application of the BESS in power systems 

The installed power capacity of grid BESS (Fig. 2.) is 

currently around 2.5 GW globally [8]. 

Utility side application such as frequency regulation, 

spinning reserve, voltage support, peak power shaving 

(arbitrage), load leveling, island grid, black start support. [9] 

Customer side applications such as peak shaving, load 

shifting, off-grid supply. [9] 
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Fig. 2. The installed power capacity of grid BESS globally [8] 

 

III. PUBLICATIONS 

To this date, I am author or co-author of 38 publications: 

 ADE (1), 

 ADF (6) 

 AED (11), 

 AFA (3), 

 AFC (11), 

 AFD (6). 

Of which 6 are indexed in Scopus database and 2 are 

indexed in Web of Science. Partial results of my research 

are published in articles of which I am author or co-author.  

IV. THESIS OF DISSERTATION WORK 

1. Analysis of current requirements of Slovak republic 

power system for possibility connection of RES and 

energy storage systems  

2. Analysis of current requirements of Slovak republic 

electric power system on ancillary services. 

3. Identification and description of BESS suitable for 

providing ancillary services. 

4. Identifying the optimal combination of RES and 

BESS for providing ancillary services. 

5. On selected examples, evaluate the economic 

efficiency of RES in collaboration with BESS for 

providing ancillary services. 

6. Analysis of the achieved results and making 

recommendations for future direction of the 

research. 
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