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Foreword

Dear Colleagues,

SCYR (Scientific Conference of Young Researchers) is a Scientific Event focused on exchange
of information among young scientists from Faculty of Electrical Engineering and Informatics
at Technical University of Košice - series of annual events that was founded in 2000. Since 2000
the conference has been hosted by FEI TUKE with rising technical level and unique multi-
cultural atmosphere. The Eleventh Scientific Conference of Young Researchers (SCYR 2011),
conference of Graduates and Young researchers, was held on 17th May 2011. The primary aims
of the conference, to provide a forum for dissemination of information and scientific results
relating to research and development activities at the Faculty of Electrical Engineering and
Informatics has been achieved. 132 participants mostly by doctoral categories were active in
the conference.

Faculty of Electrical Engineering and Informatics has a long tradition of students parti-
cipating in skilled labor where they have to apply their theoretical knowledge. SCYR is oppor-
tunities for doctoral and graduating students use this event to train their scientific knowledge
exchange. Nevertheless, the original goal to represent a forum for the exchange of information
between young scientists from academic communities on topics related to their experimental
and theoretical works in the very wide spread field of electronics, telecommunication, elect-
rotechnics, computers and informatics, cybernetics and Artificial intelligence, electric power
engineering, remained unchanged.

11th Scientific Conference of Young Researchers at Faculty of Electrical Engineering and
Informatics Technical University of Košice (SCYR 2011) was organized in a beautiful village
Herľany. The Conference was opened in the name of dean prof. Ing. Liberios Vokorokos, PhD.
by the vicedean of faculty, doc. Ing. Roman Cimbala, PhD. In his introductory address he noted
the importance of the Conference as a forum for exchange of information and a medium for
broadening the scientific horizons of its participants and stressed the scientific and practical
value of investigations being carried out by young researchers.

The program of conferences traditionally includes two parallel sessions (both consist of
oral and poster part):

• Electrical & Electronics Engineering

• Informatics & Telecommunications

with 110 technical papers dealing with research results obtained mainly in university envi-
ronment. This day was filled with a lot of interesting scientific discussions among the junior
researchers and graduate students, and the representatives of the Faculty of Electrical Enginee-
ring and Informatics. This Scientific Network included various research problems and education,
communication between young scientists and students, between students and professors. Con-
ference was also a platform for student exchange and a potential starting point for scientific
cooperation. The results presented in papers demonstrated that the investigations being con-
ducted by young scientists are making a valuable contribution to the fulfillment of the tasks
set for science and technology at Faculty of Electrical Engineering and Informatics at Technical
University of Košice.



We want to thank all participants for contributing to these proceedings with their high
quality manuscripts. We hope that conference constitutes a platform for a continual dialogue
among young scientists.

It is our pleasure and honor to express our gratitude to our sponsors and to all friends,
colleagues and committee members who contributed with their ideas, discussions, and sedulous
hard work to the success of this event. We also want to thank our session chairs for their co-
operation and dedication throughout the whole conference.

Finally, we want to thank all the attendees of the conference for fruitful discussions and
a pleasant stay in our event.

Liberios VOKOROKOS
dean of FEI TUKE

May 17th 2011, Herľany
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Abstract — This article introduce a new concept of 

photovoltaic system. This new concept allows effective utilize of 
energy from photovoltaic solar cell. The effective utilize of 
energy is ensured by proper changes of turns ratio. The core of 
proposed photovoltaic system is full-bridge converter which 
ensures the constant voltage on the secondary side of 
transformer. The photovoltaic system is proposed for 12 V 
systems. The output energy is stored in battery. The theoretical 
assumes are verified by simulation results.    
 

Keywords — photovoltaic system, full-bridge converter, turns 
ratio.  

I. INTRODUCTION 
There are more and more increasing demand for the 

energy stocks and energy self-sufficient of the countries in 
these days. The logical consequence of this situation is 
increasing prices of non renewable sources of energy. 

Using the renewable sources of energy can solve this 
situation. On the present the photovoltaic (PV) has a 
dominant position. Photovoltaic is the direct conversion of 
light into electricity in form of direct current electricity. 
Usually the DC/DC converters are use to convert this direct 
electrical power from one level to another. 

There are many types of materials which are use to make 
of the PV modules. The main problem of these materials is 
low conversion efficiency. The conversion efficiency is from 
5% (a-Si) to 25% - 30% (GaAs) [1]. To-days efficiency of the 
soft switching DC/DC converters is very well. It is moving 
around the 97%. But on the other hand the energy efficiency 
is not good in comparison with abovementioned converter 
efficiency. 

This paper present the new concept of PV system with 
possibility of utilizes the full range of energy supplied from 
the solar cell. The core of proposed converter is full-bridge 
(FB) converter which ensures the constant voltage US on the 
secondary side of transformer. This constant voltage is ensure 
by tapped voltage transformer on the secondary side. The 
effective utilize of PV energy in full range of input voltages 
UPV is ensures by switching of particular tapped windings.   

 

II. THE PROPOSED CONCEPT OF PV SYSTEM 
The main idea of proposed concept is in changing of turns 

ratio considering in changing of irradiance or more precisely 
solar cell output voltage. This solar cell voltage is sensing by 
control system and consequently the new turns ratio is set up. 

This change of turns ratio ensure that the voltage on the 
secondary side of transformer US is constant Fig.1. 

 

 
 

Fig. 1.  The proposed concept of PV system. 
 
Fig.2 shows the topology of FB converter. The FB 

converter consists of full-bridge inverter (INV), transformer 
(TR) with main and tapped windings on the secondary side, 
bridge rectifier (REC) and LC filter (F). 

 

  
 

Fig. 2.  The topology of FB converter. 
 

III. PRINCIPLE OF OPERATION 
Principle of operation of FB converter is well known. The 

DC voltage of solar cell is converted by inverter (INV) to the 
AC voltage which is consequently transformed from one level 
to another by transformer (TR). The secondary voltage of 
transformer is consequently rectified (convert to the DC 
voltage again) by using bridge rectified situated on the output 
of transformer (TR). Fig.3. shows the theoretical voltage and 
current waveforms of FB converter. In this case the 
diagonally opposite switches (S1 and S2, or S3 and S4) are 
turned on and off simultaneously. 

14

14



SCYR 2011 - 11th Scientific Conference of Young Researchers – FEI TU of Košice 

 

 
 

Fig. 3.  The theoretical waveforms of FB converter. 
 

IV. OPERATION ANALYSIS OF FB CONVERTER 
The FB converter with the fixed value of turns ratio can 

optimally works (of course if it is design for particular 
system) only in limited range of input voltages. The proposed 
FB converter or more precisely PV system is design for 
optimally works in wide range of input voltage UPV. The PV 
system is design for the 12 V system. The required secondary 
voltage US is 14V. The output energy of PV system is stored 
in battery. 

The FB converter must be able to works in wide range of 
input voltages form solar cell. There is a demand for 
minimum input voltage UPV (that means the worst case) in 
which the FB converter must be able to optimally work. The 
minimum input voltage was set up on 4V that means the 
there is request of 9 different turns ratio (9 tapped windings).  
This different turns ratio are determine form (1): 

 
 

å
=
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TABLE I 

THE VALUES OF TURNS RATIO FOR DIFFERENT VALUES  
OF INPUT VOLTAGE UPV 

k UPV [V] p US [V] 
1 4 0,285  

 
 
 

14 

2 5 0,357 
3 6 0,428 
4 7 0,5 
5 8 0,571 
6 9 0,642 
7 10 0,714 
8 11 0,785 

9 12 0,857 
The inductance of primary winding LP of transformer is set 

up on the constant value LP = 100 mH. The values of 
inductance of secondary winding LS of transformer are 
depending up of turns ratio determine from (2): 
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TABLE II 

THE VALUES OF INDUCTANCE OF SECONDARY WINDING LS 
OF TRANSFORMER FOR DIFFERENT VALUSES OF TURNS RATIO P 

j LSj [H] 
1 1,23 
2 0,78 
3 0,54 
4 0,4 
5 0,3 
6 0,24 
7 0,19 
8 0,16 
9 0,13 

 

V. SIMULATION RESULTS 
The simulation model of FB converter on Fig.4 was 

created in programme OrCAD Capture CSI to verify the 
theoretical assumes. Parameters: 
 Switching frequency  fS = 5 kHz, 
 Input voltage      UPV = 8 – 12 V, 
 Output voltage     Ubat = 6V, 
 Inductance of primary side of TR  LP = 100mH, 
 Inductance of secondary side of TR LS = 130 – 300mH. 
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Fig.4. Simulation model of FB converter. 

 
For illustrative purpose the simulation was created only for 

three values of input voltage namely UPV = 12V, 10V and 8V 
and corresponding inductance of secondary side of 
transformer LS, see Tab.1, Tab.2 respectively. For simulation 
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proposes the diagonally opposite switches M1, M2, or M3, 
M4 are turned on and off simultaneously. 

Fig.6. shows the waveforms of input voltage UPV, load 
current IZ, voltage of the primary UP and secondary US side of 
transformer. It can be seen that for changes in irradiance or 
more precisely input voltage UPV the voltage on the secondary 
side of transformer US stay constant. This constant value of 
secondary voltage US is ensured by change of turns ratio. The 
control system senses the change of input voltage UPV and set 
up the turns ratio p by switching the proper transformer tap.  
 

 
a) 

 
b) 

 
c) 
 

Fig.5. The waveforms of input voltage UPV, load current IZ, 
voltage of the primary UP and secondary US side of 

transformer at different levels of irradiance or more precisely 
input voltage UPV a) UPV = 12V b) UPV = 10V c) UPV = 8V. 

 
From Fig.5. it can be seen that the value of secondary 

voltage US is approximately 8V instead of 14V. This 
difference is because of battery voltage on the output. The 
battery voltage Ubat acts as counter-voltage against the 
secondary voltage of transformer US. 
 

VI. CONCLUSION 
The most popular material use to make the solar cell is 

silicium (Si). The Si is also major factor in long-term energy 
recovery and high cost of PV cells. One way to reduce the 
long –term energy recovery and so high cost of PV cells is 
proposed PV system. This new concept of PV system ensured 
of utilize the full range of energy supplied from the solar cell 

by proper switching particular tapped winding on the 
secondary side depending up the irradiance or more precisely 
input voltage UPV.  
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Abstract—We demonstrate the design and implementation
of the two Low noise amplifiers and differential amplifier on
the single chip manufactured in the 0.35 µm SiGe BiCMOS
technology. This chip will be a part of the set of ASIC circuits
designed for implementation in the recent UWB radar system
architectures.

Keywords—ASIC, Differential Amplifier, Low Noise Amplifier,
SiGe BiCMOS, Ultra-WideBand (UWB)

I. INTRODUCTION

Noise Factor and Noise Figure are basic parameters, which
describe or characterize each system in terms of noise. For
most applications the small Noise Factor is important as-
sumption. Typical application for this assumption is Low
noise amplifier (LNA), which require a high gain and a flat
frequency response over the entire UWB frequency band
as well. Additional priorities for the LNA are impedance
matching and linear phase response. Another challenge is the
necessary dynamic range of the LNA due to the presence of
in-band interferers along with a moderate power consumption.
Because of these facts, the LNA amplifiers as input stages
of miscellaneous devices (mobile phones, radar systems and
many more) are used [1]. If noise distortion is small (i.
e. the value of Noise Factor is also small), the results of
post-processing are then more effective [2]. The topology
inspirations for these LNA amplifiers were similar to project
described in [3].

The differential amplifier is one of the most versatile circuits
used in analog circuit as well as digital design. These are
widely used in electronics industry and are generally preferred
over their single-ended counterparts because of their better
common-mode noise rejection, reduced harmonic distortion,
and increased output voltage swing. Differential amplifiers

νin

VEE

νout

R5

R6

R4

R3
R2

R1

Q2

Q3

Q1

Q4

C1

Fig. 1. Schematic of the low noise amplifier

are used to amplify analog as well as digital signals, and
can be used in various implementations to provide an output
from the amplifier in response to differential inputs. It is
very compatible with integrated circuit technology and serves
as the input stage to most of applications [4]. They can be
comfortably adapted to function as an operational amplifier,
a comparator, a sense amplifier/tripler [5] as well as a front-
end buffer stage for another circuits [6] as for example for
divider or as a BalUn (BALanced-UNbalanced), i.e. device
that convert electrical signals that are balanced about ground
(differential) to signals that are unbalanced (single-ended) and
vice versa.

Chip consist of two identical LNA amplifiers and one
differential amplifier. It is designed in 0.35 µm SiGe BiCMOS
technology from Austriamicrosystems (AMS), Austria[7].

II. LOW NOISE AMPLIFIERS

Low noise amplifiers operate in Class A, which is charac-
terized by a bias point more or less at the center of maximum
current and voltage capability of the used device, and by
RF current and voltages, that are sufficiently small relative
to the bias point that the bias point does not shift. These
LNA amplifiers are a highly compact amplifiers based on a
cascode topology with resistive feedback in combination with
an emitter follower stage (figure 1).

This circuit was designed in order to operate with maximal
frequency bandwidth, with optimal gain and minimal noise
figure. The main noise contributor to the overall noise figure
is input transistor Q2 which is connected with common emitter.
The output buffer is an emitter follower stage which provides
broadband 50 Ω match to the output. This buffer consists of
transistor Q4 and resistor R6. Broadband operation in terms of

Q1

Q3

Q2

Q4

Q5 Q6 Q8Q7 Q9

R1 R2 R3 R4 R5 R6
νin1

νin2

νout1

νout2

VEE

Fig. 2. Schematic of the differential amplifier
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noise performance, flat gain response, bandwidth and power
matching has been achieved with a simple resistive shunt
feedback in combination with a diode DC level shifter which
improves the large signal behavior of the design. The DC level
shifter in the shunt feedback uses the base emitter diode of
transistor Q1 which is biased via resistors R1 and R2. Tran-
sistor Q3, which is connected as common base to matching
between input stage (transistor Q2) and output buffer stage
(transistor Q4) is used. Base of this transistor is connected to
virtual ground created using resistors R3 and R4 and MIM
capacitor C1.

The result of the post-layout AC analysis without output
load connection of this LNA is shows in Fig. 3. As can
be seen, the simulated -3dB bandwidth is around 5,9 GHz
due to parasitic parameters. In ideal case the simulated -3dB
bandwidth is more than 8 GHz. Simulated gain is more than
20 dB in the frequency range of interest and Noise figure is
less than 3 dB.
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Fig. 3. AC analysis of the low noise amplifier designed in 0,35 µm SiGe
BiCMOS technology
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Fig. 4. AC analysis of the differential amplifier designed in 0,35 µm SiGe
BiCMOS technology

III. DIFFERENTIAL AMPLIFIER

The proposed differential amplifier is shown in Fig. 2. This
circuit was designed in order to operate with maximal fre-
quency bandwidth, with optimal differential gain and maximal
common mode suppression. Pair of transistors Q3 and Q4

forms core of differential amplifier. The transistors Q1 and
Q2 with the resistors R1 and R2 form the input stage of
differential amplifier. In the emitter circuit of the differential

amplifier, a Widlar current source is used. The current of this
source formed by Q8, Q9 and R4 create bias current for the
differential stage. The biasing of the transistors Q3 and Q4 is
solved by current mirrors consisting with the transistors Q5,
Q6, Q7 and R3 [8].

The result of the AC analysis of this differential amplifier is
shows in Fig. 4. As can be seen, with connected 50 Ω load on
the output, the simulated -3dB bandwidth is around 12 GHz.
Simulated gain is more than 7 dB in the frequency range of
interest and CMRR was foun out better than 50 dB.
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Fig. 5. Layout of the differential amplifier and pair of low noise amplifier
in 0,35 µm SiGe BiCMOS technology
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IV. IMPLEMENTATION AND MEASUREMENT RESULTS

The layout of the final chip is shows in Fig. 5. The
chip consists of the differential amplifier and also from the
low noise amplifier pair. This concept was used because of
maximal chip area utilization. The selected chip dimension for
implementation of ASIC was 850x830µm. Die area of LNA
is 100 x 180 µm and die area of differential amplifier is equal
to 180 x 230 µm. In the final manufactured wafer (Fig. 7) the
amplifiers (LNA and differential) in 0,35 µm SiGe BiCMOS
technology from AMS were designed.
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The on-chip preliminary measurements have been per-
formed by a probe station and a Network Analyzer Ro-
hde&Schwarz R&S R©ZVA40, in 50 Ω environment. The mea-
surements only on differential amplifier were realized so far.
In Fig. 6 the gain (S21) of the proposed differential amplifier is
shown. Both amplifiers (LNA and differential) were designed
for the supply voltage -3,3V with the common current con-
sumption 29 mA (LNA amplifiers and differential amplifier
have the current consumption less than 14 mA and 15 mA,
respectively). Under these conditions, measured -3 dB cut-off
frequency is around 9 GHz and the whole chip consumes 28
mA of current. The single ended measured gain is around 1,3
dB in the frequency range of interest. It should be noted that
the measurement of the differential amplifier has been done
in single-ended mode and that the structure is designed for
differential operation. Therefore the single-ended gain is 6 dB
lower than the equivalent output values of a true-differential
signal. Consequently for differential output the total gain will
be 7,3 dB as it was found out from simulation (Fig. 4). The
broadband input match of differential amplifier is better than
15 dB, output return loss lies below 10 dB and reverse voltage
gain is better than 50 dB in the frequency range of interest.

In order to test the limits of the technology and robustness
of the design several measurements of the amplifier gain
with different supply voltages was performed (see Fig. 6).
Under these conditions (VEE=-5,8 V), output single-ended
gain is around 6 dB (eqvivalent to 12 dB in differential mode)
and -3 dB bandwidth was decreased to 7 GHz. The current
consumption of the whole chip is 78 mA.

In the future work it will be important to cancel or suppress
the parasitic components of the amplifier building blocks
wirings through the sophisticated selection of the particular
interconnection structures. This means for example that width
of metals must be thinner, overlap of metals must be minimal
etc. On the other hand the metal connections must be in
compliance with the design rules, therefore for example the
metal connection must be of the sufficient width and with the
sufficient space between them. Consequently the important
for the design will be to find the trade-off among these
contradictions. Our future work will also focus on low noise
amplifiers measurements.

V. CONCLUSIONS

A low noise amplifiers and a bipolar differential amplifier
for UWB applications using 0,35 µm SiGe BiCMOS technol-

2 x LNA amplifiers

differential amplifier

830 μm

8
5

0
 μ

m

Fig. 7. Photo of the measured chip wafer in 0,35 µm SiGe BiCMOS
technology

ogy from AMS are presented. The results from the simulation
and from the measurements of the differential amplifier under
test were similar. The difference was only in the achieved
frequency bandwidth, where measured cut-off frequency was
9 GHz i.e. smaller as simulated 12 GHz one. This is most
likely caused by parasitic components between metal connec-
tions on the chip, which will in future be important to cancel or
suppress. Measurement of LNA amplifiers will be performed
in near future.
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Abstract—The purpose of the present paper is to compare 

OFDM (Orthogonal frequency division multiplexing), precoded 
OFDM, OFDMA (Orthogonal Frequency Division Multiple 
Access) and SC-FDMA (Single Carrier – frequency division 
multiple access) modulation schemes for wireless communication 
systems. In this paper we present a new analysis of broadband 
cellular systems. These techniques are based on precoding the 
constellation symbols, which use the spreading matrix some 
sequences. For simulation was employed Walsh-Hadamard 
sequences and compare with “classic” OFDM and SC-FDMA. 
The proposed codes have good auto- and cross- correlation 
function.     
 

Keywords—LTE, SC-FDMA, OFDM, OFDMA, Spread 
sequences, Walsh-Hadamard matrix, PAPR. 
 

I. INTRODUCTION 

LTE (Long Term Evolution) is a next generation mobile 
system from the 3GPP with a focus on wireless broadband. 
LTE is based on Orthogonal Frequency Division Multiplexing 
(OFDM) with cyclic prefix (CP) in the downlink, and on 
Single-Carrier Frequency Division Multiple Access (SC-
FDMA) with cyclic prefix in the uplink [1]. 

SC-FDMA is a new technology for high data rate uplink 
communication and has been adopted by 3GPP for it next 
generation cellular system, called LTE. LTE implements 
OFDM for its downlink and SC-FDMA for its uplink. SC-
FDMA is a modified form of OFDM with similar performance 
and complexity.  The primary advantage of OFDM over 
single-carrier schemes is its robustness against multipath 
signal propagation, which makes it suitable for broadband 
systems. On the other hand, SC-FDMA brings additional 
benefit of low peak-to-average power ratio (PAPR) compared 
to OFDM. 

In this paper, we compare the PAPR of transmitter systems 
OFDM, precoding OFDM and SC-FDMA. This paper 
provides an analysis of these new techniques for the reduction 
of PAPR. 

The paper is organized as follows: Section 2 gives an 
introduction to the topic of OFDM and SC-FDMA. Section 3 
is about the Spreading sequences. Section 4 presents computer 
simulations of used system models, complexity and 
implementation issues. Finally, the conclusions are made in 
last section of this paper. 

II.  WHY OFDM AND SC-FDMA 

OFDM is very popular modulation scheme for wideband 
digital communication. It has been included in digital 
audio/video broadcasting (DAB/DVB) standards in Europe, 
successfully applied to high-speed digital subscriber line 
(DSL) modems in the US, and recently proposed for digital 
cable television systems and local area mobile wireless 
networks such as the IEEE802.11a and the HiperLAN [2]. 

OFDM is a most favored technique for broadband wireless 
system due to susceptibility to signal dispersion under 
multipath conditions. OFDM can also be viewed as a multi-
carrier narrowband system where the whole system bandwidth 
is split into multiple smaller subcarriers with simultaneous 
transmission. Simultaneous data transmission and reception 
over these subcarriers are handled almost independently. Each 
subcarrier is usually narrow enough that multipath channel 
response is flat over the individual subcarrier frequency range, 
i.e. frequency non-selective. Another way to look at is that an 
OFDM symbol time is much larger than the typical channel 
dispersion. (Even though OFDM symbol duration is much 
larger than channel dispersion). Hence OFDM is inherently 
susceptible to channel dispersion due to multipath propagation 
[1]. 

OFDM is a method of digital modulation. The system 
model for this access method can be seen in Figure 1. The 
input binary data (signal) is split into several narrowband 
channels at different frequencies. Standard OFDM transmitter 
generates N-QAM or QPSK modulated subcarriers that are 
orthogonal. OFDM use IFFT at the transmitter and FFT at the 
receiver. To avoid inter-block interference (IBI) between 
transmitter’s symbols is addition cyclic prefix (CP). 

OFDMA is a multi-user OFDM that allows multiple access 
on the same channel (a channel being a group of evenly 
spaced subcarriers, as discussed above). WiMAX uses 
OFDMA, extended OFDM, to accommodate many users in the 
same channel at the same time. 

OFDMA distributes subcarriers among users so all users 
can transmit and receive at the same time within a single 
channel on what are called subchannels. What’s more, 
subcarrier-group subchannels can be matched to each user to 
provide the best performance, meaning the least problems with 
fading and interference based on the location and propagation 
characteristics of each user. 
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Fig. 1. Block Diagram of the OFDM Systems. 

 
Another system, which we will describe, is a SC-FMDA. 

This is a new uplink air interface technique for 4G wireless 
multiple access technology, which utilizes single carrier 
modulation, DFT-spread orthogonal frequency multiplexing, 
and frequency domain equalization. It has a similar 
complexity, structure and performance as OFDM. 

With respect to resource allocation, we consider that a 
subset of subcarriers comprises a chunk, and one or more 
chunks are allocated to each user, since coordinating 
individual subcarriers is too burdensome. Thus, the number of 
subcarriers in a chunk is regarded as a minimum resource unit 
for subcarrier allocation. As mentioned earlier, there are two 
types of subcarrier mapping: Localized FDMA (L-FDMA) 
and Interleaved FDMA (I-FDMA). A chunk in L-FDMA 
consists of consecutive subcarriers. Subcarriers in a chunk of 
IFDMA are distributed over the entire bandwidth with equal 
frequency spacing [5]. 

One prominent advantage over OFDM is that the SC-
FDMA signal has lower PAPR because of its inherent single 
carrier structure [3]. SC-FDMA has drawn great attention as 
an attractive alternative to OFDM, especially in the uplink 
communications where lower PAPR greatly benefits the 
mobile terminal in terms of transmit power efficiency. It is 
currently a strong candidate for uplink multiple access scheme 
in LTE of 3GPP [4]. 

III.  SEQUENCES AND PRECODING  

One of the most well known precoding matrices is 
application differences codes e.g., Walsh-Hadamard (WH). 
The Walsh–Hadamard transform (WHT) and discrete Fourier 
transform (DFT) are highly practical value for representing 
signals, images and mobile communications for orthogonal 
code designs. 

Precoded OFDM consists of using a precoding matrix P that 
spreads the energy of symbols over the subcarriers allocated to 
the user. In this letter the Hadamard Matrix is defined 
recursively as bellow: 

 
 
The Walsh-Hadamard code is an error correcting code over 

a binary alphabet that allows reconstruction of any codeword 
if less than half its bits are corrupted. Furthermore, being a 

locally decodable code, the Walsh-Hadamard code is an 
important tool in computational complexity theory, and can be 
particularly used in the design of probabilistically checkable 
proofs. The Walsh-Hadamard code, calculated by the Walsh 
function, is used to uniquely define individual communication 
channels. Walsh codes are mathematically orthogonal codes. 
As such, if two Walsh codes are correlated, the result is 
intelligible only if these two codes are the same. As a result, a 
Walsh-encoded signal appears as random noise to a SC-
FDMA capable mobile terminal, unless that terminal uses the 
same code as the one used to encode the incoming signal [6]. 
 

 
 

Fig. 2. Block Diagram of the transmitter systems with precoding matrix. 

 
In this paper we compare PAPR for difference transmitters 
systems. The PAPR of signal is given by: 
 

                                                               (1) 
 

where E{.} denotes taking the expected value and   

is equal to the variance , since the symbol are zero-mean. 
Statistics of the PAPR of an OFDM signal can be given in 
terms of its clipping probability or its complementary 
cumulative distribution function (CCDF). The CCDF, for an 
OFDM signal is defined as: 
 

         P(PAPR>PAPR0) = 1-(1-e-PAPR0)N               (2) 
 
where PAPR0 is the clipping level. This equation can be 
interpreted as the probability that the PAPR of a symbol block 
exceeds some clip level PAPR0 [7]. 
 

IV.  SIMULATION  RESULTS 

 
Extensive simulations have been performed in order to 

evaluate the performance of the proposed system as compared 
with the conventional OFDM system. Simulation results of 
WHT-precoded system are also included for comparison. 

In the present work, we have considered QAM modulation 
based on OFDM system. Figure 3 shows the comparison of 
CCDF for the OFDM, precoded OFDM, OFDMA and SC-
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FDMA transmitter systems, for N=64, 256. All simulation 
results have been randomly generated and modulated into 16-
QAM. Soft Limit, Saleh of HPA and IBO=2, 8 were another 
set parameters used for simulations. 

 
CCDF (N=64) 

 
Fig. 3. Transmitter systems OFDM, Precoded OFDM, OFDMA, 
 SC-FDMA, (N=64) 

 
CCDF (N=64) 

 
Fig. 4. Transmitter systems OFDM, Precoded OFDM, OFDMA, SC-

FDMA, (N=64), HPA Saleh 

 
 
From Figure 3, with N=64, we can observe already 

mentioned compared transmitter systems. From this simulation 
we can notice that the precoded OFDM outperforms the 
OFDM system.  

From Figure 4, with N=64, we can observe already 
mentioned compared transmitter systems. From this simulation 
we can notice that the precoded OFDM outperforms the SC-
FDMA system. 

In Figure 5, with N=256, at the clip rate of 10-3, the 
precoded OFDM gives a performance gain of less than 1dB 
while SC-FDMA schema can achieve PAPR reduction. 

In Figure 6, with N=256, at the clip rate of 10-3, the 
precoded OFDM gives a performance gain more than 1dB 

while SC-FDMA schema can achieve PAPR reduction. As we 
can see from simulation the precoded transmitter system 
brings additional benefit of low PAPR compared to another 
transmitters system. 

 
CCDF (N=256) 

 
Fig. 5. Transmitter systems OFDM, Precoded OFDM, OFDMA, 

 SC-FDMA, (N=256) 

 
CCDF (N=256) 

 
Fig. 6. Transmitter systems OFDM, Precoded OFDM, OFDMA, SC-

FDMA, (N=256), HPA Saleh 

 
As the number of subcarriers, N increases, the PAPR 

increases (the CCDF curves shift to the right). PAPR 
reduction achieved by using sequence codes. 

One of possibilities in the future is using Spread sequences 
and nonlinear amplifier.  

V. CONCLUSION 

In this paper, we have reviewed the fundamentals of three 
techniques which are potential candidates for the uplink and 
downlink of future cellular communications systems: OFDM, 
Precoded OFDM, OFDMA and SC-FDMA. 

The primary advantage of OFDM over single-carrier 
schemes is its robustness against multipath signal propagation. 
On the other hand, thanks to its single-carrier signal structure, 
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SC-FDMA brings additional benefit of low PAPR compared 
to OFDM system. In the future, using various sequences codes 
brings outperforms over conventional transmitter systems. 
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Abstract— The paper describes basic terms occurring in area 

of servodrive precise control like a backlash and friction. The 
knowledge is necessary for further analysis of parasite 
nonlinearities by identification methods that present key issues in 
control structures of servodrive precise control . 
 

Keywords—Backlash, Friction, Identification.  
 

I. INTRODUCTION 

Increasing requirements to position control precision or of 
motion of material in a production process impose conditions 
to modernization of technologies, like using more precise 
optical position sensors, higher quality drives, more precise 
gears and more powerful control processors that react to all 
motion aspects. The compact servodrives merging in one unit 
the machine, power converter with control and gear present 
development trend over the last years. Due to nonlinearity of 
the servodrive, its part, and very often also of the driven 
mechanism applications, the nonlinear structures 
compensating unwanted influences inputting into motion 
control, present the basic drive structures. Identification and 
following compensation became a standard for precise 
servodrives control. Currently, the issues of cost cutting by 
integration and eventually substitution of special sensors that 
increase expenditures and final price are topical. In this case 
identification and following compensation of system 
disturbances in control structure can be performed without its 
sensing.  

 

II. SERVODRIVE (ACTUATOR) 

The term “servodrive” is explained by various definitions 
but from view of industrial utilization of servodrives the next 
one seems to be the best: 

Servodrive as industrial equipment fulfill the task of the 
initiate the driven mechanism (machine) by a prescribed way 
into specified motion so that the required technological 
operation or technological process would be accomplished 
[1].  

 

 
 

Fig 1. Servodrive structure 

The servodrive can be looked on as a relatively autonomous 
system with internally organized combination of subsystems. 
It is created by individual subsystem properties where their 
number and type depends on the particular type of servodrive. 
Its typical arrangement is shown in Fig.1 where the 
information flow is marked by a thin line and power (energy) 
flow is marked by a thick line. 

 

III.  PARASITE NONLINEARITIES 

Parasite nonlinearities influence negatively the system 
properties that result in deterioration of control circuit 
properties. Their identification and mathematical description 
presents a basis for following compensation. The friction 
model according to ref. [2] and based on [2] consists of four 
components: static friction, viscose friction, coulomb friction 
and so called Stribeck effect. 

 

 
Fig 2. Friction model 

 

1) Static friction occurs in case when objects are at rest. If 
the external torque is larger than static friction torque, the 
object starts to rotate. This static friction can be described as 
follows: 

� = � �� 																					��	� = 0	�	|��| < ��	��������							��	� = 0	�	|��| ≥ ��			�  (1) 

 
2) Coulomb friction (called also dry friction) is presented 

by torque acting against the object motion, at which it actuates 
the object by a constant torque. The torque Mc corresponding 
to the Coulomb friction is described by: 

 �� = 	��� (2) 
 
where µ is Coulomb friction coefficient, MN is normal torque. 

3) Viscous friction is presented by a linear function of the 
torque proportional to the speed. Dependence of the viscous 
friction torque on the angular is described by the equation: 
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�� = ��� (3) 
 
where kv represents viscous friction coefficient and ω the 
angular velocity. 

4) Stribeck effect follows up from using liquid or solid 
lubricant across contact surfaces of mutually moving 
mechanical parts in the drive. This causes a drop of the 
friction at larger speeds (Fig. 1) up to so called Stribeck speed 
that depends on used lubricant. 

 
Friction model of �� described in ref. [2] is approximated 

to the Armstrong friction model described as: 

����� = ��� +������� + ��� −����������� �!"#�4� 
 

where kv is friction coefficient of the viscous friction, Mc is 
Coulomb friction torque, Ms is maximal value of static friction 
torque , vs is Stribeck speed and ω is angular speed. 

Armstrong model contains all important friction torque 
components like static, Coulomb, and viscous frictions 
and Stribeck effect and it represents the best the wide range of 
friction nonlinearities that are available at control of 
servodrives. 

 

IV.  BACKLASH 

The backlash is defined as a gap among adjacent 
mechanical part of gear grades in the gear or as a gap which 
the area for the tooth exceeds the tooth width at the pitch 
circle, [3]. Backlash influenced negatively precise control of 
servodrives that contain a gear mechanism. The characteristic 
of static backlash and object of demonstration is shown in Fig. 
3.  

 
 

Fig. 3. Characteristic of mechanical hysteresis  
 

The backlash in the graph is represented by two parallel 
lines – one is increasing and the second one decreasing that 
are connected by horizontal segments the width of which 
presents the very backlash. The increasing line is active if the 
input v(t) and output u(t) increase, i.e.: %�&� = '()�&� + *+,	 
where ' > 0, (.�&� > 0. 

The decreasing line is active if v(t) and simultaneously u(t) 
decrease, i.e.: %�&� = '(��&� − */�, v. < 0.  

If the tooth of gear-wheel is inside the gap between the 
teeth of engaged gear-wheel, then %. �&� = 0.  

The mathematical representation of backlash is as follows: 
 

%. �&� = 2'(.�&�			if								(.�&� > 0	��5		%�&� = '�(�& + *�,														o7					(.�&� < 0	��5		%�&� = '�(�& − *�				0										8�	9&ℎ�7	*��																							 � 		�5� 
 

The response of backlash to sinus signal is shown in Fig. 4.  
 

 
Fig. 4. Response of output shaft  

 

If dynamic effect cannot be neglected, one has to use so 
called Sandwiched Backlash model, [5]. This model takes into 
consideration motor, load, and torque here the transfer from 
the motor to the load is modeled by a damper and a spring 
according to the ref. [6] as follows: let 2α is Backlash value, 
k is elasticity constant, b is a damping constant, M is torque, <=�&� – angle of motor rotor displacement (gear input shaft), <>�&� – angle of je gear output shaft with the backlash, <?�&� 
– angle of driven machine (load).  

Let’s define: 
− total angular displacement <@�&� = <=�&� − <?�&�,  
− shaft twisting <��&� = <=�&� − <>�&�  
− and angle of backlash θB�t� = θ>�t� − θ?�t�.  

The shaft torque Mh is: 
 �D�&� = �<� + E<�. = ��<@ − <F� + E�<@. − <F. � 
 

and position of backlash is conforms the following dynamics: 

θ. B =
GH
HI
HH
J'�K L0, 	<. @ + �E �<@ − <F�M,										<F = −N
<.@ + �* �<@ − <F�																														|<F| 		< N	
'8� L0, 	<. @ + �E �<@ − <F�M,											<F = N

�														�6�

 

 
 

Fig. 5. Sanwiched Backlash model 

V. MECHANICAL COMPENSATION OF BACKLASH 

Due to high requirements to precise positioning 
mechanisms of robots, manipulators, or NC machines, the 
build up precise gears (reductors) were developed there 
having a very small value of mechanical hysteresis. The gears 
of the Spinea Twinspin type Fig.6 integrate in them a function 
of reductor with function of bearing, [7]. 
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Fig. 6. Spinea Twinspin type gear 

 
The components of the gear are installed in a prestrained 

state due to linearization of torque characteristics and 
minimalization of its backlash.  

VI.  IDENTIFICATION 

The backlash identification that is necessary for unwanted 
effect compensation can be realized by several ways. In ref. 
[8] there is shown an identification based on two methods, 
namely:  

1) Indirect identification of backlash measures a dynamic 
system response to very small torque impulse generated by 
the drive in the opposite rotating direction. If the torque 
impulse is smaller than the gap among engaged gear teeth, the 
output shaft shows any reaction. The magnitude of the torque 
impulse is increasing up to the time when the tooth starts to 
gear in the opposite direction. 

2) The second method (called also a quasi-stationary 
method) is applied at small speeds where it is satisfactory to 
neglect moment of inertia and it is sufficient to consider only 
the friction nonlinearity. The method of backlash 
identification without any position sensor on the output is 
based on following a torque component of the current iPQ (the 
author in the reference uses the AC motor). At position 
change (Fig. 7), where θin is motor position angle, θout is 
output gear shaft angle there is shown a course of the gear 
output shaft speed. In time t1 there is a change of position, the 
current traverse from negative values to positive values. The 

period between t1 and t2 and the value 
@R!S@�  represents the 

backlash.  
 

 

Fig. 7. Principle of backlash identification by a quasi-stationary method 

 

The disadvantage of the method consists in the fact that it 
requires a smooth course signal in order to ensure precise 
determination of the contact time, otherwise the method fails. 

In ref. [9] there is presented a backlash identification based on 
motor angular speed sensing �T. Fig.8 shows the principle, 
where �U�&� is the load angular speed, �∗T is the angular 
speed reference signal, �WT is the maximal motor angular 
speed. After changing the speed polarity and simultaneously 
also the current 8X the shaft starts to traverse backlash dead 
zone at load constant speed: �U ≅ �∗T = *9�&.		 The time 
instant t2, when there occurs the first contact of gear teeth 
after traversing the dead zone, presents end of time interval 
for backlash identification. The value of the backlash 2α can 
be calculated from the following formula: 

 

2N = 	 \] ��T�&� − �U�&��5&�#
�^ \		 (7) 

 
Fig. 8 Principle of backlash identification based on the speed 

VII.  CONCLUSION 

The paper presents an introduction into the topic of precise 
control of electrical servodrives containing nonlinearities like 
backlash (for servodrives with gear) and nonlinear friction. 
Such servodrives are used above all in applications of precise 
positioning (in case of robots, etc.) and are subject of further 
research.  
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Abstract—This article presents different realizations of Chua´s 

circuit - realization by two diodes and one operational amplifier 
with classical and synthetical inductance and by two operational 
amplifier. The Chua´s circuit can be used in cryptography, signal 
confidentiality, music, health service and also in automotive 
technology. 

 
Fig. 1: The basic scheme of Chua´s circuit consisting of a coil, two 

capacitors, linear and nonlinear resistor

 
Keywords—chaos,  Chua´s circuit, PWL 

 

I. INTRODUCTION 
 
 Leon Chua invented the circuit in 1983 to demonstrate 
chaos in an actual physical model and to prove that the 
Lorenz double-scroll attractor is chaotic[1].  This electronic 
circuit is suitable for studying chaos behaviour because its 
parameters can be precisely controlled and results readily 
observed by  oscilloscope.  The circuit is easy to construct 
using ordinary electronic components like resistors, 
capacitors, inductors, operational amplifiers and diodes.  In 
1986, Chua, Komuro, and Matsumoto proved rigorously that 
the Chua`s attractor is really chaotic.[1] 

 
Fig. 2: PWL characteristic  of Chua´s diode

II.  CHUA`S CIRCUIT THEORY 
 
Basic scheme, which is shown in Fig. 1, can be described by 
three equations, taking into account the voltages and currents 
shown in figure. These equations are following: 

)()( 112
1

1 CCC
C uguuG

dt
du

C −−=

LCC
C iuuG

dt
du

C +−= )( 21
2

2           

LLC
L iRu

dt
diL −−= 2                  

where u1 and u2 refers to voltage on the capacitor C1, C2 . iL 
indicates the current through the coil L and RL is the 
resistance of the coil L. Then the function g(uc1) is a nonlinear 
function defined by:  

))((5,0)( 1011 PRPRRC BvBvmmvmug −−+−+=  

This function can be displayed as five-segment piece-wise 
linear (PWL) characteristic shown in Fig. 2 [2] 

 
 

Chua´s circuit consists of several basic parts. The base 
element is a nonlinear resistor (Fig. 1) with PWL 
characteristic shown in Fig. 2. Other parts are the LC1 parallel 
resonant circuit that generates oscillations. Nonlinear resistor 
is connected with parallel resonant circuit resistor R shown in 
Figure 1. By change R can be achieved different attractors. 

 

III. REALISATION OF CHUA’S CIRCUIT 
 
In the past, there were several proposals of realization of 

non-linear resistor of approximately the same characteristics 
but with different circuit connection. Nonlinear resistor with 
IV characteristic shown in Fig. 2 is often called Chua´s diode. 
The first realization of Chua´s diode invented by prof. Chua 
has been realized through the operational amplifier and two 
diodes. Prof. Chua himself is inventor of this circuit which is 
generating chaos. 

14

27



SCYR 2011 - 11th Scientific Conference of Young Researchers – FEI TU of Košice 

 
Fig.5 synthetic coil where R1-R  4 = 1kΩ, C3=4nF, IC2 a IC3=MA743CN  

A.  Two operational amplifiers 

Kennedy later published in his article [2] the connection using 
two operational amplifiers. This connection utilizes the 

saturation characteristic of operational amplifiers for the 
realization of breakpoints in the IV characteristic. Circuit 
diagram for "double scroll" is shown in Fig. 3. The advantage 
of this circuit is, that it can work at higher frequencies, but the 
disadvantage is, that the circuit is sensitive to tolerance of 
components which affect asymmetries of IV characteristic. 
Fig. 7 shows the IV characteristic of Chua´s diode. 

B. Operational amplifier and a two diode 
Chua´s diode can also be constructed through the diodes and 
operational amplifiers. Position of internal fault determines 
the diode. Because of the high parasitic capacity of the diodes, 
the circuit is not able to operate at higher frequencies. The 

advantage of this circuit lies in easier achievement of circuit´s 
symmetry which is important for investigation by Rösler´s 
attractor. Scheme for practical realization of „double scroll" is 
shown in Fig. 4 [3] 
 

C. Operational amplifier and a two diode with using synthetic 
coil 
Coil´s inductance is the parameter which can affect the 
behavior of the circuit. By modifying the inductance we are 
changing the resonant frequency of the parallel pre-resonant 
circuit. Disadvantages of the conventional coils are mainly 
their large sizes, no possibility of integration by higher 
inductance, etc ... As a substitute of conventional coil,  

impedance converter can be used. Its internal connection  can 
be seen in fig.5. Inductance of this impedance converter can 

be calculated by using the formula: 
2

3431

R
CRRRL =   [4] 

D. Inductance modification can be used in the music industry. 
This way it is possible to generate tones of a specific timbre. 
These changes are achieved by the change of C3 in the 
impedance converter. Large limit cycle san be utilized for 
tones generation. Components of chaos are not present in a 
large limit cycle. Deformation of the large limit cycle 
determines the timbre. Samples of chaos generated by circuits 
with two operational amplifiers can be found on the web site: 

http://kteem.fei.tuke.sk/guzan/scyr11/chaos2oz.avi 
for operational amplifier and two diode  

 
Fig.3 Chua´s circuit consisting of two OA. Values of components: R1=3k85, 

R2=3k86, R3=613Ω, R4=67.7Ω, R5=67.8Ω, R6=844Ω, C1=4,7n, C2=100n, 
L=4mH, RL=4,05Ω IC1 a IC2 = MA741. 

 
Fig.6 Circuit for connection Chua´s circuit to sound card IC1=MA743CN, 
P1=10K 

 
Fig.4 Chua´s circuit consisting of 1 OA and two diodes Values of 

components: R1=3k85, R2=3k86, R3=717Ω, R4=1261Ω, R5=1261Ω, 
C1=4,7n, C2=100n, L=4mH, RL=4,05Ω IC1 a IC2 = MA741. 

E. http://kteem.fei.tuke.sk/guzan/scyr11/chaosoz.avi 
for operational amplifier and two diode with syntetic coil 
http://kteem.fei.tuke.sk/guzan/scyr11/chaosozsyntl.avi
 

The circuit was connected like pictured in Fig.3. Resistor R 
altered in the range of 502 to 692Ω. IV characteristic Chua´s 
diode together with the change of R is illustrated in Fig. 8. 
Intersection of Chua´s diode IV characteristic with R forms 
three unstable singularities P + 0, P-.

IV. MEASUREMENTS 

A.  Chua´s circuit consisting of 2 operational amplifiers 

 

14

28

http://kteem.fei.tuke.sk/guzan/scyr11/chaos2oz.avi
http://kteem.fei.tuke.sk/guzan/scyr11/chaosoz.avi
http://kteem.fei.tuke.sk/guzan/scyr11/chaosozsyntl.avi


SCYR 2011 - 11th Scientific Conference of Young Researchers – FEI TU of Košice 

 

 
 

Fig.7 Photographs a - h were taken for connection according to Fig. 3 and phopographs i – o for connection according to Fig.4. For all photographs 
applies that the sensitivity of input X = 0.5 V. Photos a - e and i – o were taken at oscilloscope´s  input sensitivity  of Y = 0,2V, photos f - h at input 

sensitivity of Y = 5V
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 Fig. 7 to Fig. 7h shows photographs from the oscilloscope for 
various R. For R = 0 to 501Ω, the circuit was characterized 
only by one limit cycle (LC) (Fig. 7a). 

While the value of R was increasing from 502 to 524 Ω the 
periodic window was observed – Fig. 7b, 7c. It differs from 
the chaos in Fig. 7d - g in such way, that the displayed signal 
is periodic. In Fig. 7b, c we can also see the asymmetry of the 
circuit, which may be caused by tolerances of resistors R1, R2, 
R4, R5 as well as unbalance of the operational amplifiers. For 
R = 529 - 678Ω chaos arises (Fig. 7d-g) around the 
singularities P + and P . In Fig. 7h, when R = 692 Ω we 
observe chaos only in the surrounding of the singularity P + 
or P-. It looks similar to Rösler´s chaotic attractor. This chaos 
can be switched from neighborhood of  P + to P- and vice 
versa. 

 
B) Chua´s circuit consisting of 1 OA and 2 diodes 

The Chua´s circuit realized in this way together with its 
parameters is shown in Fig.4. IV characteristic of Chua´s 
diode and change of R is shown in Figure 9. Similarly as in 
the Fig. 7a to 7h the similar situation occurred also in Fig. 7i 
to 7o. In the range 0 - 947 Ω the circuit is characterized by 
6m. Both Rösler´s chaotic attractors in the neighborhood of 
the singularity P + or P- are documented in Fig. 9n and 9o 
which were together switched to each other by parallel 
connecting 1µF capacitor to C2. 
 
C) Chua´s circuit consisting of 1 OA and 2 diodes with using 
synthetic coil 

By using synthetic coil in the connection in Fig.5, the  R value 

was set to range from 950 to 1302Ω. Due to the lack of space, 
only two photographs are presented. Fig.10 a) represents the 
chaotic attractor at resistance R = 1204 Ω and the Figure Y 
shows the Rösler´s attractor at R = 1302 Ω.  

Comparing the results from Fig. 9a - 9h with results from  
Fig. 9i - 9o leads to observation that the Chua´s circuit in Fig. 
4 shows a better symmetry of the chaotic attractors and 
periodic window than the circuit connected in Fig. 3. Because 
of this, the circuit in Fig. 4 will be the object of further 
theoretical and practical examination. 
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Fig. 10  For both photos applies that the sensitivity of input X = 0.5 V and  Y 
= 0,2V. 

 
Fig.8 PWL characteristic of connection consisting of two operational 
amplifiers. The yellow line represents the maximum resistance R in 

which a chaos arises, and red line indicates a minimum R. When R <500Ω 
oscillations arose only.

V.  CONCLUSION 
 

 
Fig. 9 PWL characteristic with one operational amplifier and two 

diodes. The red line represents the maximum resistance R in which a 
chaos arises and yellow line indicates a minimum R 
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Abstract — A paper is devoted to diagnostic system of 

automobile power supply based on remote control using 
Internet. It consists of the detailed description of an automated 
measurement chain with specific focus on particular parts of the 
measurement chain. There is also an algorithm of using Internet 
as measurement bus designed to serve as wireless 
communication interface. The aim of the paper is also to 
introduce a specific automated measurement chain designed to 
diagnostics and evaluation of automobile power supply system.  
 

Keywords — automated measurement network, Internet based 
diagnostics, measurement bus.  

I. AUTOMATED MEASUREMENT CHAIN 

General flow diagram of automated measurement chain is 
displayed on Fig.1. Measurement chain has 1 or more sensors 
at the input. Using sensor on the input a mutual interaction 
between measured object (measured parameter of certain 
natural phenomena or technological process) and 
measurement system can occur. 

 
Fig. 1 Automated measurement chain 

In the sensor element a measured parameter changes into 
other physical or chemical quantity. Mostly it is quantity that 
can be easily transformed into electrical quantity. 

Physical or chemical quantity that originates from the 
interaction of observed (measured) quantity with sensor has 
only rarely the value or character that can be directly 
measured or used for further processing. It has to be properly 
pre-processed and modified in the block for signal processing. 
This pre-processing includes amplification, filtering, other 
signal processing, e.g. output impedance, to achieve a source 
of voltage or current etc. 

Processed signal is conveyed on the input of the analog-
dialog converter (A/D) where the analog data are transformed 
into digital code. It is advisable to galvanically separate the 
further part of the measurement chain due to protect bus. 

Then the digital data are sent to bus. Using bus the data are 
transferred in the digital form to computer where they are 
processed. These data can be distributed further to distant 
computer via Internet connection. 

The trends in development, e.g. integration and minimizing 
on of particular machine parts, have brought also changes into 
measurement chain. Some blocks are integrated into 1 entity 
or they are eliminated at all. For example sensor and block for 
signal trimming/processing can be integrated into one united 
block (it is displayed with dash-and-dot line on Fig. 1), 
eventually also A/D converter can be implemented into this 
block additionally (as displayed with dashed line on Fig. 1). 
The galvanic part is often skipped because new types of data 
buses are short-circuit-proof. In this way the flow diagram 
can be simplified with no influence on its functionality. The 
simplification is only a consequence of implementing new 
trends into automated measurement chain. 

II. WAYS OF APPLICAITON OF INTERNET INTO THE 
MEASUREMENT PROCESS 

There are various architectures that can be applied into 
measurement chain based on Internet. To choose among the 
different architecture options, the particular situation and 
conditions have to be considered.   

From connection to network point of view, there are 2 basic 
possibilities for connecting the device to Internet: 

A. Indirect connection – via PC (Fig. 2) 
 

InternetInternetInternet

 
 

Fig. 2 Indirect connection to Internet 

B. Direct connection – without using PC (Fig. 3) 

 

InternetInternetInternet

 
Fig. 3 Direct connection to Internet 
 

In case of indirect connection, a local PC (attached to the 
measuring device) connected to Internet communicates with 

Sensor Signal 
processing A/D Galvanic 

isolation 

Bus PC Internet 
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device using different interface (e.g. RS232, LPT or others). 
Local PC can have function of an interface between remote 
computer and measuring device or it can fulfil the tasks of a 
firewall that controls authorization of particular accesses to 
information, enables coding, compression, filtration or pre-
processing of data. It can also serve as a database for 
measured data. Using computer there can be several devices 
connected to one node in the same time, whereas computer 
serves as multiplexer. Indirect connection is preferred when 
measuring on greater distances. 

In the second case it is necessary that the devices include 
implemented interface for direct connection to network. 
Nowadays, there are various PLC, oscilloscopes and other 
multifunctional device equipped by this interface, as well as it 
is common at intelligent sensors. 

The biggest advantage of this kind of connection is a fact 
that there is no need to connect another PC into the 
measurement chain. In many of the devices except of the 
hardware interface there is also software interface 
implemented, e.g. web server, ftp server, OPC server and 
others. Direct connection is less demanding if we refer to 
economic and spatial requirements. Therefore, it is also less 
demanding for end-user. Direct connection is more suitable 
for remote measurement in the LAN network (for shorter 
distances).  

From mutual relation of client/server between PC and 
device point of view, we recognize 2 options: 

C. Device as a server (Fig.4) 
 

 
Fig. 4 Devices serves as a server 

D. Device as a client (Fig. 5) 

 

 
Fig. 5 Device serves as a client 
 

If the device has function of a server, all the connected 
computers that need the measured data for their activities, 
connect to the device and then the measured data are sent 
from device to the computers in the form of multicast 
messages (from one or more sources the message is sent to 
several targets). The biggest advantage of this architecture is 
that powerful server is not necessary in order to provide users 
the most recently measured data. This type of architecture is 
suitable for decentralized systems. However, there are few 
disadvantages. Faster data flow is necessary on the line where 
the device is connected to higher “intelligence” of the device 
is needed in order to manage and handle several requests at 
the same time and the response time can vary according to the 
number of requests.  

If the device has function of a client, measured data are 
forwarded to the single computer, which will distribute them 
further according to the need. This type of architecture 
requires PC in the function of a server. However, there are not 
very high demands on the bandwidth of the line on which the 
device is connected as the data are provided for one target 
only. Therefore, there are relatively constant response times 
related to this type of architecture. Server provides 
opportunities for better security and data administration. This 
type of architecture is more suitable for centralized systems. 

III. DESIGN OF AN ARCHITECTURE 
Architecture of particular connection is displayed on Fig. 6. 

It is not focused on the data sampling directly, as this topic 
will be described in following chapters. It is devoted to „bus“ 
– part of the measuring device that is responsible for transfer 
of measured data to the device that will assess/evaluate them 
– to an expert system. 

 

Fig. 6 Design of architecture for distant measurements in automobile 
 
As it is apparent from the figure above, Fig. 6, automobile 

has embedded GSM modem, device enabling the connection 
to the wireless network (in our case it is WiFi network). 
Mobile operator (in our case GSM networks) and access point 
(for wireless network) enable the connection of automobile to 
worldwide web - Internet. Using internet connection 
automobile would be connected to expert system, eventually 
to computer selected by the producing company.  

Measuring system is devoted to diagnostics of power 
supply of the automobile. Therefore, the daily diagnostic 
measurement will run with speed of GSM network which is 
sufficient for this purpose. Entire system is designed to be 
running daily, for its operation the benefit of the GSM 
network – wide coverage – can be utilized. WiFi network will 
be used only during service interventions and for check-up of 
measuring hardware, or its set-up respectively. It can also be 
used for creating a back-up of measured data that are stored in 
the measurement apparatus. WiFi networks of this kind would 
be built at specialized service workplaces, from which one 
can very quickly connect to the expert system. Based on the 
data comparison the database of measured data can be 
restored in case there are data damaged while data transfer via 
GSM network. Expert system would be able to restore and 
renew the missing data and it would achieve complete 
overview about power supply system of particular 
automobile.  
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IV. MEASURED DATA PROCESSING 
Measured data sent by measuring setup are displayed after 

they are received and they are processed and evaluated by 
expert system made of above mentioned components that 
saves the data into the database. The data are then processed 
to further step – data processing. Based on the criteria set by 
the system, ES can find the disorders, errors and failures.  

The record in the table is automatically updated after time 
interval that can be set by the operator. The table consists of 
last received data achieved from the measurement apparatus. 
If there is any discrepancy detected, the special mark is added 
to the table in order to easily identify its occurrence. The 
discrepancy does not always equal to failure or error. ES 
detects the information about switching on and off the 
automobile. Therefore, table has more columns in order to 
implement more marks or notes. Fig. 7 provides the example 
of the table.   

 

 
Fig. 7 Graphical representation of voltage and current 

 
As it can be seen at the figure above, table comprises of the 

columns with information about the voltage, current, date and 
time. Column with ID is a special identification item 
according to which one can identify particular record and 
distinguish it among the others in the database. 

Mark „X“ indicates where there is a discrepancy identified. 
If mark X occurs in the column named as “Start”, it means 
that ES has found specific values for voltage and current and 
identified them at the start and added the identification mark 
in the particular column. This mark can occur also in the other 
columns of the table depending on the result how ES 
evaluates the situation. 

It is not easy to imagine the entire situation only from 
„Start“, from information about the voltage and current in 
certain time. To understand the situation better, the there is a 
visualization of the situation provided by ES that allows 
displaying graphically the measured events. Fig. 8 presents 
the start of the automobile in graphical representation. 

 

 

Fig. 8 Graphical representation of automobile’s start 
 

Fig. 8 has values of the voltage and current on the y-axis 
and time on the x-axis. The bottom part of the figure shows 
the information about the automobile and date of the 
measurement. Based on these data a general interpretation, a 
picture about the situation that is happening can be made. 
Form the figure it can be seen that start of the automobile can 
be characterized by great expenditures of current from the 
accumulator and it results to the decrease of the voltage. 
Based on this information, ES identified the situation as 
“Start”.  

The other situation that system is asked to identify is 
turning of the engine of automobile. Turning off the 
automobile cannot be as clearly determined as starting the 
automobile. However, it is necessary to identify also the 
turning off and it also has characteristic features. Following 
Fig. 9 shows the turning the automobile off.  

 

 
Fig. 9 Graphical representation of turning off the automobile 

 
At the first sight it is visible that the simulation differs from 

the starting of the automobile. The process of turning off is 
defined by higher value of voltage at the moment of turning 
off. In that moment the charging system cannot cover the loss 
of energy that is spent. ES can identify the turning off the 
automobile based on this feature.  

Fig. 9 showed the standard way of turning off the 
automobile. Also in this process the failures can occur. They 
can result in decreasing the lifetime of the accumulator. These 
failures are caused by systems that are gradually 
disconnected, e.g. cooling system, alarm, radio etc. 
Measurements can detect these failures and they can be 
eliminated by correct timing of switching them off step by 
step. The previous text, two basic situations characteristic for 
normal running of the automobile was described. Correct 
detection of them and subsequent comparison with the 
recently measured data can help to eliminate and avoid the 
failures that can occur at starting or turning the automobile 
off. 

Simply said all the other situations excluding those that 
occur at normal running of the automobile can be classified as 
failures. However, this is not completely definite. Therefore, 
the process if setting the criteria for failure identification was 
the most critical and the most difficult when creating ES. For 
better understanding, there is situation during running the 
automobile displayed on Fig 10.  
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Fig. 10 Graphical representation of running automobile 

 
The values of the running engine are not as definite as they 

are when starting or turning the automobile off. Therefore, the 
searching for the failures is more demanding. However, using 
correct and appropriate setting the criteria of ES, the failures 
can be identified and marked in the table. Criteria for failure 
detection must come out of the nature and features of the 
failure. Mostly it is a short circuit of some electrical device or 
failure of the charging system. That’s how it was possible to 
determine the conditions for failure evaluation. Or it was 
sudden decrease of the voltage or it was sudden increase of 
the consumed current.  

Based on these conditions ES can detects and determine the 
failure when the automobile is running. On the following Fig. 
11 there is an easily identified failure of the automobile 
showed. We can conclude that ES can reliably identify 3 basic 
situations that can occur when the automobile is running. The 
other advantage of the ES is that it can browse the measured 
data and evaluate them based on the criteria set by the 
personnel. This helps to eliminate the possibility to skip or 
neglect occurred failure or error that does not match within 
the criteria boundaries and it to avoid its spreading. 

 

 
Fig. 11 Failure identified during automobile’s running 
 

It is a great benefit that system informs administrator by 
sending email on defined email account when the failure has 
occurred. In this manner, the failure can be evaluated, 

consulted by qualified professional and conduct the further 
steps. The failure that was detected by system itself is 
normally failure that occurred periodically or it is a single-
shot error. After the situation is evaluated, the owner of 
automobile can be contacted and asked to com to check-up. 

V. CONCLUSION 
Main contribution of the research is an original design and 

construction of the diagnostic system for power supply of 
automobile based on the Internet connection for operating the 
diagnostics. This system in the mentioned design has never 
been designed or published before. Therefore, it is a unique 
system. The whole work provides the complex insight in the 
remote measurements and implementation of new trends into 
the automotive industry. It provides complete guidelines for 
the construction of the entire measurement system that 
cooperates with expert system for evaluation. Altogether these 
two systems create a complex diagnostic and measurement 
system. 
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Abstract— Bi-directional buck-boost DC/DC converter for 

hybrid battery in electric hybrid vehicle (EHV)
UC3637 is described in this paper. The first part of the paper is 
aimed at concept of hybrid battery. Design of power circuit and 
control circuit with UC3637 of converter is described in the 
second part of the paper. Experimental resul
of converter are mentioned in last part. 
 
 

Keywords— Converter control, hybrid battery, pulse width 
modulation (PWM),  electric hybrid vehicle (EHV)
 

I. INTRODUCTION 

 
The last years are characterized by rapid development of 

electronic systems, which uses an accumulator a
power supply. However, presently the accumulators are the 
weakest element of the power electronic supply system. It is 
caused by low dynamics of input power, temperature 
dependence, short lifetime and a lot of other limitations. The 
most significant improvement in recent 200 years has been 
achieved by developing ultra capacitor (UCAP). The 
ultracapacitor has much better electrical parameters than 
conventional accumulator. The next table shows comparison 
of the features of ultra-capacitor, accumula
capacitor. 

 
Available 

Performance 
Accumulator Ultra – 

capacitor

Charge Time 
Discharge Time 

1 – 5 hrs 0,3 – 30 s
0,3 – 30 s0.3 – 3 hrs 

Energy (Wh/kg) 
Cycle life 

10 - 100 1 – 10 
106 1000 

Specific Power 
Charge/Discharge 
Efficiency 

< 1000 10 000 
0.85 – 0.980.7 – 0.85 

 
Tab.1. Parameter comparison of ultra-capacitor with accumulator and 

classic capacitor 
 

 
At present the low energy density is main disadvantage of

ultra-capacitors. One of the possibilities is to fuse the 
advantages of ultra-capacitors and high energy density of 
accumulators to a hybrid secondary power source.
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boost DC/DC converter for 
(EHV) controlled by 

UC3637 is described in this paper. The first part of the paper is 
aimed at concept of hybrid battery. Design of power circuit and 
control circuit with UC3637 of converter is described in the 
second part of the paper. Experimental results from measuring 

Converter control, hybrid battery, pulse width 
(EHV)  

The last years are characterized by rapid development of 
electronic systems, which uses an accumulator as a basic 
power supply. However, presently the accumulators are the 
weakest element of the power electronic supply system. It is 
caused by low dynamics of input power, temperature 
dependence, short lifetime and a lot of other limitations. The 

ant improvement in recent 200 years has been 
achieved by developing ultra capacitor (UCAP). The 
ultracapacitor has much better electrical parameters than 
conventional accumulator. The next table shows comparison 

capacitor, accumulator and classic 

 
capacitor 

Classic 
capacitor 

30 s 
30 s 

10-3 – 10-6s 
10-3 – 10-6s 

<0,1 
- 

0.98 
>100 000 

> 0.95 

capacitor with accumulator and 

At present the low energy density is main disadvantage of 
One of the possibilities is to fuse the 

capacitors and high energy density of 
accumulators to a hybrid secondary power source. 

II. CONCEPT OF HYBRID BA

 
Hybrid battery (HB) is a name for an improved 

topology of secondary voltage power source. Its output power 
dynamics and lifetime considerably exceed the recent types of 
accumulators. The hybrid battery is in nature a
connection of an ordinary accumulator with an ultracapacitor 
via a bi-directional DC/DC converter as it is seen in Fig. 1.
 

Fig. 1. Block diagram of hybrid battery

 
High dynamics of input-output power of the hybrid battery 

is achieved due to the ultra-capacitor. It means that high 
dynamic parameters of the hybrid 
parameters of the ultra-capacitor and static parameters by the 
accumulator. Bi-directional DC/DC converter is a main part 
of a hybrid battery. The converter has essential influence on 
the operational properties and the efficiency. 
conditions of the bi-directional DC/DC converter are given by 
the use of an accumulator in hybrid battery. 
 

III.  DESIGN OF DC

 
The parameters of proposed DC/DC converter are shown 

in Table 2. 
 

Parameter 

Input voltage Uin 

Output voltage Uout 

Max. output voltage ripple ∆Uout

Max. output current 

Max. current ripple 

Switching frequency 

Efficiency 

Tab. 2. Table of parameters
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CONCEPT OF HYBRID BATTERY 

Hybrid battery (HB) is a name for an improved 
secondary voltage power source. Its output power 

dynamics and lifetime considerably exceed the recent types of 
accumulators. The hybrid battery is in nature a cascade 
connection of an ordinary accumulator with an ultracapacitor 

onverter as it is seen in Fig. 1. 

 
Block diagram of hybrid battery 

output power of the hybrid battery 
capacitor. It means that high 

dynamic parameters of the hybrid battery are given by the 
capacitor and static parameters by the 

directional DC/DC converter is a main part 
of a hybrid battery. The converter has essential influence on 
the operational properties and the efficiency. Recuperation 

directional DC/DC converter are given by 
the use of an accumulator in hybrid battery.  

DESIGN OF DC/DC CONVERTER 

The parameters of proposed DC/DC converter are shown 

Value 

15-30 V 

14/24 V 

∆Uout 5% 

10A 

1A 

50kHz 

>80% 

. Table of parameters 
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A. Power circuit of DC/DC converter

Power circuits of the DC/DC converter are in the Figure 2.
 

 

 

 

 

 

 

Fig.2.Topology of bi-directional buck-boost DC/DC converter

The bi-directional converter consists of two buck
converters connected in cascade. This converters are 
interconnected through inductance i.e. boost converter with 
buck converter (Fig.2).  
 
The value of output voltage in general is: 

2

1

D

D
VV INOUT =                        

where: 

( )

T

t
D ONQ1

1 = ;  
( )

T

t
D ONQ2

2 =     

tQ1(ON)  and tQ2(ON) indicate the ON time of the MOSFET 
switches Q1 and Q2 respectively, whereas 
period. 

 
Cascaded buck-boost converter can work in three 

operation modes, which will be introduced below.
 
a) Buck mode(VIN >VOUT) 

Transistor Q2 is always ON and Q4 is always OFF during 
this mode (D2 = 1). Only Q1 and Q
synchronously. In this operation mode the cascaded buck
boost converter works as classic buck converter. Then the 
value of VOUT is for buck mode as follows: 
 

 1.DVV INOUT =            

b) Buck-boost mode (VIN ≈ VOUT) 

In this switching mode all four MOSFET’s operate during 
the period. The first path (Q1, Q4 are ON) enables charging the 
inductor, the second path (Q2, Q3 are ON) allows the energy 
stored in the inductor to be delivered to the output capacitor. 
This way of switching determines the following relation 
between D1 and D2: 
 

12 1 DD −=           

By combination of the equations (1) and (4), the following 
expression is obtained: 
 

 
1

1

1
.

D

D
VV NIOUT −

=          
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of DC/DC converter 

converter are in the Figure 2. 

boost DC/DC converter 

directional converter consists of two buck-boost 
converters connected in cascade. This converters are 
interconnected through inductance i.e. boost converter with 

        (1) 

        (2) 

indicate the ON time of the MOSFET 
T is the switching 

converter can work in three 
operation modes, which will be introduced below. 

is always OFF during 
and Q3 are switching 

synchronously. In this operation mode the cascaded buck-
boost converter works as classic buck converter. Then the 

        (3) 

switching mode all four MOSFET’s operate during 
are ON) enables charging the 

are ON) allows the energy 
stored in the inductor to be delivered to the output capacitor. 

g determines the following relation 

       (4) 

By combination of the equations (1) and (4), the following 

        (5) 

c) Boost mode (VIN < V

Transistor Q1 is always ON and Q
period in this mode (D1 = 1). Only Q
synchronously. In this operation mode the cascaded buck
boost converter works as classic boost converter. Then the 
value of VOUT is for boost mode as follows:
 

2D

V
V IN

OUT =      

 

B. Control circuit with UC3637

Switched mode controller UC3637 is used for control of this 
converter. Scheme of control circuit is shown in Figure 
 

Fig. 3. Control circuit with UC3637

 
Amplitude of triangle waveform oscillator (+U

set by voltage divider R15, R17, and R20. Value U
set by trimmer RP2 and RP3. Changing modes of converter 
depend on value UH and UL as follows:
 
If:  UEAO-UL < U-VTH and UEAO

  buck mode is set 
If:  UEAO-UL > U-VTH and UEAO

  buck-boost mode is set 
If:  UEAO-UL > U-VTH and UEAO

  boost mode is set 
where UEAO is output from voltage PI regulator.
 
For better understanding the function of controller is shown in 
Figure 4. 
 

Fig. 4. Function of control circuit

 
Voltage uAOUT is input for transistors Q

voltage uBOUT is input for transistors Q
Transistors Q1 and Q2 are switched by non
transistors Q3 and Q4 are switched by inverted signal.

< VOUT) 

is always ON and Q3 is always OFF during the 
= 1). Only Q2 and Q4 are switching 

synchronously. In this operation mode the cascaded buck-
boost converter works as classic boost converter. Then the 

boost mode as follows: 

            (6) 

Control circuit with UC3637 

Switched mode controller UC3637 is used for control of this 
Scheme of control circuit is shown in Figure 3.  

 
. Control circuit with UC3637 

Amplitude of triangle waveform oscillator (+UTH; -UTH) is 
set by voltage divider R15, R17, and R20. Value UH and UL is 
set by trimmer RP2 and RP3. Changing modes of converter 

as follows: 

EAO+UH < U+VTH  

EAO+UH < U+VTH  

EAO+UH > U+VTH  

is output from voltage PI regulator. 

For better understanding the function of controller is shown in 

 
. Function of control circuit 

is input for transistors Q1 and Q3 driver, 
is input for transistors Q2 and Q4 driver. 

itched by non-inverted signal and 
are switched by inverted signal. 
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IV.  EXPERIMENTAL RESULTS

The function of the proposed DC/DC converter was 
verified on the laboratory model. Principle of signal creation 
with controller UC3637 for drivers is displayed on the 
following oscillograms. 

The first oscillogram (Fig.5) was captured in buck mode 
of the converter. Transistors Q1, Q3 are switched. Transistor 
Q2 is always ON, Q4 is always OFF in this mode. The second 
oscillogram (Fig.6) shows buck-boost mode operation of the 
converter. In this mode all transistors are switched in diagonal 
pairs.    

 

Fig. 5. Control signal creation with UC3637 for drivers in buck mode 
(UIN=28V,UOUT=24V) 

 

Fig. 6 Control signal creation with UC3637 for drivers in buck
(UIN=25V, UOUT=24V) 

 Boost mode operation of the converter is displayed in the 
third oscillogram (Fig.7). Transistors Q2, Q
Transistor Q1 is always ON and transistor Q

 

Fig. 7. Control signal creation with UC3637 for drivers in boost mode 
(UIN=18V, UOUT=24V) 

 

 Voltage of transistors Q1-Q4 and inductor current i
buck-boost mode is shown in Fig.8. Correct function of 
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XPERIMENTAL RESULTS 

The function of the proposed DC/DC converter was 
verified on the laboratory model. Principle of signal creation 
with controller UC3637 for drivers is displayed on the 

) was captured in buck mode 
are switched. Transistor 

is always OFF in this mode. The second 
boost mode operation of the 

converter. In this mode all transistors are switched in diagonal 

 
Control signal creation with UC3637 for drivers in buck mode 

 
Control signal creation with UC3637 for drivers in buck-boost mode 

Boost mode operation of the converter is displayed in the 
, Q4 are switched. 

is always ON and transistor Q3 OFF. 

 

. Control signal creation with UC3637 for drivers in boost mode 

and inductor current iL in 
. Correct function of 

converter control is shown in this oscillogram. All four 
transistors are switched on simultaneously.

Fig. 8. Voltage of transistors Q1-Q4 and current of inductor in buck
mode (UIN=20V, UOUT

 Experimental model of DC/DC converter is 

Fig. 9. Photo of DC/DC converter

V. CONCLUSION

New concept of control method for 
boost DC/DC converter is described in the paper. This 
concept of control decreases power 
and thus increases efficiency of converter.
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ONCLUSION 

method for bi-direction buck-
boost DC/DC converter is described in the paper. This 
concept of control decreases power transistor switching losses 
and thus increases efficiency of converter. 
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Abstract - This paper describes the use of PLC (Programmable 

Logic Controller) S7-300 from Siemens. With it is possible to 
control one-phase impulse-controlled rectifier in bridge 
connection and its possible practical use in industry for welding 
metals DC electrical current. 

 
Keywords - PLC, Simatic, controlled bridge rectifier, welding  

 

I. INTRODUCTION 

PLC - Programmable Logic Controller is a technical device 
(basically a programmable digital computer), which is used to 
automate management processes. Currently the most widely 
used PLC control system, which were applied, in different 
areas of automated techniques in the management of machines 
and technological processes in various industries. 

II. PLC TYPE OF SIMATIC S7 300 

Siemens AG is one of the leading electrotechnic groups in 
the world. It covers virtually entire spectrum of electronics 
and electrotechnics. In the field of automation control 
equipment is a leader in the European market. It offers a wide 
range of products for industrial automation. 

Type of Simatic S7 300 controllers is one of the most 
successful in the market. It offers high performance for 
construction machinery and equipment, not only in the 
engineering industry. It is characterized by high stability at 
work with little maintenance and contains a number of 
integrated functions. 

 

 
 

Fig. 1. CPU 313C 
 

In this work is used programmable logic adapter from the 
type Simatic S7 300, namely the CPU 313C (its structural 
design is in Fig. 1). It is a compact adapter that in addition to 
CPU and power supply already contains input and output 
modules. 

The input module offers the possibility to connect 24 digital 
and 5 analog inputs, 16 digital output module and 2 analog 
outputs. Furthermore, it contains technology functions 
including reading, measuring the frequency and PID 
controller. Program can be backed up by Micro Memory Card. 
Communication with the PC interface is provided by MPI It 
can be modularly extended a wide range of other functional 
modules for individual use and automated management tasks. 

 

III. PRINCIPLE OF CONTROLLED RECTIFIER 

Rectifiers consist of semiconductor devices are currently the 
most widespread type of converters. Collected energy from the 
AC mains and used to convert AC electricity to DC. 

The basic structure of the controlled rectifier is show in Fig. 
2. It consists of power supply transformer (Pt), power circuit 
(PC) and a control circuit (CC). In this case it is PLC control 
circuit, which generates control signals synchronized with line 
voltage and variable phase shift (phase control power output). 
These signals are fed to the control electrodes of thyristors. 
Signals are used to control voltage and rectified current of 
rectifier and also connected by a controlled object. 

 In connection with phase control concept is used steering 
angle. This term means shifting impulse control, so the time 
when the thyristor being locked against the time when the line 
voltage commutation occurs naturally. 

 
Fig. 2.  The basic structure of the controlled rectifier 

 

IV. PRACTICAL IMPLEMENTATION OF 

MANAGEMENT 

A. Controlled power of the involvement 

In this case, the controlled circuit of two-phase pulse 
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controlled bridge rectifier. It is powered by one stage and two-
pulse term means that, over one period of supply voltage. The 
number of dissenting commutation, it means the number of 
peaks acquired time course of the output voltage for a single 
period equal to two. This is a rectifier with natural 
commutation (commutation networking). It means that the 
current transition from one pair of thyristors to the second is 
due to voltage drop on the stage, which results in an increase 
in electrical current and voltage phase, which has a current 
download. 

Rectifier wiring diagram is in Fig. 3. Rectifier is supplied 
from the AC mains voltage of 230V.  Control electrodes of 
thyristors are connected to digital outputs of the PLC, which 
serves as a pulse generator for the thyristors. The controlled 
rectifier is used bridged foursome thyristors BT151-800R. 
Thyristors are in plastic TO220 for maximum voltage 800V 
and manage constant load electric current to 12A. 

Thyristors TY1 and Ty4 are connected to a common digital 
output DO1 adapter CPU 313C and thyristors Ty2 and Ty3 of 
common digital output DO2 adapter CPU 313C. The value of 
the logical unit for output voltage 24V PLC responds. Pulses 
to control electrodes thyristors are therefore introduced via 
voltage dividers (maximum voltage in thyristor control 
electrode is 5V). PLC output voltages are divided voltage 
dividers, which are a combination of 4.7 k ohms resistors and 
910Ω to control the electrode voltage reaches about 3.9 V, 
which is for the closure is fully sufficient. For a bridged 
rectifier output is then connected load, which power 
management, is required. 
 

 
 

Fig. 3. Schematic of two-phase controlled rectifier impulse in bridged 

B. Management of the involvement 

The PLC is composed of CPU (central processing unit), 
which is running firmware (operating system). Its task is the 
proper functioning of the PLC, communication with the 
modules and run user program).  PLC works with both input 
and output signals based on image process. Images of inputs 
and outputs are stored in data memory. User-generated 
program then works with these images and does not proceed 
directly to the input and output modules of PLC. Processing 
and image update process automatically makes the processing 
unit in a certain sequence. This sequence is called operating 
cycle of the processor. Its sequence for this case management 
is shown in Fig. 4. 
1. The first step is loaded images of signals from analog input 

module (AI1), which are stored in data memory 
2. Program will control implement a bridged rectifier 
3. After its completion, the result of the program recorded in 

the output process image data in memory 

 
Fig. 4. Operating cycle of the processor 

 

4. Output process images output from data memory is entered 
on the digital output modules of PLC (DO1 and DO2) 

5. Finally is system and update state variables and   preparing 
for the new cycle 

 
The duration of one operational cycle is of the order in units 

of up to hundreds milliseconds and is dependent on the 
complexity of the user program as well as the quantity of 
connected inputs and outputs. In this case is used a single 
analog input and two digital outputs it is a time exceeding a 
little over 1 to 1.5 ms. 

Block diagram for control adapter CPU313C bridged 
rectifier is shown in Fig. 5. Mains voltage is transformed to a 
value in the range of values that can handle PLC input module. 
This value is channelled bridge rectifier and fed to the analog 
input adapter CPU313C. Analog input module allows for the 
processing the AC signal in the range of ± 10V. To control 
rectifier is sufficient only work with the absolute value of the 
input signal (controlled by the same power is part of the 
guidelines half-wave positive and negative). For this reason is 
signal fed through the input rectifier bridge and works only 
with positive values of the input signal. Analog input module 
is set to a voltage range of 0 to 10V and suppresses 
interference frequency to a value other than 50Hz (400Hz). 

 

 
 

Fig. 5.  Block diagram for control adapter CPU313C bridged rectifier 

14

39



SCYR 2011 - 11th Scientific Conference of Young Researchers – FEI TU of Košice 

In the analog input module is used 12-bit analog / digital 
converter. PLC memory can store data on the size of 1 byte (8 
bits), respectively 1word (16 bits). Therefore, the output of the 
converter is stored in memory as one word and 4 bits of lower 
order are neglected and thus equal to 0. The highest bit is used 
as a sign to distinguish positive and negative values. In this 
case, to work only with positive values is still equal to 0. The 
speed with which the converter is able to convert one sample 
from analog to digital values is in the range around 1 to 1.5 
ms. One half-period AC voltage with a frequency of 50Hz can 
be divided into 7 to 10 samples. 

 However, it is necessary to consider only the case with the 
smallest number of samples. Seven instantaneous values of 
voltage can be obtained for one half period. 

Created user program works by comparing the measured 
instantaneous voltage values against the reference. After 
calculating the reference value regulation is divided into 7 
equal power levels.  

  An important point in management is that the measured 
instantaneous and reference value will never match (for a 
period of one half period is not possible to retrieve the same 
number of samples). Therefore, the program is built so as to 
identify in which interval the measured value is immediate. 
Whereas reference values are the same in the first half period 
and in the second half, another problem is how they can be 
differentiate. The program is treated so that it is detected when 
the half-cycle signal into a maximum value. It is recorded with 
a logical unit in the assistance variable and it is obvious in 
which half is the value.  

If the current value within the range of values is set to 
digital output DO1 brought the value of the logical first. Then 
are switched thyristors TY1 and Ty4. The same also happens 
in other parts of half period. Digital output DO2 is set to logic 
1 and is switch pair of thyristors Ty2 and Ty3. 

Program management adapter CPU313C was created in the 
language of S7-SCL, which is part of the software package. 
Part of the source code is shown in Figure 6. 
 

 
 

Fig. 6. Part of source code programmed in the language of SCL 

V. PRACTICAL USE CONNECTIONS 

When used in a controlled thyristors bridged rectifier that 
handles higher electrical currents and suitable welding 
transformer could be used as the engagement model welding 
unit designed for soldering of direct electrical current. 

Technical options in CPU313C  adapter allows control only 
in seven degrees of power. This involvement would not be 
appropriate for practical use. It only  serving  to demonstrate 
one of the many uses for automated PLC control.  For 
practical use would be appropriate to use a  powerful  PLC for 
control that might allow more precise output regulation. 
Another option would be used by microprocessor control. In 
this case it would probably be a better solution uses a 
microprocessor because powerful PLC purchase would be 
financially quite difficult. 
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Abstract—In this paper there is presented an unused before 

method of accounting a nonlinearity of magnetization curve in 

vector control systems (VCS) with the field orientation by the 

rotor flux. Also there is presented additional calculation for 

regulators of current, flux and angular speed. Finally, shown 

later on figures with the charts of transients, VOC is very 

perspective in application in high-accuracy, fast-response 

systems. 

 

Keywords—Vector Control Systems, magnetization curve, 

rotor flux, current regulators.  

 

I. INTRODUCTION 

Development of technical systems, an appearance of 

microprocessors and related research papers in the field of 

electric drive, allow to apply an AC electric drive, where it 

would seem possible to apply the DC Drive. DC drive has 

excellent adjustment characteristics, hereupon DC motors are 

widely applicable in manufacturing. AC drive has greater 

structural reliability, simplicity of construction and lower price 

compared with DC drive. Low price and high reliability makes 

AC drive undeniable competitor of the DC drive. In control 

and automation systems appliance of the AC drive is 

connected with certain difficulties. In terms of automatic 

control, its quite difficult to operate AC drive and measure its 

coordinate gages. For example, angular velocity of shafting 

depends on supply frequency, and on shaft load, which results 

in complicating of control system. During creating projects 

based on AC drives, there always emerges a need of providing 

high dynamic parameters in transient states, high-accuracy of 

maintaining the rotor speed, and thus, high energy efficiency 

rates. For those purposes a vector control system is used. 

II. PRINCIPLE OF OPERATION 

On the method of vector control is written pretty much 

literature has resulted: block diagrams, methods of synthesis 

of regulators, the description of coordinate conversion, and 

more. In practice, implementation a vector control system in 

simulation program is quite difficult, without depth of 

knowledge about AC drive. For those purposes there is not 

much information in [1-4,5] and example of vector control 

system design with rotor flux orientation, could be repeated 

without assistance. Examples of regulators synthesis, which 

could be used for creating and developing control system, 

within structure shown in [1, 2], are given in [3] and [4]. An 

example given in [5] is not enough to be rebuild by oneself, 

because of presenting with only one block, with is not given 

an example with description. Regulator synthesis shown in [3] 

is fit with structures, given in  [1], [2]. 

With the α axis orientation on the rotor flux linkage, an 

analogue between control systems of AC drive and DC drive 

can be done, which could be seen on fig.1 and fig.2. This 

allows making a conclusion about axis operating within AC 

drive similar to DC drive. 
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Fig. 1 – Block diagram of DC drive: iв – excitation current; iя – armature 

current; Тв – exciting coil time constant; кф – constructive coefficient; сд – 

engine constant; J – moment of inertia; Мд – torque; Мс – drag torque. 
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Fig.2 – Block diagram of induction motor: 

i1α, i1β – reactive and active components of stator current; Т2–

electromagnetic constant; k2–coefficient of electromagnetic rotor connection; 

zp – number of pole pairs. 

 

Comparison of control systems – scalar and vector, which 

gives a conception about  obvious advantages of vector system 

is presented in Tab. 1.  
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TABLE I 

COMPARSION CHARRACTERISTICS OF CONTROL 

SYSTEMS 

Features 

 

Vector system Scalar system 
Without 

speed 

gage 

Icnremental 

encoder 

Without 

speed 

gage 

Icnremental 

encoder 

Accuracy 

of 

regulating 

0,2% 0,02% 20% 10% 

Regulating 

width 
1:100 

1:1000 

 
(6-10):1 

≈2/sk 

 

Method of 

regulating 
Ψ2= const U/f=cons 

Overloading 

ability 

Constant at all 

frequency values  

Poor at the low 

values of the 

frequency 

Table shortages: sk – critical slip of the electric drive, 

Ψ2 – rotor flux linkage, U – stator voltage,   f – 

frequency of the stator voltage. 

 

A view of AC drive in [6]  is most widely used for analyses 

and synthesis of electromagnetic process in electro drives with 

vector control. However, if flux linkage under work of AC 

drive has significant changes, then the desired accounting of 

modifying parameters of mathematical model is related with 

effect of saturation of magnetic system. For AC drives, which 

are supplied from frequency converter, it is usually assumed 

that, the multiplicity of output current in operating mode of 

electric drive is limited (of not more than 2-3 values of rated 

current) and the saturation effect of circle scattering can be 

neglected. This is confirmed in [7]. Much more significantly 

affects the effect of saturation of magnetization circle [3]. In 

particular, in operating mode AC drive from 4A series, could 

have a magnetization inductance Lm varying up to 30% [8,9]. 

In AC drive flux linkage adjustment required in the following 

modes: 

1) at work over at speeds in excess of nominal (in the 2-nd 

zone of speed control at a constant power, with field 

weakening); 

2) while optimizing energy performance, over the need to 

regulate the flow of magnetization, depending on the load; 

3) while optimizing the dynamic characteristics of the drive, 

including processes performance. 

To account the effect of saturation, a method of static 

inductances is used static, which gives, however, very high 

accuracy, while describing the dynamic processes. In this 

method taking into account the nonlinearity of magnetization 

curve dependence with static dependence between flux linkage 

and excitation current, that is set up by table of values, 

function or analytical approximations. 

III. LABORATORY MODEL OF THE VECTOR CONTROL SYSTEM 

On materials of the researches presented in [3,4,10,11], on 

the basis of a t-shaped equivalent circuit, taking into account 

nonlinearity of the magnetization curve (рис.3), it is necessary 

to calculate a vector control system (in α-β-0 coordinates) [10] 

for the AC drive type 4А100L4У3, with following passport 

data (Tab. 2). 
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Fig. 3 – T-shaped equivalent circuit of AC drive with frequency control. 

 

TABLE II 

Passport data for AC drive 4A100L4У3. 

Ωn,s
-1

 150,5 Xs, Оhm 2,28 

Мn, N·m 26,6 Xr, Оhm 3,15 

Мs, N·m 55,8 Xm, Ohm 57,4 

Мcr,N·m 58,48 Ls, H 0,19 

In, A 8,61 Lr, H 0,193 

Sn 0,042 Lm,H 0,183 

Sкр 0,2 Ks 0,961 

Rs,Оhm 1,75 Kr 0,948 

Rr,Оhm 1,142 σ 
0,088

3 

 

Nominal frequency of rotation – Ωn; nominal torque – Мn; 

scattering coefficient – σ; critical torque – Мcr; stator current 

– Іn.; rated slip – Sn; ctirical slip – Scr; stator active resistance 

– Rs; rotor active resistance – Rr; stator reactive resistance – 

Xs; rotor reactive resistance – Xr; mutual induction resistance 

– Xm; stator full induction – Ls; rotor full induction – Lr; 

rotor and stator mutual induction – Lm; starting torque – Мs; 

coefficient of stator magnetic connection – Ks; coefficient of 

stator magnetic connection – Kr. 

Methods of getting the nonlinearity curve Lμ(Iμ), the 

magnetization curve and the dependence of magnetic 

inductance from magnetization current, experimentally 

obtained on their basis, for researched engine, are presented in 

[12,13] 

This nonlinearity is described by following polynomial 

dependence – 
10

5

8

4

6

3

4

2

2

10)( IaIaIaIaIaaIL  – 

where а0-а5 – are approximation coefficients. 

а0=0.12241002; а1=0.72550627; а2=0.59; а3=0.59;         а4= 

-0.72550627. 

For taking into account nonlinearity in the model of vector 

control system, this dependence should lead to absolute units. 

In accordance with the methodology [3], excitation current is 

considered as an additional to base currents (Іα, Іβ) with minus 

sign. Its is determined from the known formulas from theory 

of electric drives [14]. 

Plans models performed in the coordinates α-β-0 [10]. 

 

IV. CALCUTIONS FOR REGULATORS 

For α-β-0 system, the synthesis of current regulators has a 

form as followed below. Open-circuit transfer function of 

current stabilization: 

14

42



SCYR 2011 - 11th Scientific Conference of Young Researchers – FEI TU of Košice 

;
/

)()(...
1pT

R1

1pT

k
pWpW

e1

e

П

П
PTIстабкраз





      (1)      

r

m
rr

2
rse1

L

L
k;RkRR  .            (2) 

A preferred open-circuit transfer function of current 

stabilization: 
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– where kO.T. - feedback coefficient for the current. 

Accepting ar according to the regulator in setting optimum 

modular, Tμ=TП. 

Calculating the transfer function of regulator: 
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Writing the transfer function of the open-circuit and closed 

circuit flow stabilization, for synthesis flow regulator: 
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Prefered open-circuit transfer function stabilization and 

flow regulator would be next: 
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Accepting аТ=2, ас=2 according to the regulator in setting 

optimum modular, with decompensated time constant 

ТμС=ас·ТП. Time constants Т1е=σ·(Ls/R1e); T2=Lr/Rr. 

Calculation of feedback coefficients is following: 
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Example calculation of basic values that are listed in the 

above expressions are given in [10]. 

Conversion of feedback coefficients are defined by 

formulas below: 
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Calculating coefficients of transfer functions of the block 

diagram in relating units (active): converter, the function of 

electric part of motor, speed regulator, Inertial constant of the 

drive is carried out as follows: 
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For creating a simulation model, we are taking moment of 

inertia as shown next: 

110011010J10J двмех ..  Н·м; 

12100110110JJJ двмех ...   Н·м  

According to the expressions, given above, we have 

following transfer function of regualtors: 

p031.0

1p00587.0
)p(W 1PT


 ;

p021.0

1p00587.0
)p(W 2PT


 ;  (15) 

p004.0

1p169.0
)p(WPП


 .              (16) 

 

V. RESULTS OF MODELING 

Results of modeling vector control system in orthogonal 

axes α-β-0 are given on fig. 4-8. 
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Fig. 4 – Transient process of AC drive start-up – rotor speed – 

characteristics with including nonlinearity of magnetization curve (2) and 

without it (1) (without adjusting moment of inertia of the drive mechanism). 
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Fig. 4 – Transient process of AC drive start-up – rotor speed – 

characteristics with including nonlinearity of magnetization curve (2) and 

without it (1) (with adjusting moment of inertia of the drive mechanism). 
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Fig. 4 – Transient process of AC drive start-up – stator current – 

characteristics with including nonlinearity of magnetization curve (2) and 

without it (1) (without adjusting moment of inertia of the drive mechanism). 
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Fig. 4 – Transient process of AC drive start-up – stator current – 

characteristics with including nonlinearity of magnetization curve (2) and 

without it (1) (with adjusting moment of inertia of the drive mechanism). 
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Fig. 4 – Transient process of AC drive start-up – flux – characteristics 

with including nonlinearity of magnetization curve (1) and without it (2).  
 

VI. CONCLUSION 

In this analysis of vector control system a research for over 

viewing a system with orientation by the rotor flux linkage 

was made. Dynamics characteristics for the constant rotor flux 

model were build-up. It allows to determine the advantages 

and disadvantages rather of this method, compared with the 

scalar operating.  

According to the practice (including products of different 

companies), rather the system in orthogonal coordinates α-β-0 

is applied, thus its’ calculation of regulators is represented in 

this paper more detailed. The analysis of the transient 

processes of the vector system shows, that the influence of the 

nonlinearity of the magnetization curve of AC drive, results in 

affecting on the start-up torque of the electric drive, which 

follows with a little increasing of the time of transient process, 

and, thus, changing the quality features of the control system – 

overregulation, regulating time and the time of first maximum. 
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Abstract — The first part of paper deals with development of 

sensor for intra-abdominal pressure (IAP) measuring which does 
not interfere with body fluid of a patient and thus the keeps 
sterility of entire system. The second part of paper deals with 
technical solution of indirect monitoring of IAP by intra-vesicular 
pressure (IVP) method, which is today regarded as standard for 
indirect monitoring of IAP. The result of new technique 
eliminates the influence of a human factor and the possibility to 
utilize it for urinary bladder tonisation of paraplegic patients.  
 

Keywords— intra-abdominal pressure, monitoring, capacitive 
pressure sensor  
 

I. INTRODUCTION 

Abdominal compartment syndrome (AbCS) is caused by 
increasing of intra-abdominal pressure (IAP) from tissue 
tumescence or from cumulating of free liquid in abdominal 
cavity. AbCS is very hard complication that may impact on 
many organ systems of patient. When it is not timely 
diagnosed and it is not cured, it may result in multi-organ 
collapse and death [1].  

The most precision method of the IAP measuring is 
applying pressure sensor through abdominal wall directly into 
abdomen cavity. Measuring of pressure directly in abdomen 
cavity via catheter is a hazardous invasive method, which is 
not used in clinical practice [2]. Indirect method of IAP 
measuring is based on Foley catheter inside urinary bladder. 
This method is based on fact, that urinary bladder works like 
passive transmitter IAP on internal water filling. Empty 
urinary bladder is filled by 20-50 ml of sterile physiologic 
solution via catheter. [2] Pressure in abdomen cavity is 
transferred across bladder on filled solution and so as on water 
column of catheter which is connected to water column on a 
manometer or pressure sensor. [3] Measurement is realized in 
one hour intervals with filling and empting of all system.  

II.  CAPACITANCE SENSOR  

Capacitive pressure sensors were realized by glass tubes 
with inner diameter 4-9 mm. On the outer surface of the glass 
tube was deposited two thin-film electrodes by vapor 
deposition. As a material for deposition was used copper. The 
shape of the electrodes is shown in Fig. 1. As dielectric of 
capacitance sensor was used saline (0.9% NaCl aqueous 
solution).  

 
Capacity change of capacitive sensor is measured using a 

RLC bridge MT4090. LCR meter MOTECH MT 4090 can be 
connected to computer via RS 232 interface. Using created 
application can be set any time interval between 
measurements.  

Based on the measurements is possible to directly 
characterize the capacitive sensor. Analyzed parameters was 
value of maximal (CMAX ) and minimal (CMIN) capacity and the 
time interval of increase (tinc) and decrease (tdec) of capacity 
after which is measured capacity in steady state. Capacity 
CMAX  respectively CMIN is capacity measured on the 
assumption that the level of dielectric is located in the 
maximum respectively minimum height. The time interval tinc 
is obtained by forced change of level height and tdec is given 
by the spontaneous decrease of dielectric level height. On Fig. 
2 is shown sample of the test program.  

 

 

 
 
Fig. 1.  Capacitive pressure sensor (d1 – outer tube diameter, d2 – inner tube 
diameter, h – height of evaporated electrode 

 
 
Fig. 2. Measurement course in the created test application  
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Created application enable shows measured capacity in 1 s 
interval. The maximum and minimum value of Y axis, on 
which are plotted the measured values of capacity (pressure) is 
dynamically changed according to measured values.  

In Tab. 1 are listed parameters of used glass tubes. 
Measured capacity varied depending on the tube diameter in 
the range of 11,7 pF - 25 pF without dielectric corresponding 
to the pressure 0 kPa, and 14,3 - 132 pF with a dielectric at 
height 300 mm corresponding to the pressure 2,94 kPa. 

 

 
 
At the beginning of the measurement was dielectric level of 

capacitive sensor of pressure on zero point. The dielectric 
level was then displaced to height h. After capacity 
stabilization was the water level spontaneously decreased. Fig. 
3. and Fig 4. shows the longest permissible period for stable 
the sensors capacity on a minimum value, which is permitted 
for developed measuring system.  

 

 
 

 

During the time tdec come to stable of capacity at a constant 
value which did not correspond to the capacity value of CMIN 
in case of tube No. 1. 

In the case of the glass tube No. 1 is capacity range unstable 
in terms of measurement repeatability. For tubes with these 
dimensions can be assumed that capacity range is too small for 
easy allocation a unique value of capacity to dielectric height 
level.  

Capacitance pressure sensor realized by glass tube No. 2 is 
considered as suitable in terms of all examined parameters. 
Examined parameters improve with diameters greater than 
diameter of glass tube No. 2. Using tubes with larger 
diameters cause increase of internal volume of tube what 
makes them unsuitable for the application in terms of volume 
of saline filled into the bladder.   

 

III.  DESCRIPTION OF CONCEPT OF MEASURING SYSTEM FOR 

MEASURING OF INTRA-ABDOMINAL PRESSURE 

 
Main function of developing equipment is automation of 

measuring process and decreases the time consumption and 
eliminate human factor as a main factor of uncertainty of 
measurement. Block scheme of developed measuring system 
for automation measuring of IAP is shown on Fig. 5. In the 
next is described projected working cycle. In time interval 
between measurements are all valves opened whereby are 
possible to empting of all system and continuously flow of 
urine to waste. After empting the system is possible to close 
valve No. 2 for isolation of patient from non-used part of 
system. This condition decreases possibility of infection. The 
first step of measurement process is filling tubes between 
sensor and pump with defined volume of physiologic solution. 
In the next step are closed valves No. 1 and No. 3 and opened 
valve No. 2. Bladder is filled with volume (20-50 ml) of 
physiological solution. After filling start the measurement by 
opening valve No. 2. Pre-filling tubes around valve No. 3 is 
ensured continuity of liquid column and the urine interference 
on sensor is eliminated.  

The valves consist of servomotor which can be logically 
controlled. This solution was realized in order to ensure the 
sterility of the measuring system.  

 

 
 

IV.  CONCLUSION 

All the system will simplify measurement process in focus 
of medical staff and eliminating the human mistakes. In the 
first step was solved sterility of system, measurement via 
capacity sensor. Second step was focused to specification of 

 
 
Fig. 3. Capacity course changes of glass tube No. 1  

 
 
Fig. 5. Principal block diagram of measuring system 

 
 
Fig. 4. Capacity course changes of glass tube No. 2 

TABLE I 
OVERVIEW OF THE TESTED GLASS TUBES PARAMETERS 

 Tube No. 1 Tube No. 2 

d1 [mm] 7,3 10,6 
d2 [mm] 3,6 8,65 
h [mm] 300 300 

CMIN [pF] ~11,7 – ~12,2 25 
CMIN [pF] ~14,3 – ~14,9 132 

tinc  [s] 5 10 
tdec [s] 460 65 
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optimal dimensions of capacitance sensor of pressure. 
Automated measuring system will be tested in laboratory 
conditions. (Project VEGA 1/0108/09) 
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Abstract— The features of declarative query language SQL is 

considered. Types of simple and complex SQL-query are 

specified taking into account aggregate functions, sorting, 

grouping and joining the tables fields. The classification method 

of query is developed according to the standard SQL-99.      

 

Keywords—DBMS, RDBMS, SQL-query parsing, SQL-query 

types.  

I. INTRODUCTION 

Considerable development and extensive application of 

computer information systems based on database management 

systems (DBMS) can be seen in the last years. A special place 

in such systems is standing by the automated control system 

workplace (ACSW). Since the release, in 1970-th, the 

fundamental work [1] by the IBM research laboratory 

employee Dr. E.F. Kodd about the relational data model, the 

SQL-queries became the indispensable tool for obtaining 

information in relational database management system 

(RDBMS). Structured Query Language (SQL) is a standard 

communication with the database, which is supported by 

ANSI. The latest version - SQL-2008, although the standard 

SQL-200n is in the development. Most databases are firmly 

adhere to the SQL-99 (SQL3). Despite the accepted standards, 

commercial database developers widely supplement of the 

language SQL. Formed unique syntax sets are significantly 

reducing the flexibility and mobility of the client software.  

The incompatibility problem of declarative languages of 

modern databases can be solved with minor syntax changes at 

a constant query semantics. Special analyzers programs 

(parser) implement syntactic changes. Parsers are aimed at 

finding a limited number of syntactic expressions and its 

changing with the appropriate standard, adopted by the 

DBMS. Existing parsers are not without drawbacks, foremost 

of which is a narrow specific of usage. Structured query 

language is considered as the industry standard language for 

RDBMS queries because users need only to specify the 

required data without going into details on how to access 

them. Development of flexible parser requires prior detailed 

analysis of the features of SQL-query because of the 

declarative properties of SQL. 

II. STUDY FILED 

In contrast to commercial databases in last years, the usage 

of universal non-commercial DBMS becomes actual. Open 

sources of such systems allow to adapt and improve them 

under special local problem easily. Among the obvious leaders 

of foreign market are MySQL, PostgreSQL, Sybase ASA. 

There is only one real "gray cardinal" of domestic space - 

FireBird. In results of 2007-th [2], FireBird has 13% in 

distribution of database applications in information systems, it 

allows to compete with such world commercial brands as 

Microsoft SQL Server and Oracle..    

FireBird is a representative of complex InterBase/FireBird 

(IB/FB) [3], [4]. This systems don't need many hardware 

resources, are platform-independent, easy in usage and 

relatively easy to master. FireBird is free and distributed with 

the source code, which allows to compile freely database in 

Linux (and other Unix-systems) using compiler GCC, and to 

make compiling projects for Windows directly from MS 

Visual Studio environment.. 

 FireBird database uses standard SQL-2003. According to 

the type of data processing, SQL is divided into four 

sublanguages: Data Definition Language (DDL), Data 

Manipulation Language (DML), Data Control Language 

(DCL), Data Query Language (DQL). Sublanguages 

determine the operators list for working with data. DML and 

DQL have a common operator SELECT. Operator SELECT is 

designed to return the data collection (select data) from the 

database, that matching with a given condition. Operator data 

query language is the most widely used and versatile. It 

complicates the process of parsing and modernization.  

The common structure of the query SELECT is: 

SELECT   

    fields from tables 

FROM 

    tables for select fields  

WHERE 

    criterions for selection fields 

GROUP BY 

    criterions for grouping fields 

ORDER BY 

    criterions for sorting fields  
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Described structure creates a large set of options for 

forming a query, it allows to use of the subqueries for sections 

SELECT, FROM, WHERE, to construct correlation queries 

and to combine the tables.  

III. SQL-QUERY TYPES 

Structure of the SELECT-query allows to distinguish two 

main types: simple (queries for extract data from unjoined 

tables) and complex (queries with subqueries, joined table, 

unions, etc.). Additionally it expands the set of queries in used 

fields alias, aggregate functions, CASE blocks, grouping and 

ordering fields. Let’s define the basic types of the simple 

queries: 

1. Selecting data from one table. 

select t1.col1, t1.col2, … t1.colN 

from table1 t1 

where condition 

2. Selecting data from few tables without joining.   

select 

   t1.col1, t1.col2, … t1.colN, 

   t2.col1, t2.col2, … t2.colN, 

   … 

   tM.col1, tM.col2, … tM.colN 

from 

   table1 t1, table2 t2, … tableM tM  

where    condition1, condition2, … conditionK 

3. Selecting data with using additional operators GROUP 

BY, ORDER BY. 

select 

   t1.col1, t1.col2, … t1.colN, 

   t2.col1, t2.col2, … t2.colN, 

  from table1 t1, table2 t2  

where condition1, condition2 

group by  t1.col1 order by t2.col2 

Defining types of complex queries requires taking into 

account possible join options and embedded queries. 

Subqueries may be included in sections SELECT, FROM, 

WHERE. In section SELECT, subquery is used to select fields 

from additional tables and for creating a correlated or 

uncorrelated query. Subquery in section FROM is used as the 

internal views. Unlike the subquery in section SELECT, 

subqueries from section FROM can be performed 

independently. This subquery doesn’t require coordination 

with external query. As opposed to subqueries from zones 

SELECT or FROM, subqueries in section WHERE can be 

coordinated with external queries or uncoordinated. In the first 

case, they refer to the "current row" of the external query (a 

typical example of coordinated subquery is "and exists ()").In 

the second case, subqueries can be executed independently of 

the external query (a typical example of this is "and 

column_name in ()").From a logical point of view, they are 

interchangeable [5].  

 

 
 

Joining of the queries can be explicit and implicit. Implicit 

join is realized in the WHERE section. Detection of such 

variants requires the knowledge of RDBMS metadata, that 

complicates the parsing additionaly. 

select 

   t1.col1, t1.col2, … t1.colN, 

   t2.col1, t2.col2, … t2.colN 

from table1 t1, table2 t2  

where  t1.PK  = t2.FK 

Explicit query connection is implemented by the operator 

JOIN. There are INNER JOIN and OUTER JOIN. In turn, 

outer join is divided into left (LEFT OUTER JOIN), right 

(RIGHT OUTER JOIN) and complete (FULL OUTER JOIN). 

[6]-[9]. It should be noted the opportunity  for using the data 

tables as a set with UNION operator. Full diagram of SQL-

query types is shown on Fig. 1. Let us consider the basic types 

of complex queries with operator JOIN: 

1. Query with inner join. 

select 

   t1.col1, t1.col2, … t1.colN, 

SQL types 

Simple query Complex  
query

Monotable Lottable
Select in 
section 
“select” 

Select in 
section “from” 

Group by
Order By

Select in 
section 
“where” 

Implicit linking 
in section 
“where”

Connection 
with “join”

Connection 
with “union”

Aggregate 
functions

Alias of fields 
or subquery

Case in 
section 
“select” 

 
Fig. 1.  SQL-query types . 
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   t2.col1, t2.col2, … t2.colN 

from  

     table1 t1 [inner] join table2 t2 on t1.PK  = t2.FK 

2. Query with left outer join. 

select 

   t1.col1, t1.col2, … t1.colN, 

   t2.col1, t2.col2, … t2.colN 

from 

   table1 t1 left [outer] join table2 t2  

on t1.PK  = t2.FK 

3. Query with right outer join. 

select 

   t1.col1, t1.col2, … t1.colN, 

   t2.col1, t2.col2, … t2.colN 

from 

   table1 t1 right [outer] join table2 t2  

on t1.PK  = t2.FK 

4. Query with full outer join. 

select 

   t1.col1, t1.col2, … t1.colN, 

   t2.col1, t2.col2, … t2.colN 

from 

   table1 t1 full [outer] join table2 t2  

on t1.PK  = t2.FK 

Define the basic types of complex queries with subqueries 

in sections SELECT, FROM, WHERE. 

1. Uncorrelated subquery in section SELECT 

select 

   t1.col1, t1.col2, … t1.colN, 

   t2.col1, t2.col2, … t2.colN 

   (select t3.col1 from table3 t3 

  where t3.col2 = ‘GoodName’) as NewCol 

from  table1 t1 left [outer] join table2 t2  

on t1.PK  = t2.FK 

2. Correlated subquery in section SELECT 

select 

   t1.col1, t1.col2, … t1.colN 

   (select t2.col1 from table2 t2 

  where t2.col2 = ‘GoodName’ 

       and t2.ID = t1.ID) as NewCol 

from  table1 t1  

3. Subquery in section FROM 

select t1.col1, t1.col2, … t1.colN 

     from (select t2.col1, t2.col2, … t2.colN 

from table2 t2 where …) t1 

4. Subquery in section WHERE 

select t1.col1, t1.col2, … t1.colN 

from table1 t1 

where t1.col1 = ( select MAX(t2.col1)  

from table2 t2) 

Classification method is developed on the basic of SQL-

query types that can detect the local query features and 

perform it correctly (parsing) analysis.  

IV. SQL-QUERY CLASSIFICATION METHOD 

The binary grid is used for classification query. The column 

values in this grid match the unique query types. After query 

analysis gradual grid filling is performed under checking for 

the appropriate logical structures. The binary value, that was 

converted to decimal form, will provide a unique query. The 

classification method of SQL-queries is proposed, which 

consists of the following steps: 

1. Validate that the SQL-query belongs to language DQL. 

(The first query operator is validated for matching to 

SELECT).  

2.  Search for second operator SELECT, if it found – move 

to item 3, item 7 otherwise. 

3.  Define the query section of additional operator 

SELECT, return to item 2. 

4. Search keyword: INNER, OUTER, LEFT, RIGHT, 

FULL. 

5. Search UNION operator. 

6. Search CASE operator in the section SELECT, move to 

item 10 (complex query) 

7. Search keyword INNER, OUTER, LEFT, RIGHT, 

FULL. 

8.  Determination of the tables number in the query (appeal 

to the section FROM), if less than two – go to item 10 (simple 

query). 

9. Define the join conditions between tables in the section 

WHERE. If the join conditions are not found – query is 

simple, otherwise – complex. 

10. Search availability of the grouping and sorting data. 

11. Search aggregate functions and fields aliases. 

V. CONCLUSION 

The paper identifies the basic types of SQL-query. The 

classification method of queries is presented, it will allow to 

develop a "flexible" parser of query language DQL. The 

analysis of the section WHERE requires further improvement.  

Question of the usage of complex aggregate functions, such 

as: EXTRACT (), Between ... and ..., EXISTS (), CAST () 

remains important and unresolved 
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Abstract— This contribution discuss about the dynamic 

phenomena on the external power line conductors. The 
Contribution compares the rate of influence of two factors onto 
swing up of conductor.  First one is influence of the icing area. 
The second one is the size of span. Both of them can affect the 
swing amplitude of conductor. The conductor swing simulations 
were made by using  the Cosmos – M program. 
 

Keywords — overhead power line, Cosmos – M, conductor, 
icing area  
 

I. INTRODUCTION 

The main role of the overhead power line is the distribution of 
the electric power. The electric power is transmitted for long 
distance from producers to the consumers. We are trying to 
make this transfer useful, economic and mostly reliable. 
Considering reliability, the most important thing is influence 
of climatic condition that affects on overhead power lines. 
Overhead power lines must be ready to transmit electrical 
power in any weather. In summer are the overhead power lines 
loaded mostly with the static load.  But in winter to the static 
load adds also the dynamic loads. Higher dynamic load rises 
when frost cover is created on the conductors.  This frost 
cover causes additional load of all the elements. The main 
reason of the swing up of conductor is frost cover of the 
conductors.  This contribution shows the influence of those 
two factors to swing up amplitude of the conductor.  

 

II.  THE CONDUCTOR SWINGING UP MECHANISM 

Influence of the suddenly icing fall down occurs to swing up 
of conductor. After swing up of the conductor will get into 
balanced position after several strongly damped oscillations. 
(Fig.1 ) The impulse for the flaking of icing in most case gives 
a strong gusting wind or increasing of temperature. In the 
event, that external power lines conductors are arranged one 
above other on the spar (spar type“ súdok") may result in 
contact conductors or dangerous approach and subsequently to 
double-phase short circuit. 

 

 
Fig. 1.  Swing up of the conductor 
 

III.  INFLUENCE OF THE SPAN SIZE 

For investigations of span size influence onto swing up of 
conductor in the simulations was used conductor type AlFe 
240/39. We expect only one span in the simulations. The 
conductor was load with ice cover according to medium icing 
area.  

 
TABLE I 

INFLUENCE THE SPAN SIZE ONTO SWING UP OF CONDUCTOR.  MEDIUM ICING 

AREA 

span 
a [m] 

sag in the state 0 
f0 [m] 

sag at the max. 
amplitude of 
oscillation 
fmak [m] 

swing up 
of the 

conductor 
fš [m] 

150 2,851 0,669 2,182 

200 5,061 2,581 2,481 

250 7,916 5,682 2,234 

300 11,395 9,372 2,024 

400 20,299 18,427 1,872 

500 31,782 29,959 1,823 

600 45,853 44,062 1,791 

800 82,016 80,184 1,832 

1000 129,110 127,200 1,910 

 
In the table 1 are given the max. value of swing amplitude. 

These values reached conductor in swing up simulations. In 
the picture 2 is illustrated relation between swing up amplitude 
and span size by the icing fall down. 
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Fig. 2. Graphic dependence of swing up amplitude and size of span. In the 
swing up simulations was used conductor AlFe 240/39 

 
The following pictures show time behaviour at the swing up 
of conductor during the icing falling down. These time 
behaviours were observed in different distances within the 
span.  
 

 
Fig. 3. The time behaviour observed in the middle of 200 m span. In the 
swing up simulations was used conductor AlFe 240/39 

 

 
Fig. 3. The time behaviour observed in the middle of 400 m span. In the 
swing up simulations was used conductor AlFe 240/39 
 

IV.  THE INFLUENCE OF THE ICING AREA 

For the research how the icing area affected the swing up 
amplitude in the simulations was used conductor type AlFe 
240/39. The maximum allowed stress for this conductor type 
is 103,807 MPa. According to the standard STN 33 3300 was 
this value reduced on the 90% level because of the 
establishment of additional crossings. After this manner was 
calculated the approximate allowed mechanical stress 93MPa.  
This conductor has specific strength approximate 273,18 MPa 
and cross-section 281,66 mm2. The value of allowed 

mechanical stress 93MPa is representing the condition „0“. 
Condition „0“ corresponding to conductor loaded with icing.  

 
TABLE II 

WEIGHT AND THICKNESS OF ICING FOR ALFE 240/39 CONDUCTOR TYPE 

 
TABLE III 

WEIGHT AND THICKNESS OF ICING FOR ALFE 240/39 CONDUCTOR TYPE 

ACCORDING TO STANDARD STN EN 50341 – 3 ALOFT 10 M ABOVE THE GROUND  

Igin
g 
are
a 

The 
weight of 
icing 
onto  
measuri
ng wand 
with 
30 mm 
cross-
section  
time to 
turn  20 
years  

Reference load 
with icing IR 
(N/m) onto unit 
length of 
conductor with 
corss-section d 
(mm) aloft h = 
10 m above the 
ground 

Reference 
load with 
icing IR 
[N/m] onto 
unit length 
of 
conductor 
AlFe 240/3
9 
(d=21,75 
mm) aloft 
h = 10 m 
above the 
ground 

Adequate 
weight of 
icing [kg/m]  
onto unit 
length of 
conductor 
AlFe240/39 
(d=21,75 m
m) aloft h = 
10 m above 
the ground 

N0 0,5 1,298+0,1562*d 4,69535 0,47862895 

N1 1 3,873+0,2698*d 9,74115 
0,99298165
1 

N2 2 
10,566+0,4457*
d 20,259975 

2,06523700
3 

N3 3 
18,305+0,5866*
d 31,06355 

3,16651885
8 

N5 5 
35,376+0,8155*
d 53,113125 

5,41418195
7 

N8 8 
63,077+1,0890*
d 86,76275 

8,84431702
3 

N12 12 
102,063+1,3852
*d 132,1911 

13,4751376
1 

N18 18 
162,924+1,7501
*d 

200,98867
5 20,4881422 

NK 

Designat
e 
individual
y - - - 

 
 
 

Icing 
area 

The 
weight of 
icing onto  
measuring 
wand with 
30 mm 
cross-
section 

Thickne
ss of 
icing 
t [mm] 

Weight of icing 
on 1 m distance 
[kg/m]  

Weight of 
icing on 1 m 
distance 
[kg/m] for 
conductor 
type 
AlFe 240/39 
(d=21,75 mm) 

L 1 17 0,361+0,0213*d 0,824275 

S 2 27,6 0,959+0,0347*d 1,713725 

T 3 36,1 1,638+0,0454*d 2,62545 

K 
All above  
3 

Countin
g  

1,257*t*(d+t)*10^
-3 - 

14

53



SCYR 2011 - 11th Scientific Conference of Young Researchers – FEI TU of Košice 

Table 2 shows weight and thickness of icing responding to 
icing areas according to old norm STN 33 3300. Table 3 
shows reference ice load responding to icing areas according 
to new European standard STN EN 50341-3. Both of tables 
contain also computed icing weight for AlFe 240/39 conductor 
type.   These values were used to static and dynamic 
simulation of swing conductor in aid simulator Cosmos/m. For 
simulation was used model only of one span and AlFe 240/39 
conductor type.  
From listed findings we can say follows claims: 
 

� Maximum amplitude occurs in first swing 
amplitude in the middle of span. When we 
have external power lines conductors 
arranged one above other on the spar, then 
the distance between any phases is from 3 
up to 4 m.  

� In  no case of swing up of conductor did not 
touch the conductors  

� The maximum amplitude of swing up of 
conductor was bigger when we used in the 
simulation icing area with smaller reference 
ice load  

 
TABLE IV 

SAGS FOR EACH ICING AREA IN THE MIDDLE OF 300 M SPAN AND THE 

MAXIMU M SWING UP AMPLITUDE FOR ALFE 240/39 CONDUCTOR TYPE 

Icing 
area 

STATE 0 – 
sag of 
conductor 
with icing in 
corresponding 
icing area in 
the middle of 
span [m] 
       fm0 

STATE 2 
– sag of 
conductor 
without 
icing in 
the 
middle of 
span after 
icing fall 
down  
[m] 
          fm2 

Difference 
of sags in 
the state 0 
and state 2 
[m] 
        ∆f 

Maximum 
swing up 
amplitude 
of 
conductor 
in the 
middle of 
span [m]  
        fš 

L 7,630 6,532 1,099 2,434 
S 11,395 10,215 1,180 2,024 

T 15,270 14,228 1,042 1,569 
N0 6,170 5,343 0,827 1,811 
N1 8,344 7,182 1,162 2,496 
N2 12,887 11,756 1,131 1,821 
N3 17,578 16,620 0,958 1,384 
N5 27,266 26,553 0,713 0,937 
N8 42,502 41,967 0,535 0,665 
N12 64,386 63,951 0,435 0,544 

N18 102,060 101,648 0,412 0,560 
 

 
Fig. 3. The time behaviour observed in the middle of 300 m span. In the 
swing up simulations was used AlFe 240/39 conductor type. And icing area 
N5 

V. CONCLUSION 

At the conclusion after evaluation all swing up simulations we 
can say following results.  
The size of span does not have essential influence onto swing 
up amplitude in the dynamic phenomena of falling down of 
icing. How we can see in the table 1 as well as in the picture 2. 
The swing up amplitude of the conductor depends onto span 
size only slightly. How it can be seen in the case of building 
new overhead power line we have to give bigger focus on to 
icing area. In the pictures and graphs can be seen that the 
swing up amplitude change significantly changing the icing 
area. The difference of amplitude achieves for single areas the 
value 2meters.   
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Abstract— The aim of this work is to regulate the power of 
AC welding machine model, located on the line in the 
automotive industry. The main objective is the real use of a 
concretely type of PLC on the welding line in the 
automotive industry, which represents a large proportion 
of the overall industry. This work deals with regulating the 
size of the AC welding current using the PLC 
(Programmable Logic Controller), a digital computer, 
which is mainly used in industrial applications in the 
automation of electromechanical processes. Performance of 
the circuit consists of a source of welding current and the 
triac. Regulation in this case provides triac. Control 
principle lies in the control pulses, which is supplied to the 
triac control electrode in a set time and precise time 
intervals. The size of the welding current will therefore 
depend on the timing of control pulses. The paper describes 
the performance, and management part of the entire 
perimeter  and the description of generate control signals. 
 
Keywords - Automation, triac, PLC, CPU, LAD, 
FBD, STL SCL   

I. INTRODUCTION 

For high technology development and manufacturing 
industry today is constantly placed greater emphasis on 
effective management of technological processes in 
production, whether the car but also each other. 
   Thus, there is an intense need to improve all 
manufacturing processes. Substitute for human strength 
automated production lines, robots and other 
technological features that optimize production 
processes. Removing the human factor, the 
manufacturing processes become more flexible, more 
efficient, higher quality and ultimately more effective. 
  A thanks designated benefit of automation is a 
growing demand management technology. One 
possibility of management technologies is to use PLC. 

 

II. PERFORMANCE PART 

Power semiconductor devices are used almost in all 
areas of their application used in switching mode. In 
order to use their main characteristics are essential for 
our three main states. They are closed, opened and 
switching status. All these conditions are used in this 

work. 
  The aim of this work is to regulate the AC current of 
welding machine model. For this reason it is used in the 
work AC inverter, which maintains the frequency of 
power supply, but changes the effective value of output 
voltage and current, too. The main element of AC 
inverter power semiconductor device is a triac. 
 
AC converters 

AC converter is an electronic device that changes AC 
voltage input of certain parameters on the output AC 
voltage of same frequency but with different effective 
voltage, and current, too. 

The principle of this type of converter is based on the 
change of “control angle”. Description of this converter 
is explained in Fig.1. 

Angle α (control angle) in this case is the point at the 
pulses are supplied to the control electrode G. At this 
point the triac gets into the switch on state and on the 
load is voltage, which corresponds to the actual value of 
the AC voltage source. Triac and load current begins to 
flow. In the case of purely resistive load has the same 
shape as the current tensions. When voltage drops to 
zero and the current value to the value of retaining 
current IH, the triac turns off. 

In the second half period voltage source, the triac 
will behave the same way, because it is symmetrical 
component. Thanks to these properties, it is clear that 
delays in the control pulse to the transfer of supply 
voltage zero will change the effective value of output 
voltage. 

 

 
Fig. 1 Course of load voltage 
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This paper uses the principle described above to 
resize the welding current. Principle of operation control 
pulse generator is described in detail in Part III. 

III. CONTROL PART 

PLC, programmable logic controller is designed and 
used in industrial applications where it is due to its 
specific properties broad use. Its main task is to solve 
complex automation tasks. 

This work is carried out using the PLC from Siemens 
Simatic S7300 CPU313C type (Fig. 2). 

Description of the system - a compact CPU, MPI 
interface, 24 digital inputs/16 digital outputs, 4 analog 
inputs and 2 analog outputs, an integrated supply 
24VDC, 3 fast counters (30kHz), program memory and 
data: 64kByte. 

The main objective of this work is to use the PLC 
type SIMATIC S7 300 CPU313C with as few external, 
auxiliary components for generating control pulses for 
the management of AC welding current. 

 
 
 
 

 
   

 
 
 
 
 
 
 
 
 

Fig. 2 PLC Simatic S7-300 CPU313C 
 
There are several kinds of languages for PLC 

programming. LAD (Ladder Logic) is a graphical 
programming language using Boolean algebra rules. 
Logic operations are recorded in that language by 
linking relay.  

FBD (Function Block Diagram), which is also a 
graphical programming language, linking the blocks that 
perform standard or custom features. Registration 
program is similar to patterns of logic and digital 
circuits. It is very similar language to LAD.  

STL (Statement List) is already a text programming 
language, consists of a sequence of instructions that 
direct use of the CPU registers the type of PLC. 
Programming requires a thorough knowledge of the 
structure of PLC and knows the quantity of commands. 
Theoretically, the work had to be used, but in this 
language lacks some necessary features, eg. transfer 
value WORD to INT, needed to use comparator. 

The highest form of programming language for PLC 
is SCL (Structured Control Language). The SCL is 
consisting of a sequence of commands. Syntax is similar 
to the Pascal programming language. This language 
allows quick and efficient programming without a 
thorough knowledge of the internal structure of the PLC. 
This program is an extension of STEP 7. 

In this work, all described parts of source code is in 
SCL, for its simplicity and higher efficiency. 

For all programming languages is required STEP 7 
program, which allows the creation of projects, 
hardware configuration, the low-level programming 
languages, data transfer to PLC and from PLC, and 
monitoring of selected parameters (Fig. 3). 

Fig. 3 Program STEP7 
 

IV. DESCRIPTION OF THE SOLUTION 

The draft solution describes ways of creating control 
impulses. In both cases it is important to generate proper 
impulse sequencing to the instantaneous supply voltage 
(230V/50Hz). 

The principle of solving of the above-described 
problem lies in connecting the transformer to the one 
analog input of input / output module and by the PLC 
control software loading instantaneous (phase) value of 
power supply. 

After stating of zero voltage time the next problem is 
to generate the firing impulse with the desired control 
angle.  

The first proposed solution consists of using timers 
by which could generate delayed for correct triac 
control. In this case, pulses were generated by 
measuring the time. 

The second solution consists in generate pulse by 
measuring the size of the instantaneous supply voltage. 

After studying the parameters of a particular type of 
PLC we concluded that the first solution is not possible 
for using PLC type SIMATIC S7 300 CPU313C, 
because the smallest amount of time for the timer is 
10ms. These arguments are based on manuals for 
SIMATIC S7 300 from Siemens. 

For these reasons, it is necessary to generate control 
pulses by measuring instantaneous power supply. 

V.  SOLUTION 

The measuring of the instantaneous power supply 
voltage is done via a transformer connected to an analog 
input of input / output module of PLC. The hardware 
settings in STEP 7 give us a specific address of an 
analog input which is connected to the transformer with 
primary winding 230V/50Hz and secondary winding 
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6V/50Hz. This entry has reserved space in memory 
inputs I 752. 

It is very important to correctly set properties of 
input module. These settings will find the program 
STEP7 in the hardware settings of the connected PLC. It 
is necessary to set the range of analog input values to 
± 10 V and suppression of interference frequencies to 
the value of 400 Hz. This value is set to 50 Hz as 
default. If we have not exercised this option, so the 
entire input signal would be suppressed. 

Instantaneous voltage is by A/D converter 
transferred into a binary form (only 12 bit), using the 
reserved memory space for 16 bit WORD type. Force is 
thus 12 bits, the remaining 4 bits are the lowest order 0, 
and they are irrelevant. Conversion time of analog 
converter is relatively small and it is approximately 1ms. 
After multiple testing, the practical duration of the 
transfer time for an average of 20ms was performed 14 
to 20 transfers. In this case it is necessary to count with 
the smallest value, i.e. 14 transfers, representing 7 
transfers per half period. 

It is therefore possible for a half period to make 7 
samples, thus determine the instantaneous values of 
voltage 7, which represents the ability to create control 
pulses in seven different times. 

Regulating the size of the welding current can thus 
be at 7 levels. After calculations and even distribution of 
power are available these reference voltage values: 5.94, 
7.67, 8.40. All calculations were performed in Microsoft 
Office Excel, where you can modify any value, and all 
the resulting values are converted (Fig. 4). 

 

Fig. 4 Calculated limits 
 
It follows that in the moment when the power supply 

will be located at 5.94 V to get the load 6 / 7 of power. 
In case of switching triac at a value of 7.67 V the load 
will get on 5 / 7 of power and at 8.40 V level the load 
will get on 4 / 7 of power.  

Those values are given in the growth shape of supply 
voltage (first quarter period). In the second quarter of 
the period the pulses can be generated at the same 
voltages and load will get on 3/7, 2/7 and 1/7 of power. 
In the event that the control pulses are generated with 
the zero control angles the load will get all power.  
    The principle of the software is based on 

instantaneous measurements and comparing this value 
with the calculated values that are stored in a dedicated 
memory. In the case of a match the measured and set 
(desired) value is created pulses on digital PLC output 
whose duration is within the program cycle (ms units).  

In the second part of the period the process is the 
same. Difference is only in storing of calculated 
constants that are different for negative values. 

What is important is fact that the measured values 
probably never exactly coincide with the calculated, 
therefore, the program could not compare these values 
with specific values, but it must to determine in which 
interval the measured value is immediate. 

Another resulting problem is that the calculated 
values of the voltage are the same even when the voltage 
grow and fall. It is therefore necessary to establish 
auxiliary variable that will have the logic value 0, when 
voltage grow, and logic value 1, when voltage fall. After 
creating such a variable, we can clearly define whether 
the measured voltage value is in the first or second half 
of the half period. 

VI. WIRING DIAGRAM 

 

 
Fig 5 Complete wiring diagram 

 

VII. PARTS OF SOURCE CODE 

Retrieve the value of analog input 
 

MW10:=PIW752; 
vstup := MW10;  
 

Saving calculated constants in binary form 
 

MW1 :=W#2#01000000_01000000; 
prva := MW1; 
MW3 :=W#2#01010010_11010000; 
druha := MW3; 
MW5 :=W#2#01011010_10110000; 
tretia := MW5; 
 

Convert binary value to INT 
 
prvaI :=WORD_TO_INT(prva); 
druhaI :=WORD_TO_INT(druha); 
tretiaI :=WORD_TO_INT(tretia); 
vstupI := WORD_TO_INT(vstup); 
 
 
Interval detection algorithm 
 

IF vstupI <= tretiaI THEN 
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IF vstupI > druhaI THEN 
       Q124.5 :=1;  
    ELSE      
        Q124.5 :=0;       
    END_IF;    
      ELSE 
         q124.5 :=0; 
END_IF; 
 

VIII. CONCLUSION 

The aim of this work was to regulate the size of the 
AC current of welding machine model with the help of 
PLC. PLC have a very wide application in the 
automation of industrial processes. 

In this case, we were quite limited capabilities of a 
particular type of PLC. The size of the AC welding 
current can be controlled in such a case, only after seven 
stages.  

There are several other ways and options to achieve 
control parameters which can be better. 

One of them is the possibility of using external, 
faster A/D converter, which would be possible to control 
with much better features. Such an option would be 
more effective, efficient and with the better quality. 

Another option is to use powerful PLC with the 
timers that have suitable parameters for the practical 
realization of this work, or a faster input/output module 
for faster evaluation of analogue signals. 

This way is more expensive, therefore using of an 
external A/D converter is preferable option. 
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Abstract—The active resonance control algorithm for a 

stabilizing controller creation is studied. Stabilization of a control 

system simulation model by a controller based on the active 

resonance control method in case of low a priori information 

about a controlled process in real time is demonstrated. Control 

system simulation model for simulation of mechanical systems 

stabilization by the active resonance algorithm is created. 

Advantages and features of the active resonance control method 

are discussed.  

 

Keywords—Controlled process equivalent, control synthesis, 

stabilization, simulation. 

 

I. INTRODUCTION 

The first task of dynamic systems optimal controlling is a 

creation of an adequate mathematical model of a controlled 

object. Structure and parameters of a controlled object 

mathematical model is partially known or unknown at all for 

most real systems. In addition, information about external 

disturbances, which influence on a controlled object and 

deviate control system's output variable from a defined value, 

sometimes is insufficient or absent.  

So there is a task of a controlled process model creation and 

its stabilization in real time in case of low a priori information 

about a controlled process. 

As shown in researches [1], [2], human-operator has a 

unique adaptive ability. Human-operator uses an original 

approach for a dynamic systems stabilization that differs from 

technical control systems. Human-operator is able to model an 

external disturbances signal by its own control signal. This 

approach is called the active resonance (AR). 

In this paper a simulation model of control system 

stabilization by a controller based on the active resonance 

control method is created in real time in case of low a priori 

information about controlled process.  

II. PROBLEM OVERVIEW 

Control signal can be programmed before the controlling 

procedure beginning if controlled object dynamics and 

external disturbance signal are exactly known a priori.  

Lack of a priori information about object dynamics and 

external disturbances can be compensated by current 

information that is obtained during the controlling process. 

In particular control system dynamics prediction can be 

done on a base of previous dynamics analysis and a 

controlling signal can be formed on a base of this prediction. 

Insufficiency of a priori information about external 

disturbances, which influence on a controlled object, 

complicates tasks of identification, simulation, and 

stabilization of a studied control system. 

Using of dual controlling methods assumes that determined 

or random testing signals are given to the object’s input [3], 

[4], that requires significant time and computational capability 

and in some cases can not be correctly applied. 

Selection of a control algorithm, and controller 

development are important tasks for controlled object 

stabilization in case of low a priori information about the 

controlled process. PID-controllers (Proportional-Integral-

Derivative) are known as the most widespread type of 

controllers for dynamic systems controlling [5]. 

PID-controllers are mostly applied for controlling of 

dynamic systems with feedback. But PID-controllers have 

disadvantages [6] associated with measurement errors of 

controlled variables, on insufficiency of standard methods of 

controller parameters tuning and so on. 

Procedures of H∞-controllers synthesis within "2 Riссati 

approach" are known nowadays as a standard [7]. This 

approach combines a classical theory of automatic controlling 

and a state space method and allows to set quality and 

robustness parameters of closed-loop systems in a control 

process and to change optimal controlling task by suboptimal. 

The main disadvantage of H∞-controllers is its dependency on 

a parametric robustness of a controlled object. 

Active resonance control approach is a direct method and 

allows to create an equivalent of unknown external 

disturbance signal in case of absence of controlled object 

mathematical model in real time. 

Object's stabilization algorithm is the next [2]. Human-

operator creates a controlled process model as his own 

controlling signal that is equal to the influence of unknown 

external disturbance signal on a controlled object. Human-

operator starts to use this model after an external disturbance 

equivalent creation. Human-operator approximates this 

created equivalent by some regression function, predicts the 
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approximated signal and inverts this predicted signal using it 

as a control signal.  

The active resonance control approach will be explained on 

example of a simulation model of a control system. 

III. SIMULATION MODELING 

Control system structural scheme (Fig. 1) consists of a 

controlled object and a controller that forms a controlling 

signal on a base of the active resonance control algorithm.  

 
Controlled object of this system is linear and described as  

 

,y t A f t B u t  (1) 

 

where t – time (s), u(t) – control signal, f(t) – external 

disturbance, A – amplification coefficient for external 

disturbance, B – amplification coefficient for a control signal. 

External disturbance for this system is a harmonic signal 

 

1 0sin ,f t A t A  (2) 

 

where t – time (s), A1 – amplitude, ω – angle’s frequency, φ – 

phase’s shift, A0 – amplitude’s shift. 

The active resonance stabilization algorithm is nonlinear 

and for single iteration of stabilization procedure consists of 

the next steps: 

1) unknown external disturbances equivalent creation; 

2) created equivalence approximation by regression 

function; 

3) extrapolation of approximated equivalent of unknown 

external disturbances for the time interval that is significantly 

longer than the time interval of the equivalent creation; 

4) extrapolated signal inversion. 

Matlab / Simulink were chosen for a simulation model 

creation because of block-hierarchical principle of system 

models creation with structural-modular programming. 

Simulation model of control system with controller based 

on the active resonance approach is shown in Fig. 2.  

 
Simulation model consists of the next blocks (subsystems): 

time creation ("Time"), disturbances creation ("Disturbance"), 

controlled object ("Controlled Object"), controller based on 

the active resonance control algorithm ("Controller"). 

Controller consists of three subsystems: 

1) unknown external disturbances equivalent creation; 

2) external disturbance equivalent approximation; 

3) controlling signal forming (extrapolation and inversion 

of the approximated equivalent). 

Example of controlled object stabilization during simulation 

of a control system (1) is shown in Fig. 3. 

 

IV. MECHANICAL SYSTEM MODELING 

Automatic controllers are modeled in specialized software. 

The main disadvantage of that software is a theoretical 

disturbances signals forming without a connection with a real 

control system. On the other hand, a simulation of a 

mechanical system under the influence of random external 

disturbances can be executed in software that is unable to 

simulate automatic controllers. The requirement to join such 

software abilities appears for modeling of systems that use the 

active resonance approach. 

Abilities of some simulation systems are well known for 

temporary information transmission from one system to other 

by using the OLE- or DDE-technology. But the requirement of 

the accountability of a simulation real time, model time, its 

synchronization and unavoidable time delays which are caused 

by a calculation and data transmission makes an adequate 

model creation much more complex. One of the active 

resonance algorithm advantages is its integration with a step-

by-step tracking of a system reaction on unknown external 

disturbances. This allows to create an adequate controlling 

 
Fig. 3.  Example of control system outputs: 1 – external disturbance 

f(t), 2 – uncontrolled system reaction, 3 – control signal u(t), 4 – 

controlled system output reaction; i = t/Δt – nondimensional time, 

Δt = 0,01 (c) – sampling interval, t = 2 (s) – modeling time. 

 
Fig. 2.  Simulation model scheme. 

 
Fig. 1.  Control system structural scheme: f(t) – external disturbance 

signal, u(t) – control signal, y(t) – controlled system output. 
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signal in a real time. 

Controller based on the active resonance control algorithm 

and a mechanical system simulation can be integrated with 

modern CAD-systems, avoiding mentioned disadvantages. 

With this purpose simulation methodology for researches of 

simulation models of mechanical systems stabilization based 

on the active resonance control algorithm is developed. 

Imitational model creation of a dynamic control system of a 

mechanical system with the active resonance controller is 

executed according to the next steps: 

1) model and mechanical properties settings; 

2) creation of data exchange blocks between controlled 

object and AR-controller; 

3) AR-controller algorithm realization; 

4) control signal input to the mechanical system model; 

5) model parameters settings and visualization of graphs; 

6) settings of calculation accuracy, integration methods, 

integration step, etc; 

7) model simulation, correctness and stability testing. 

Dynamic system imitational model creation is based on a 

mechanical system defined by the following equation: 

 
2

2
,

d x t dx t
m kx t f t u t mg

dtdt
 (3) 

 

where x(t) – control system reaction (object's oscillations), 

f(t) – external disturbance, u(t) – controlling signal, m – 

controlled object mass, λ – environmental resistance 

coefficient, k – elastic force coefficient, g – gravity. 

The example of a graph of an external disturbance that is 

unknown for the controlling algorithm and described by a 

sinusoid in the appropriate script is shown in Fig. 4. 

 
Results of the system simulation with and without a control 

signal are shown in Fig. 5. 

 
Developed simulation methodology allows to investigate 

the active resonance control algorithm quality and stability 

dependences on initial conditions and model and environment 

parameters for different types of mechanical systems and 

external disturbances. 

Simulation model of control system can be applied for 

simulation models developing of different types of mechanical 

systems that can be described by differential or difference 

equations and external disturbances that can be described by 

random or determined functions. In addition developed 

simulation model of control system can be used for researches 

of simulation models of mechanical systems stabilization by a 

controller based on the active resonance control algorithm. 

V. CONCLUSION 

Simulation model of a control system with a controller 

based on the active resonance control algorithm in real time in 

case of low a priori information about the controlled process is 

created in Matlab / Simulink. 

Created model allows to realize different methods for 

approximation and extrapolation of different external 

disturbances and to investigate which methods are optimal for 

control system stabilization by the AR control algorithm. 

Created model is useful for defining of possible parameters 

of linear control object and harmonic disturbances and for 

investigation of nonlinear objects stabilization by the active 

resonance control approach. 

The active resonance control algorithm allows to create 

adequate controlling signal when connection with a control 

object is lost for some time interval and possibility to receive 

system output signal is absent or this possibility is present only 

in some time intervals or moments. 

Results of this paper are using in developing of controllers 

based on the active resonance control approach. Obtained 

results will be applied for the further investigation and 

simplification of a mechanical systems creation of different 

types of systems with the AR controller, for quantitative and 

qualitative estimations of the active resonance controller for 

control systems with random external disturbances. 

 

 

 

 
Fig. 5. Example of controlled object oscillations x(t): 1 –

uncontrollable, 2 – controllable. 

 
Fig. 4.  Example of controlling signal and object stabilization: 

1 – external disturbance f(t), 2 – control signal u(t). 
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Abstract — The paper describes possibilities of the power 

circuits’ simulation in programs Orcad/PSpice and 
Matlab/Simulink with  SimPowerSystems Toolbox (SPS). Next 
the advantages and disadvantages of both programs and their 
cross connection are described. The very effective simulation tool 
for complex circuits with their control stages is obtained by cross 
connection of Matlab and PSpice, for example for simulation of 
the switching power supplies. 

  
Keywords—Matlab/Simulink, Orcad/PSpice, PFC – power 

factor corrector, SLPS–SimuLink PSpice, SMPS - Switched-
mode power supply 
 

I. INTRODUCTION 

Nowadays many simulation programs exist for electric 
circuit simulation (Spice), where from the simplest circuits 
simulations to the very complex circuits simulation can be 
done. Assuredly the advantage of these simulations is their 
high accurate because of very precisely described models of 
components used in simulation. These models are still filling 
up and so the simulation with the newest components is no 
problem. 

Simulation program can be use for simulation of the analog 
control circuit in the switching power supply and for 
individual power circuit too. Now with power increasing of 
DSC microcontroller (digital signal controller) is more often 
the digital control circuits used for the control of converter 
system. Therefore the applying of digital control circuit in 
simulation is very suitable. But the many problems can arise 
from simulation of complex control circuits and especially 
from simulation of different control structures in simulation 
program. The problem of simulation convergence occurs very 
often   due to the very complex simulation scheme. A 
modification of control circuit can be a problem also. The 
impossibility of logical control circuit simulation in discrete 
area is a big disadvantage of “spice” simulation program [1]. 

Matlab/Simulink program with SimPower Systems toolbox 
(SPS) provides a wide range of possibilities by simulation of 
electrical circuits. A huge advantage compared to “spice” 
simulation is ability to create a complex control circuit with 
common blocks in Simulink. As a consequence the design and 
modification of simulation circuit is very simplified. On the 
other hand the SPS toolbox uses very simplified component 
model which can run under special conditions in real-time too. 
Furthermore, there is not possible to analyze the waveforms of 
switching processes or their power losses in SPS models. 
Therefore the simulation of SPS models is not so accurate 

than “spice” simulation [4]. 
By comparison of both simulation tools we can find that 

every system provides an advantage that is a problem for 
another system. If this two different simulation tools could be 
linked together and from both system the only positive 
properties could be used, so the very strong, powerful 
simulation tool will be obtained for simulation of the 
complicated circuit, for example switching power supply. 

This possibility is provided by simulation program 
OrCad/PSpice by Cadence® and Matlab/Simulink®. Their 
linking together is assured by Matlab block SLSP 
(SimuLink/PSpice). In the next part the comparison of 
simulation in OrCad/PSpice environment and 
Matlab/Simulink/SPS one is described. The main features are 
presented on the buck converter. 

II. BUCK CONVERTER SIMULATION  

A. Orcad/PSpice Simulation 

The buck converter simulation scheme is shown in Fig.1. 
 

 
Fig.1 The Buck converter simulation scheme in Orcad/PSpice 

 
The converter is fed by a DC power supply with voltage 

100 volts. As a switch the MOSFET transistor is used which 
is switching with frequency 10 kHz and duty cycle is 50 per 
cent. In front of switch the inductance LP was connected that 
illustrated a parasitic inductance of wire. Next the LC filter is 
created by inductance LOUT and capacitor COUT and of course a 
freewheeling diode. The ohmic load is connected to the 
converter output. In Fig. 2 the voltage waveform and the 
current waveform of the buck converter are shown. By the 
transistor turn-on the current peak is shown on the current 
waveform, which is caused by long recovery time of 
freewheeling diode. The switching transients are highlighted 
in the Fig.2 [2]. 

On the voltage waveform, the small overvoltage peak is 
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shown due to the parasitic inductance of the wire, when the 
switch is turned off. 

Simulation results are transformed to the Matlab 
environment because of unification of the result waveform. 

 

 
Fig. 2 Buck converter voltage waveform and current waveforms on power 
switch in Orcad/PSpice 
 

B. Matlab/Simulink Simulation 

Similarly as by Orcad/PSpice simulation the buck converter 
simulation was done in Matlab/Simulink/SPS toolbox. The 
created simulation scheme is shown in Fig. 3. 
 

 
Fig. 3 Simulation scheme of the buck converter in Matlab/Simulink 
SimPower Systems 

 
Principle of connection is the same as in the previous case. 

The basic difference is in used semiconductor elements. 
SimPower Systems toolbox provides only semiconductor 
elements, which have almost ideal behavior (characteristic). 
Therefore there is the relatively high inaccuracy of simulation 
and especially inaccuracy of switching processes. 

Obtained simulation waveforms are shown in Fig. 4 in 
Matlab/Simulink environment. In Fig. 4 we can see the 
waveforms are practically ideal, what is demonstrated by 
detail of power switch turning-on and turning-off process. 
This simulation demonstrates that the Matlab/Simulink 
environment is not suitable for power circuit simulation and 
especially if we are interested in fast transient response what 
just turning process of power switch absolutely is. 

But if we want to analyze theoretical behavior of a circuit 
we do not need to consider elementary actions in analyzed 

circuit, thus Matlab/Simulink is a perfect simulation tool. If 
we need to design a control circuit so the creation of 
regulation structure would no problem. 

 

 
Fig. 4 Buck converter voltage waveform and current waveforms on power 
switch in Matlab/Simulink  
 

III.  CROSS CONNECTION OF THE SIMULATING PROGRAM 

ORCAD/PSPICE AND MATLAB /SIMULINK  

In previous part of paper the advantages of both different 
simulating environments were described. The simulation of 
simply buck converter was done. The converter was fed by 
constant voltage and power switch was switched with constant 
duty cycle and constant frequency. The load of the buck 
converter was constant, too. 

If the request to circuit simulation with variable condition is 
exist, so we have to implement the suitable controller to 
simulation circuit. If we would simulate this circuit in 
OrCad/PSpice a problem with design and simulation of 
controller circuit occurs. On the other hand, by using 
Matlab/Simulink no problem would occur by creating control 
circuit, although this one could be more complicated. The 
problem would be just power circuit simulation because of 
high inaccuracy of elements’ models compared to PSpice 
simulation. 

The advantages of both programs will be achieved when 
the both simulation programs will be cross connected by 
SLPS block in Matlab/Simulink. So the high precision 
(accuracy) and simply possibility to create regulating circuit 
will be achieved. 

In buck converter case, where output voltage is regulated 
parameter, we need to create a controller which changes a 
duty cycle of the power switch according to desired output 
voltage. However, we know control circuit, where the sensing 
of several circuit parameters is needed to control the one 
parameter. A good example is PFC preregulator, where to 
control of output voltage the input and output voltage and 
input current is needed to sense. The regulating structure of 
PFC preregulator is shown in Fig. 5. The corrected output 
voltage value is fed into PI regulator. The multiplication block 
is fed by PI regulator output and by output current value or if 
you like inductor current. Result of multiplication is fed into 
comparing block and here it is compared with actual value of 
output voltage. The output logical value controls the RESET 
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input of SET/RESET block and defines the switch turn-off 
point. Into SET/RESET block the clock signal to SET input is 
fed, which defines switching frequency of the power switch 
[3]. 

 

 
Fig. 5 Regulating structure of the PFC preregulator 
 

The PFC preregulator circuit was created in Orcad/Pspice 
program (Fig. 6). The diode rectifier bridge is fed by input 
voltage 230 volts 50 Hertz through input LC filter. Behind the 
rectifier bridge the small filtering capacitor CIN is placed to 
filter disturbances caused by power switch. Next the filtering 
inductor LIN connected. In this inductor the energy is 
accumulated during turn-on state of the switch Q1. Rectifier 
diode D5 follows the filtering. The output capacitor C6 is used 
to smoothing the PFC output voltage. A load with controlled 
voltage is connected to the converter output. We can control 
every power supply used in scheme by SLPS block and 
Matlab/Simulink. The output parameters like current, voltage 
or power of every single Pspice elements could be transferred 
to Matlab/Simulink. 

 

 
Fig. 6 Simulation scheme of the bridge rectifier with PFC preregulator 

 
After creating the power circuit scheme in Orcad/Pspice, 

the control circuit was arranged in Matlab/Simulink. Across 
connection of both programs was performed by SLPS block 
(see Fig. 7). 

 

 
Fig. 7 Cross connection of regulator and block SLPS in Matlab/PSpice 
 

In SLPS block it is possible to select controlled power 
supply and requested output signals. Then the whole 

connection was simulated and the simulation results were 
obtained. In Fig. 8 the characteristic waveforms are shown. In 
top part of figure the filtering inductor current waveform is 
shown. The average value of this current has almost 
sinusoidal shape of bridge rectifier. Below inductor current 
the input rectified voltage and input current are shown. On the 
bottom figure the output voltage is displayed. The ripple of 
output voltage is ±5 Volts what represents ripple 2.5 per cent 
of output voltage 400 Volts. 

 

 
Fig. 8 Waveforms of the PFC pre regulator, filter inductance current, grid 

voltage, input current and output regulated voltage 
 

The shape of load current form is sinusoidal (see Fig. 8). 
Furthermore, we can use next tools in Matlab/Simulink 
environment for better analyses of modeled system (e.g.FFT 
analysis). 

 

 
Fig. 9 FFT analysis of PFC preregulator input current 
 

The output current was analyzed by FFT analysis in time 
from 0.1 to 0.2 second. On the bottom part of figure Fig. 9 the 
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particulate harmonic components are shown. The fundamental 
harmonic (50 Hertz) is 100 per cent (out of diagram range). 
The upper odd harmonics follow (3th - 0.74%, 5th - 0.30%, 
7th - 0.34%). The upper harmonics are appeared in switching 
frequency area, too. A total harmonic distortion is 1.09 per 
cent what introduces a perfect value. 

IV.  CONCLUSION 

The programs Matlab/Simulink and Orcad/PSpice are 
suitable for different types of simulation. It was compared by 
converter simulations in both programs. Orcad/PSpice is 
better for detailed analyses of switching phenomena without 
complicated control circuits. But if we need to simulate a 
detail behavior of power stage of the circuit together with 
complicated regulating circuit, the cross connection of that 
program is very desirable. So very strong tool for electrical 
circuit analyze is obtained. 

Also the Matlab/Simulink/SPS provides many auxiliary 
functions, those can be use by next data processing and 
simulation analysis. 
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Abstract. The objective of this paper is to provide a survey 

of basic methods of multiple target tracking by radar 

sensor network. The tracking of multiple targets by radar 

sensor network is connected with problems if targets tracks 

are crossing or if the targets are close spaced. In order to 

solve the problem the data association methods can be 

used with an advantage. The specific attention is paid to 

the underlying principle of basic data association methods 

used in multi target scenarios.  
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1. Introduction 

The modern surveillance systems used for safety, 

military or control applications often employ the radar 

sensor networks. The radar sensor networks unlike one 

radar system can cover larger area of surveillance, and can 

improve detectability and tracking of the targets. The 

example of use of radar sensor networks is the tracking of 

multiple moving people.  

In typical tracking procedure, the system receives a set 

of measurements such as positions of the target at regular 

time intervals, and forms the track of the target. A problem 

arises when multiple targets are to be tracked by radar 

sensor network. Each sensor of the sensor network creates a 

set of measurements that belongs to the targets. In such 

situation it is necessary to associate the measurements 

produced by different sensors to the right targets. Another 

problem is to distinguish the targets when they are close 

spaced or if their tracks are crossing. To solve these 

problems the tracking procedure is need to extend by data 

association. 

Data association is an important since it determines 

the efficiency of the tracking algorithms. If the correct 

association are made it can improve the tracking accuracy 

and observability of the targets. Association between a 

track and the measurements is done whenever their distance 

is below a defined threshold [1]. In data association 

algorithms the distance is Mhalanobis distance. The 

associated measures are then used in tracking to update the 

predicted states of the targets. 

Data association methods could be classified into 

three groups. They differ in the way when and how the data 

association is performed e.g. before tracking or after 

tracking. First the target-oriented approach (plot-to-plot) 

assumes that the data (coordinates of the targets) are the set 

of data that have to be associated first, before the tracking 

process starts [2]. If the correct coordinates of the targets 

have been associated to the target, then the tracking 

procedure is applied to track multiple targets. The track-

oriented approach (plot-to-track) is the next group of data 

association [3]. In this case the multiple tracks of multiple 

targets exist. The incoming measurements are associated to 

the targets and then these measurements are used to update 

the existing tracks. The measurement-oriented approach 

(track-to-track) is another possible solution of data 

association. In this case it is assumed that multiple tracks of 

multiple targets exist. Furthermore it is assumed that more 

than one radar system is present. Each of the radar system 

creates a different set of tracks and the goal of the track-to-

track data association is to associate the correct track from 

the different radar systems to the correct target. In the 

literature this approach is described as the data fusion 

process [4]. However track-to-track fusion is beyond the 

scope of this work and will not be described.  

This paper is organized as follows. In section 2, 

several basic data association methods are described with 

their modifications as the multi target tracking solution. 

Section 3 contain the conclusion and future work.  

2. Basic methods of data association 

Every target dynamics state evolves according to the 

certain model and that model is used in the tracking filter. 

Here the Kalman filter will be used as the tracking filter. 

Kalman filtering consists of two steps, the step of 

prediction and the step of the update. Prediction step uses 

the previous state estimation to produce a priori state 
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estimate at current time instant [5]. A priori state estimation 

does not include information from measurements produced 

by sensors. The update step the state estimation is improved 

by incoming measurements and hence the a posteriori 

estimation is obtained. The measurement at the time instant 

k is described as: 

 v(k)H(k)x(k)z(k) += , (1) 

where the value H(k) represents observation model and vk is 

the observation noise assumed to be Gaussian. The 

prediction step is described by following equations: 

 B(k)u(k))|k(kxF(k))(k|kx +−−=−

∧∧

111 , (2) 

 Q(k))F(k)|kF(k)P(k)P(k|k
T

+−−=− 111 . (3) 

The )(k|kx 1−

∧

and )P(k|k 1− represents the state 

prediction and the covariance matrix of the prediction error 

respectively. The plot-to-track data association utilizes the 

prediction stage information which is used for association 

of the measurements to the track [6]. The a priori state 

estimate and its covariance matrix define the validation 

region for each target track. In literature this is described as 

gating [7]. The measurements which fall into the gate 

(validation region) are the input data for tracking. The 

measurements outside the gate are neglected and are not 

associated with the track and hence are not used for the 

track estimation. 

2.1 Nearest neighbor data association and its 

modifications 

The nearest neighbor (NN) algorithm associates the 

measurement which is closest to the predicted state (e.g. 

position) [8]. The association is based on the Euclidean 

distance between the current measurement and predicted 

position (2). Gating of the NN algorithm is expressed as:  

 Gy(k)(k)Syd
T

ij <=
−

~
1

~
2

. (4) 

The value y is the measurement residual (innovation). The 

(k)S
1−

is the inverse innovation covariance matrix. It 

describes the influence measurement uncertainty of the 

noise of the sensor system. The G is the threshold or the 

gate. If the distance of measurement from the predicted 

state is greater than G, it is neglected.  

If the measurements from multiple targets fall within 

the same gate the NN algorithm cannot provide reliable 

associations. In the Fig. 1 such situation is shown where P1, 

P2 and P3 are predicted target positions of the targets 

respectively and O1, O2, and O3 represents measurements 

from that targets and circles represents range gates. In such 

conflict situations the NN algorithm gives false results of 

association.  

P1
P2

P3

O3

O1

O2

 

Fig. 1. Conflict situation with measurements within the same 

gate 

The situation where multiple measurements from 

multiple targets are have to be associated with multiple 

tracks can be handled by modification of NN algorithm 

known as global nearest neighbor algorithm (GNN) [9]. Let 

us suppose that there are i tracks and j observations. The 

GNN solves the problem of measurement association 

through the assignment matrix with dimension of i rows and 

j columns. The elements of this matrix will have the 

following values:  

 )S(dd ijijGij
||ln

22
+= , (5) 

where 
2

ijd  can be computed by (4) and )S( ij ||ln  is the 

logarithm of the determinant of the innovation covariance 

matrix. The equation (5) is known as the generalized 

statistical distance. The measurement that satisfies the 

gating (4) are used to form the assignment matrix. The 

desired solution of association is the one that minimizes the 

summed total distance which means that only one 

measurement from the assignment matrix is valid and all 

other neglected. In simple cases it can be computed by 

enumeration but in more complicated situations than 

depicted in the Fig. 1 the Munkres algorithm can be used as 

the optimal solution [9].  

Other widely used modifications of NN are the 

strongest nearest neighbor (SNN) [16], and probabilistic 

SNN [17] which select the measurement in the gate based 

on the amplitude of the signal. This however assumes that 

the signal intensity is known and that it is used for the 

future state estimation.  

2.2 Probabilistic data association methods 

The different approach of data association is the 

probabilistic approach known as probability data 

association (PDA) [10]. Let us suppose that one track exist 

and Kalman filter is used as the tracking filter. Further we 

can denote this track as j and a set of measurements are to 

be associated with this track. The PDA was designed for 

such case. The process of association starts like in the case 

of NN data association by forming a gate (4), which creates 

a region where m validated measurements are present. Then 

for each of the validated measurements two hypotheses can 

be assumed. The hypothesis Hi represents the fact that the i-

th measurement zi has originated from the target. The 

hypothesis H0 is the case where no measurement has 

originated from the target. Hence for the track we can form 
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m+1 hypotheses. The probability of occurrence of the 

hypothesis H0 is computed as:  

 )PP(βp GD

m'

i −= 10
. (6) 

For the i-th measurement the probability of occurrence of 

the hypothesis Hi is computed as:  

 
||Sπ)(

ePβ
p

ij

m/

d

D

m
'

ij

ij

2

21

2

2
−

−

= . (7) 

The β is the probability density function of the occurrence 

of the false measurement in the validation gate, PG is the 

probability that the correct target is present in the gate and 

the PD is the probability of the target detection. The values 

ijS  and 
2

ijd  are the same as in (4) and (5). The 

probabilities that assign observation i to the track j are 

computed as follows:  

 

∑
=

=
m

l

'

il

'

ij

ij

p

p
p

0

. (8) 

The next step after the probabilities of association are 

computed is the combination of hypotheses for the Kalman 

filter update equation. The combined innovation is the 

weighted sum expressed as: 

 ∑
=

=

m

i

ijijj ypz
1

~~

, (9) 

where  

 )(k|kxH(k)zy jiij

~

1−−=

∧

. (10) 

Then the combined innovation is used in the Kalman filter 

update step: 

 (k)zK(k))(k|kx(k|k)x j

∧∧∧

+−= 1 . (11) 

The rest of the PDA algorithm lies in the computation of 

the modified covariance P [11], [8]. 

The PDA algorithm showed significant disadvantages 

such as in situations where multiple target tracks and target 

measurements are present. The extensions of this algorithm 

such as Joint probability data associations (JPDA) have 

been designed to remedy constrains of the PDA.  

The JPDA is practically identical with the PDA (9-12) 

except that the probabilities are computed for all of the 

tracks of all the targets and hence more hypotheses will be 

formed than in PDA. However, the JPDA computes the 

probabilities for all the tracks and the association algorithm 

have to be extended in that manner [12]. The extension of 

this algorithm has to govern the association probabilities of 

association of measurement to multiple tracks. It is 

governed by Gaussian likelihood function of assignment of 

measurement i to the track j defined as: 

 
||Sπ)(

e
g

ij

m/

d

ij

ij

2

2

2

2
−

= . (12) 

Then the probabilities of all of the possible associations are 

computed, combined and used to update the track as in 

PDA (8-11). 

The PDA and JPDA data association methods are the 

subject of intensive research and many modifications of 

these algorithms were developed. Some of the 

modifications are basically combination of PDA (JPDA) 

with the NN data association such as the NNPDA [18] and 

NNJPDA [19]. The other modifications are combination of 

PDA or JPDA with different tracking filters and the review 

can be found in [6], [20]. 

2.3 Multiple hypotheses tracking 

The multiple hypotheses tracking (MHT) is 

generalization of the JPDA algorithm [13]. Like in JPDA 

an incoming measurement produces new hypotheses. For 

each new measurement three possible hypotheses can be 

formed. First hypothesis represents that the measurement is 

false alarm (e.g. is clutter originated), second case is that 

the measurement is originated from target and the third, the 

measurement originates from new target and hence new 

track for new target can be formed. The difference between 

the JPDA and MHT is that in the JPDA the association 

probabilities are computed only for the measurement (or set 

of measurements) received at one time instant e.g. in time 

instant k. In MHT the multiple different data association 

possibilities are maintained in the form of the hypothesis 

tree, which governs associations probability in multiple 

time instants [14]. Fig. 2 shows how the hypotheses are 

generated at every consecutive time instant. In this 

simplified case at time instant k only one track is present. 

At time k+1 for new measurement two hypotheses are 

formed that the measurement should be associated with 

track 1 or that new track is formed. 

1

1 2

1 3 2 4

Time k

Time k+1

Time k+2

 

Fig. 2. MHT hypothesis tree 

The evaluation of association probabilities is computed by 

using the track state estimation with covariance matrix and 

probability of association of new measurement with the 

existing track. The hypotheses (associations) which have 

low probability are cut off (pruned) from the tree. With this 

particular case of MHT, the hypothesis-oriented MHT, the 

computational complexity would grow exponentially with 
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the growth of number of hypotheses with new set of 

measurements. With the second case the target-oriented 

MHT the hypothesis tree is not maintained for all the time 

instants [15].  

Since the MHT is the data association method that 

allows creating a new track based on the hypothesis tree it 

has been intensively studied. The review of MHT and its 

modifications can be found in [21]. 

3. Conclusion  

In this paper a brief description of data association 

methods was presented. First the general principle and use 

of data association for radar sensor network was described. 

For the tracking of multiple targets with Kalman filter three 

basic methods of data association were outlined. It was 

found that use of particular one strongly depends on the 

computational capability of the radar system and on the 

dynamics of the tracking target. In future we would like to 

focus on the data association methods suited for different 

tracking filters.  
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Abstract—Electroinsulating materials are important and 

expensive parts of every electrotechnical equipment. One of the 

most common used electroinsulating materials are 

electroinsulating oils. Dielectric properties of insulating oils will 

be described in this paper. The aim of this work was to 

investigate the electrical properties of vegetable oils and to 

compare them with the most commonly used insulating liquids. 

Keywords—liquid dielectric, natural ester, mineral oil, 

electrical properties.  

 

I. INTRODUCTION 

For over one-hundred years, petroleum-based mineral oils 

purified to “transformer oil grade” have been used in liquid-

filled transformers. Synthetic hydrocarbon fluids, silicone, and 

ester fluids were introduced in the latter half of the twentieth 

century, but their use is limited to distribution transformers. 

Several billion liters of transformer oil are used in 

transformers worldwide. [1] 

The popularity of mineral transformer oil is due to 

availability and low cost, as well as being an excellent 

dielectric and cooling medium. Ever since the world oil 

reserves were tapped in the 1940s, petroleum products have 

become widely available. Petroleum-based products are so 

vital in today’s world that we cannot imagine a time we may 

not have them easily available. Transformers and other oil-

filled electrical equipment use only a tiny fraction of the total 

petroleum consumption, yet even this fraction is almost 

irreplaceable. [1] 

 

II. ELECTRICAL PROPERTIES OF LIQUID DIELECTRIC 

A.  Insulation resistance 

Dependence of insulation resistance on time can be 

measured after connecting the DC voltage U [2]: 

 

 

                                                                  (1) 

 

  

where   R   -  is the insultanion resistance [Ω], 

  U  - is the applied DC voltage [V], 

  I  - is the current following thought of the   

     measured sample [A] 

 

In practice it is measured sufficient only two points R15 and 

R60 - resistance at 15 s. and 60 s., after connecting the voltage. 

The one minute polarization index pi1 implies of the time 

dependence over the insulation resistance and is characterized 

the state of insulation (the presence of moisture in the 

insulation). It is assessed according to the relationship [2]: 

 

.
15

60
1

R

R
pi   (2) 

 

where   R15 - is the resistance at 15 s. [Ω] 

    R60 - is the resistance at 60 s. [Ω] 

 

The real isolation has unobtainable a value 1 even good 

isolation, because in reality is the structure of insulation non-

homogeneous, and this inhomogeneity be maintained in ideal 

desertification. [2] 

According to the values of insulation resistance can be 

assessed the state degradation of insulation. It leads to a 

significant reduction insulation resistance. [2] 

 

B. Dielectric loss factor 

The dielectric loss factor includes to the most important 

parameters which is related to dielectric loss and points to 

quality electric - insulating material. Coefficient of dielectric 

loss factor tgδ is defined as tangent of the angle between phase 

displacement of real dielectric and ideal dielectric. The value 

of loss factor depends on temperature, frequency and intensity 

of the acting electric field. The increasing value of dielectric 

loss factor tg δ points to reduce the quality of insulation. [2]  

 

Dependence of loss factor on the voltage 

The value of loss factor depends on voltage. Increasing of 

voltage connected to insulation will cause changes of some 

processes, which have influences on the value of dielectric 

losses. [2] We are able to observe these phenomena mostly in 

case when above specific voltage level, the different 

mechanism of losses will start which is caused by ionizing 

processes. By measuring of dependency tg = f(U) in 

periodical intervals we are able to consider changes which 

occurred during the machine operation.  

 

 
 

.
tI

U
tR 
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Fig. 1.   Dependence of loss factor on the voltage. [2] 

 

 In the figure (Fig. 1) curve 1 is for the quality insulation 

system, where the value of loss factor depends on voltage 

should be constant. Curve 2 is for the insulation system with 

ionizing processes, and the value of loss factor is increased. 

 

Dependence of loss factor on the temperature 

The loss factor tg of insulation is occurred on temperature. 

Losses related to the electrical conductivity of insulation are 

increased monotonically with increasing temperature (curve 1, 

fig.2) Polarization losses (of the dipole) are also reported the 

maxim for homogeneous insulator in depending at the 

temperature (curve 1 fig.2). In the figure (Fig. 2) curve 3, is 

displayed temperature dependence of tg of insulation that 

dielectric loss are affected by conductivity and polarization. [2] 

 

 
 

Fig. 2.   Dependence of loss factor on the temperature. [2] 

 

Permittivity 

Permittivity εr is defined as a ratio of capacity of electrodes 

in a space fully filled by appurtenant dielectric and capacity of 

the same configured electrodes in the vacuum (practically in 

the air too, because the relative permittivity of the air is 

1,00058 ). [2] 

Permittivity specifies how many times energy functioning 

on a charge in the appurtenant space is lower than in the 

vacuum: 

 

 

                                                              (3) 

 

   

where:  r  - is the dielectric permittivity [-], 

    Cx  - is the capacity of the full oil tank, the    

       capacity of the measured sample [pF],  

     C0  - is the capacity of the empty oil tank, the  

       geometric capacity of the sample [pF] 

Permittivity depends on the polarization processes, 

temperature, and frequency.  

 

C. Breakdown voltage and breakdown strength 

Breakdown voltage presents degree of ability of oil to resist 

an electric stress. It is the minimal voltage value, which causes 

rise of electric conductivity to the level that causes an electric 

breakdown. High value of current abounding through 

breakdown area , causes mechanical, thermal and chemical 

processes that change dielectric characteristics. These changes 

are so significant, that dielectric is not able to completely 

return to its regular condition, because of solid particles and 

chemical compounds in liquid or vapor consistency, which 

come to being by electric discharge activity. Free water, gas 

bubbles and solid particles are inclined to migrate into the 

areas with enhanced stress and it causes lower value of 

breakdown voltage. For this fact, the breakdown voltage can 

be used as an indicator of oil pollution. [3] 

Electric breakdown strength is one of the basic qualitative 

characteristics of dielectrics in addition to polarization and 

dielectric loss. In electric field, dielectric keeps its insulating 

characteristic only up to specific value of electric field 

intensity. After reaching this boundary (critical) field intensity, 

resistance of dielectric decreases rapidly to resistance level of 

conductive materials. [7] 

In case of a homogeneous electric field, field intensity is the 

same at full length of breakdown trajectory, therefore electric 

breakdown strength can be calculated using the pattern: 

 

d

U
E b

b   (4) 

 

where:   

   Eb  - is the dielectric breakdown strength [kV/mm], 

   Ub -  is the breakdown voltage [kV],  

   d  -  is the interelectrode distance [mm] 

 

Electric breakdown strength is parameter most common 

used for oil quality arbitration. Ranking electric breakdown 

strength correctly in liquid dielectric is more difficulty as in 

solid or vapour dielectrics. The main reason is fact that 

breakdown process in insulant liquid and value of breakdown 

voltage depends on number of random factors. Among the 

most important belongs water content, solid impurity content, 

electrode configuration and applied voltage period. 

 

III. MEASURING RESULTS 

Investigations were focused on the measurement of the 

dissipation factor of natural ester and comparison to mineral 

based transformer oil and silicon oil. As vegetable oil was 

used cloza oil. As transformer oil was used inhibit oil ITO100. 

As silicon oil was used LUKOSIOL M 200.  

 

0

r
C

Cx
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From fig.3 for mineral oil ITO 100 is visible, that value of 
the one minute polarization index pi1 drops down to 
temperatures.  
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Fig. 3.   Temperature dependence of the polarization index of mineral oil 

ITO 100   

 

 

 
 

Fig. 4.   Voltage dependence of loss factor tg  for T = 20°C for cloza oil, 

ITO 100 and Lukosiol M 200 samples 

  

 

 
 

Fig. 5.   Voltage dependence of loss factor tg  for T = 50°C for colza oil, 

ITO 100 and Lukosiol M 200 samples 

 

The voltage dependence is the least significant for natural 
ester colza oil, which retained constant although high values of 

dielectric loss, for all the voltage levels (Fig. 4, 5). The 
dependence of dielectric loss on voltage levels for mineral and 
silicone oil is minor for the higher values of voltage and 
temperature (Fig. 6). 

 
 

Fig. 6.   Temperature dependence of loss factor tg  for U = 2kV for cloza oil, 

ITO 100 and Lukosiol M 200 samples 

 

 
 

Fig. 7.   Temperature dependence of permitivitty  for U = 2kV for cloza oil, 

ITO 100 and Lukosiol M 200 samples 

 

From the results (Fig. 7) is able to see, that the permittivity 
values declines with increasing temperature in all of the oil 
samples, whereby the trend of the regress is approximately 
constant. Very high and the highest value of permittivity 
reached natural ester colza oil (εr = 3,2), what is really 
desirable for combined oil – paper insulation, which is often 
used in power transformers. Paper insulation reaches the 
permittivity value εr = 4. From the view of temperature 
dependence, the biggest disadvantage of natural ester colza oil 
is expressive dependence and high values of loss factor by the 
temperature values advanced than operative. From this point 
of view, the best results reached silicone oil. The dependence 
of the dielectric loss on temperature is just of small account.  

As shown on the graph (Fig. 7), it is no possible to say 
strictly, which oil sample is the best, or the worst from 
perspective of electric breakdown strength. The results are not 
clear, mainly for the smallest interelectrode distances. For 
interelectrode distance 0.3mm, natural ester colza oil and 
silicone oil Lukosiol M200 reached the highest values of 
breakdown strength. Mineral oil ITO 100 proves its qualities 
for bigger interelectrode distances. Natural ester colza oil did 
not overreach values of breakdown strength of mineral oil, but 
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reached strikingly the very high and comparable values of the 
results.  

 

 
 

Fig. 8.   Comparison of Ep = f(d) characteristic for cloza oil, ITO 100 and 

Lukosiol M200 samples 

 

IV. CONCLUSION 

 The aim of this work was to compare the dependence of 

dissipation factor, permittivity and electrical breakdown 

strength for liquid dielectrics. Natural oils: transformer oil 

ITO 100 and silicon oil Lukosiol M 200 were compared with 

natural ester fluid: colza oil. 

 It is visible from charts, that the value of dissipation factor 

tg  of liquid insulators rises with temperature. It was also 

shown, that tg rises only very slowly with the value of 

applying voltage. The dissipation factor decreases by lower 

values of voltage up to 0.6kV for transformer oil ITO 100 and 

silicon oil Lukosiol M200. It remains constant for higher 

values of voltage. The greatest advantage of natural ester colza 

oil is the high value of permittivity, which is similar to the 

permittivity value of paper. Mineral oil ITO 100 had the 

lowest values of permittivity. The values of the electric 

breakdown strength of the natural ester colza oil are 

comparable with the values of the mineral oil. 
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Abstract — The paper presents an overview of control 

structures used in dynamical emulation of mechanical loads.  

Only speed control structures are presented. The structures 

allow applying control algorithms that enable testing a drive 

without real mechanical load.   

 

Keywords — dynamic emulation, drive control, test bench 

 

I. INTRODUCTION 

In the field of computer science term emulation was used 

by the IBM Corporation for the first time in order to term a 

special kind of software. This software was able to imitate 

certain platform behaviour by running on another platform.  

In general, emulation is the imitation of the system or the part 

of the system by another platform or technical device so that 

imitating system behaves the same way as imitated system 

would. For the same input data of imitated and imitating 

system the output data have to be the same. The term for the 

imitating system is emulator and the term for this imitating 

technique is emulation.  

In recent years methods of emulation are being used in 

design and validation of control algorithms for variable 

position, speed and torque drives used in mechatronic 

applications. These algorithms can be tested with the use of 

computer simulations. Standard verification of control 

structures by the mathematical modelling is improved when 

using one or several actual devices instead of their simulation 

models. The other parts of the process are simulated in 

appropriate real-time system. Hardware running real-time 

system and equipped by DAQ interface boards in conjunction 

with actual devices creates well-known HIL simulation, which 

is nowadays more and more used to develop new structures 

and components in many fields. 

It is of great benefit to use the emulation technique for the 

device which is not available for the algorithm testing. For 

example high power drive, multimotor drive, etc. are rarely 

available in laboratory facilities. Furthermore, in economic 

and space terms, it is not practical to have different kinds of 

mechanical loads in the laboratory. More convenient approach 

is to emulate mechanical loads electrically. The most 

profitable solution is to use two electrical drives with 

machines connected in common shaft as presented in Fig. 1. 

For the one of the drives control algorithms will be developed. 

It is termed drive under test. Drive under test is loaded by 

using torque controlled load machine, also known as 

dynamometer. The torque of the dynamometer is controlled 

such that it creates the same shaft torque on the drive under 

test as the desired mechanical load would. The technique is 

widely known as load emulation.  

The dynamometers have been mostly used to perform static 

load tests of electrical machines [1]. Another approach is the 

use intended for emulation of torque-speed characteristis 

enabling the testing of machines under steady state or slowly 

changing conditions. This method is known as the static 

emulation [2], [3]. The upgrade of the method is the emulation 

of the simulated load under the open-loop conditions [4].  

Methods mentioned above are not sufficient for testing of 

variable speed and torque drives in cases with dominant 

nonlinear and dynamic effects like high changing inertia, 

rapid changes of speed, etc. Thus, methods with closed-loop 

conditions are being developed.  

The very first method of dynamic emulation in closed-loop 

uses inverse dynamic model of the emulated load, which 

brings many problems, as sampling effects [5], calculating the 

derivative terms in the inverse transfer functions [6] and 

violation of open loop pole-zero structure. It was shown in [6] 

that if emulated inertia exceeds twice that of real inertia, 

system is unstable.  Because of these limitations this approach 

is not appropriate to be used in control of load machine and 

new techniques turned up to be required. In this paper three 

different approaches of dynamic emulation are briefly 

described. 

 

 
 

Fig.  1.  The arrangement of the experimental system 

 for dynamic emulation of mechanical loads 
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Fig.  2.  Overall control structure of dynamic emulation using compensator and feedback controller

II. DYNAMIC EMULATION USING COMPENSATOR  

 

The control structure is given in Fig. 2. The torque of the 

load machine TLOAD  is added to the torque of the drive under 

test TTEST. J is the inertia of both machines and B is the 

viscous friction coefficient of the test bench. Gem (z) is the 

load to be emulated like unwinder, electric vehicle, flexible 

shaft, etc. Its parameters are given by the user and it is used to 

derive an ideal angular velocity demand ωem (z) at which we 

wish to go if TTEST (z) is applied to the load being emulated. 

Block Gcomp (z) cancels all parts of open loop except the 

emulated load transfer function in order to achieve: 

 

        
    

        
  (1)  

 

what is the essential equation of dynamic emulation [8]. Block 

Gt(z) is the speed-tracking loop controller and generates 

reference torque for the load drive. The delays introduced by 

torque control loops are ignored in derivation of final closed-

loop transfer function. The benefits of this approach are that 

inverse model of emulated load is not needed and the 

dynamics of emulated load is preserved. The drawbacks of 
this approach are that transfer function of mechanical bench 

G(s) is supposed as linear and additional delays caused by 

dynamics of speed-tracking controller Gt(z) included in 

transfer function of Gcomp(z) are occurred [13]. More 

information about method can be found in [6]-[9] and position 

control design can be found in [10].  

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

Fig.  3.  Overall structure of dynamic emulation based on nonlinear control 
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III.  DYNAMIC EMULATION BASED ON NONLINEAR CONTROL 

 

This approach was developed for mechanical benches with 

some nonlinear features. The delays caused by dynamics of 

speed-tracking controller are not included as in the previous 

approach because of different compensation method used. The 

control structure is given by Fig. 3. Ideal angular velocity 

demand is again derived from the load to be emulated Gem. 

But in addition a signal of angular acceleration: 

 

     
    

  
  (2)  

 

must be available in order to use it in the compensator Gcomp.  

The unmodelled nonlinear dynamics of mechanical bench is 

presented as torque input Tf. Jem is the emulated model inertia, 

Bem is the emulated model viscous friction coefficient and fem 

presents the emulated model friction as well as any other 

contribution of the load like gravity, centrifugal forces, etc. 

Text presents an additional load torque input applied to 

emulated model.         is the estimated value of the torque 

obtained either from measurement or with the use of an 

observer. In vector controlled ac machines well-known 

current model observer can be implemented.    and    presents 

the estimated values of mechanical bench’s inertia and 

viscous friction, h presents the gain of compensator and k is 

the gain of feedback state controller. Nonlinear control of the 

system consists of cancelling the linear dynamics of 

mechanical bench by estimated values of    and    and 

cancelling the nonlinear dynamics of bench by PI estimator. 

After that the system is to be assumed a linear and controlled 

by linear state controller.  

The benefit of this approach is that mechanical rig with 

some nonlinear effects can be used. However, if the features 

of mechanical rig are not well known, the operation is limited 

to certain bandwidth. More information about the approach 

can be found in [11], [12] and the position control design can 

be found in [13]. 

IV. DYNAMIC EMULATION BASED ON PRE-CONTROL 

 

The control structure of this approach is given by the Fig. 3. 

In this structure all variables are in p.u. formulation and 

marked in round parentheses. The transfer functions GTEST, 

GLOAD, and GMOD present equivalent transfer functions of the 

torque-, test-, load-, and emulated drive circuits. The idea of 

the emulator design consists in the following: the p.u. value of 

the torque reference (Tset) is fed both into the tested drive and 

into the model. To get the same dynamic responses, both 

drives must satisfy the following conditions: 

 

            (3)  
 

 

              (4)  
 

The reference torque generated by the emulation control 

satisfying the conditions (3) and (4) is given by (5).   

 

 

            
     

     

       
     

    

    

     

      

 
     

    

 

     

       

(5)  

 

Equation (5) presents the drive under test pre-control. This 

enables to use an arbitrary shape of the load torque and 

moment of inertia providing its dynamics is lower than load 

drive torque loop dynamics. Although the emulator forces the 

dynamics to the tested drive, it is done through the load torque 

and not through the control circuits like it is used in forced 

dynamics systems [17]. With p.u. variables used it is possible 

to test high-power systems in laboratory conditions with the 

test bench of low-power. More information about the 

approach with simulation and experimental results can be 

found in [14]-[16].  

 

 

 

 
 

Fig.  4.  Overall structure of dynamic emulation based on pre-control 
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V. CONCLUSION 

In this paper essential control structures for dynamic 

emulation of mechanical load are briefly described and their 

characteristics are presented. Without the need for the real 

mechanical load, presented methods enables the development 

of control algorithms for various mechatronic applications 

driven by electric machines. 

Dynamic emulation using compensator presents excellent 

results, but it was developed the test rig, which is considered 

to have a dynamics very close to linear. This drawback is 

eliminated by using of dynamic emulation based of nonlinear 

control. Dynamic emulation based on pre-control the only one 

enables testing the control algorithm for high-power drives in 

laboratory environment using low-power drive.  
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Abstract— This article discusses the aging of the insulation 

system and the influence of moisture content on the aging 
transformer oil during IRC Analysis. 
 

Keywords—Aging, moisture, temperature, insulation system, 
transformer oil.  
 

I. INTRODUCTION 

The effectiveness use of electrical equipment is necessary to 
know the rules of aging of insulation systems. Life of 
electrical equipment is mostly determined by the lifetime of 
the insulation system. Power transformers have to the required 
electrical insulation properties and mechanical properties that 
match the voltage range and the expected mechanical stresses 
during short circuit events. Developments trends are 
determined by monitoring over changes of properties that are 
directly related to the electrophysikal structure of material. 
Anomalies in these process point to change the mechanism of 
aging, which is in most cases associated with the occurrence 
and development of fault insulation system. This disorder may 
have a different character. 

Moisture content during aging in liquid and solid insulation 
reduces dielectric strength, accelerates the decay of cellulose 
and causes emission of bubbles at high temperatures. 
Equilibrium moisture content is based on thermodynamic 
equilibrium, where the migration of moisture molecules inside 
materials and the oil and cellulose is zero. Temperature 
change will always affect the migration of moisture inside the 
material and the cellulose and oil, because the solubility in 
water and oil sorption capacity of cellulosic materials depends 
on temperature. 

The ability of oil-soluble water increases particularly aging  
 

II.  AGING OF INSULATION 

A. Insulation 

Insulation of electrical equipment is exposed to electrical 
stress during the whole services. Experimental measurements 
and laboratory tests are clearly showed the great influence of 
the applied voltage on the aging of insulation systems. 
Strength of electric field is increased over time and the aging 
of insulation is shorted. The classification of the impact of 

electrical stress on the electrical equipment is necessary to 
distinguish the impact of direct and alternating electric field. 
Insulating materials can be divided into two groups, according 
to impact of electric field to the material [1]: 

• Thermoreaktive 
• Thermoplastic 

Thermoreaktive materials are characterized by the existence 
of a threshold below which material life is theoretically 
infinite, unless there is present another kind of stress. It is 
possible to define the relationship [4]: 

 
TEE

)E.hexp(
H

-
-====ττττ  (1) 

where: E - the electric stress (effective value of the applied ac 
voltage, respectively. voltage gradient of electric 
field in which the material is stressed) 

 ET - the initial stress, 
 H, h - constants dependent on temperature 
 

 
Fig. 1.  Aging of thermoreaktive materials [1] 

 
 Thermoplastic materials are a group of materials that have 

been no observed threshold limiting aging. Of course, even in 
these materials were expected threshold electrical stress, but is 
so low that it is only in extreme long times beyond the 
technical use of the material [1]. 

The aging curve of thermoplastic materials is not precisely 
defined for thresholds and its stabilization was not observed 
even at very long times. The thermoplastic materials are 
described best by reciprocal square rule, which is also 
confirmed statistically [1]. 

14

79



SCYR 2011 - 11th Scientific Conference of Young Researchers – FEI TU of Košice 

 
n

E.C====ττττ  (2) 
where: C - constant dependent on temperature, 
 n – coefficient of voltage resistance dependent on 

temperature. 
The coefficient n is important data about the quality 

material in terms of its resistance to voltage stress. The 
coefficient n represents slope of aging line. The coefficient n 
is more, the material is more durable.  

 

 
Fig. 2 Aging of thermoplastic materials [1] 

 

B. Thermal stress 

Thermal stress - aging is a gradual physical and chemical 
changes as sequence of chemical degradation reactions. The 
temperature is factor with essential importance for the 
operational capability of electrical equipment. All processes 
are intended to thermodynamic equilibrium. Operating 
property is affected by the effect of 

• high or low ambient temperatures, 
• increased in dielectric loss emergent in the 

isolation of electrical equipment, 
• elevated temperatures above ambient temperature 

As a result of heat stress is permanently overloading of 
isolation and reduction of its electrical insulating properties 
and its accelerated aging. Electrical insulation properties of 
gas and liquid insulators can be renewed (oil refining, oil 
purification etc.), but in solid insulators are changes 
irreversible. 

The time that elapses before the limiting value when the 
insulation is no longer able to safely perform the prescribed 
function can be written according to Arrhenius [1] [2]: 

 T
B

exp.A====ττττ  (3) 

 
where: τ - time of aging 

 T - absolute temperature, 
 A, B - constants determined of activation energy of 

reaction. 
Arrhenius relationship is based on the description of the 

dependency rate of chemical reactions from first-order 
temperature [3]. 

Analysis of processes are arising in isolation, while 
respecting temporal changes of the concentration of material 
components and their relationship to changes in other physical 
quantities, we can take from several angles, which will the 
basis form of Arrhenius theory. 

File of processes in transformers oil leads to changes of 
properties (physical, chemical or electrical) in operating 
conditions. Changes can to reduce the required insulating 
properties of transformer oil for operational safety devices. 

The aging process of transformer oil is affected of different 
impacts: 

• the reducing of the mechanical strength in 
cellulose insulators as a result of acids attack 
incurred aging process 

• the reducing the electrical strength of oil and 
insulating systems oil – paper as products due to 
aging 

• deterioration of cooling as a result of settling of 
sludge in the oil canals, the increasing of  
temperature at 8 to 10 K  is caused a doubling rate 
of aging (Montsingers rule) 

Isothermic relaxation current analysis (IRC analysis) is 
enabled to analyze non-destructive aging of system. IRC 
analysis is allowed to define the elements of equivalent circuit 
and calculate the dielectric constant of aging A. It is necessary 
to take into account the time zone and the relevant spectrum, 
while the equivalent circuit elements must be independent of 
voltage and frequency. 

Coefficient of aging A has been empirically determined to 
assess and quantify the replenishment. 

if 
23 .3 ττττττττ f   

and 
12 .3 ττττττττ f   

then to coefficient of aging A apply 
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where: ai, τi - amplitudes of elementary streams and equivalent 
times in the i-th branch of the replacement model 
of the dielectric in the development of three RC 
members (obtained by calculation in the third 
approximation). 

We made repeated measurements of new mineral oil MN by 
method of IRC analysis. The temperature is increasing 
gradually by step 10° C and monitoring the polarization 
processes the during the 1000 s. The first day we made 
measurements at 20 and 30° C, the second day measurements 
took place at 40 to 60° C, the third day for 70 and 80° C. We 
made the measurements at 90 and 100° C last day. 
Subsequently, we evaluated value of IRC analysis and 
approximated to third polarization processes. Next we 
calculated the aging factor A (Table 1) during relationship (4). 

TABLE I 
CALCULATE THE AGING FACTOR A FOR MN 

 MN 

 24°C 30°C 40°C 50°C 60°C 72°C 81°C 91°C 101°C  

Im311 20788 27903 27553 28012 27400 20001 29706 23606 15975 

Im321 2375 3506 3125 3163 3078 2176 3278 2403 1587 

Im331 476 648 653 638 688 523 699 508 400 

Im301 51 69 68 70 66 72 70 68 50 

τ311 0,31 0,32 0,29 0,33 0,32 0,41 0,32 0,43 0,43 

τ321 3,04 3,17 2,67 3,72 3,32 4,1 3,48 5,47 4,41 

τ331 42 44,45 33,66 44,72 39,89 40,21 41,31 55,54 49,21 

                    

Qt3 4,08 4,28 3,78 4,22 4,14 3,71 4,12 4,05 3,83 

Qt2 1,92 2,01 1,87 2,05 1,99 1,94 2,00 2,08 1,89 

                    

A 2,12 2,13 2,02 2,06 2,09 1,92 2,06 1,95 2,03 

14

80



SCYR 2011 - 11th Scientific Conference of Young Researchers – FEI TU of Košice 

In the fig. (3) is evident that interruption of measurement is 
clearly affected the rate of aging A. 

1,9

2

2,1

2,2

20 30 40 50 60 70 80 90 100
T[°C]

A

 
Fig. 3 Coefficient of aging A of MN 

 
In our opinion, the measurement is occurred of access to 

atmospheric moisture to the sample discontinuation of. If the 
measurement sample of oil is gradually heated, then moisture 
getting rid continuation in part again. Our measurement results 
will affected, as is shown in Figure (1). 

 

III.  CONCLUSION 

Water is a natural part of oil. In our laboratory conditions is 
difficult to ensure the elimination of access to atmospheric 
moisture. Our measurements are significantly demonstrated 
affects of moisture the measured results, and thereby 
evaluating the coefficient of aging A. We propose to 
implement a continuously increasing temperature from 20 to 
100 ° C to exclude the impact of moisture measurements,. The 
second option is long-term heating oil (about 6 hours) for the 
temperature from 20 to 100° C. These methods and results 
will be evaluated in our other measurements. 
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Abstract— The presented article deals with verification of 

output signal (voltage) of elastomagnetic sensor (EMS). The goal 

of the verification was to compare the results gained from 

magnetic field simulation in the ferromagnetic sensor´s core (with 

numerical calculations) with the experimental results gained by 

measuring. The simulations were realised in COSMOS/EMS 

software environment. 

 

Keywords— simulation, elastomagnetic sensor, 

ferromagnetic material, finite element method 

I. INTRODUCTION 

The article is focused on verification of output signal 

(voltage) of EMS pressure force. In order to do numerical 

calculation it is needed to determine the magnetic induction in 

sensor´s core when the pressure force is and is not affecting it. 

Simplified EMS model was created to solve the magnetic field 

in sensor´s core. Magnetic field analysis was realised using the 

method of finite elements in COSMOS/EMS software for 

specified frequency and current. 

II.  ELASTOMAGNETIC SENSOR  

 

A. Elastomagnetic sensor of pressure force 120 kN 

Elastomagnetic sensors belong to the group of nonlinear 

systems. They are operates on the Villari’s effect principle, 

which is based on a change of feromagnetic material 

permeability proportionally to acting mechanical stress. The 

permeability increment Δμ proportional to the mechanical 

stress σ  can described by relation [4] 

 

 
2

ms

2

sef

2λ μ
Δμ .σ

B
 ,                                                               (1) 

 

 

where msλ  is coefficient magnetostriction for sB B , sB  is 

the saturation flux density, μ  is magnetic permeability. 

Equation (1) is valid in the case that the directions of 

mechanical stress and magnetic field are collinear.   

Practical fabrication of elastomagnetic sensor of pressure 

force 120 kN, which correspond to 100 MPa pressure, is on 

Fig.1 and geometric computer model created in SolidWorks is 

on Fig. 2. Windings placement in the core holes is on Fig. 3. 

 

 
 

 

 

 

 

 

 

 

 

 
Fig.  1.  Elastomagnetic sensors manufactured on   KTEEM 120kN 

 

 

 

 

 

 

 

 

 

 
Fig.  2.  Design of lamellas and windings 

 

 

 

 

 
 

 

 

 

Fig.  3.  Placement    of windings in the EMS 

        and  direction of current  flow 

 

B. Relationship between input and output signal of   

elastomagnetic sensor of pressure force 

 

 Input signal for sensor is the external pressure force, output 

signal is the effective value of voltage, which is induced in 

secondary winding of sensor and is measured by voltmeter. 

When defining the voltage on the sensor’s output we use the 

induce law: 

 In case, that the sensor is unaffected by external pressure 

force, induced voltage Vu t  will be:  

 

2 . ,B SV
S

u t N t d
t

                                         (2) 

 

N1 

N2 
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where N2 is the number of threads of secondary winding, Β  

is the magnetic induction in the sensor´s core unaffected by 

force in time t,  dS  is normalcy of surface element dS, S is the 

area of cross-section of sensor´s core. 

 In case that sensor is affected by external pressure force F 

induced voltage 
V

Fu t will be: 

 

2 . ,B S
V

F F

S

u t N t d
t

                                      (3) 

 

where  B
F  is magnetic induction in sensor´s core  when 

affected by force in time t. 

From metrological point of view it is suitable, that output 

signal should be related to input signal.  

 If the magnetostriction coefficient of chosen ferromagnetic 

material will be positive, output voltage with increasing 

pressure will begin to fall and Vu t  (useful signal)  will 

become negative, therefore we need to adjust the equation: 

 
F

V V Vu t u t u t  ,                                                 (4) 

           

Because magnetic field in the sensor´s core is created by 

harmonic current 1 1 sin ω  Ami t I t , where 1mI is the 

maximum value of current 
1i t  and ω=2 f is the angle 

frequency of time changes of awaking current. Because of this, 

magnetic induction and output voltage have time changing 

behaviour. The question is, which from the values from time 

changing behaviour shall we measure. Practical measurements 

showed, that it will be effective value of output voltage . 

 

C      Elastomagnetic sensor´s magnetic field solution 

 

For magnetic potential vector A of  3D stationary magnetic 

field, the following equation is valid: 

 

1
 

μ
rot rot A J ,                                                        (5) 

 

where J is current density and µ is magnetic permeability of 

environment in which the field is solved. 

For the plane case we assume that the current flows 

are parallel to the z- axis, it means that 

 

J = k A                                                                               (6)            

 

so only the  z component of  A  is present, 

 

A = k A                                                                             (7)            

 

And the equation  (5)  we can simplify to the scalar elliptic 

Partial Differential Equation  (PDE) 

 

1
 

μ
div grad A J   ,                                                     (8)   

          

where , .J J x y                                                            (9)   

For the plane case, the magnetic flux density  B  can be 

computed as 
 

B i j
A A

y x
                                                         (10)     

 

And the magnetic field intensity  H  is           

 

1

μ
H B                                                                          (11)                                               

 

Definition of areas   

 

  Area   Ω  consist of  3 sub-areas  (Fig.4), 

 Sub-area   1  , cross-section of wires of primary winding 

 Sub-area  2  , air gap between wire windings and     

lamella 

 Sub-area 3  , one quarter of lamella’s space from 

ferromagnetic material (possible because of lamella’s 

symmetry)  

 

 

 

 

 

 

 

 

 

Fig. 4.  Definition area of the mathematical model of elastomagnetic sensor 

 

 

Partial Differential Equation coefficients 

 

For determination magnetic vector potential  is used the 

equation (14) which has in each subdomain the following 

forms: 

 in the subdominant  1  : 

 
2 2

1 1

1 12 2
μ

A A
J

x y
,                                               (12)  

 

where 01
μ μ  and 

7 -2

1
1,039.10  AmJ                    

in the subdominant  2  : 
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2 2

2 2

2 22 2
μ

A A
J

x y
,                                        (13)                                        

 

    where  02
μ μ  and 

2
J  =  0 A/m

2
        

 in the subdominant  
3
 : 

 

    
3 3

3

3 3

1 1

μ μ

A A
J

x x y y
                  (14)    

       

and  
3 3

μ μ B  ,  
3

J  = 0  A/m
2
, so for the vectorial 

magnetic potential we must use non-linear differential 

equation.  

  

Boundary conditions 

 

  The boundary conditions are: 

 on the boundaries  1  ,  2  , 3  , 4  , 

 

       
3

0A                                                                     (15) 

 

 on the boundary  5   between subdomain   3   and 2 : 

    

 

       
3 2

3 2

1 1

μ μ

A A

n n
  ,                                           (16) 

 

 on the boundary  6   between subdomain   2   and 1 : 

    

 

       
2 1

A A

n n
  .                                                         (17) 

 

 

For magnetic field solution the simplified 3D model from 

sensor´s core and primary winding of the coils was created. 

The task was solved as a magnetostatic problem for chosen 

value of current in nonlinear environment in the cases when 

sensor is and is not affected by external force. Analysis of 

magnetic field was realised using the method of finite 

elements in COSMOS/EMS program.  The following 

graphical interpretations of  progresses and graphs of 

parameters of magnetic field were gained for current density:   
7 -21,0393772.10  AmJ  in wires of primary winding and 

frequency of current   f = 400 Hz (Fig. 5, Fig. 6, Fig. 7, Fig. 8, 

Fig. 9). 

 

 

Fig. 5. Distribution of magnetic flux density vector in the dependence 

on pressure force applied to the sensor, F = 0kN 

 

Fig. 6. Distribution of magnetic flux density in the dependence on     

pressure force applied to the sensor, F = 0kN 

 

Fig. 7. Distribution of magnetic flux density vector in the dependence 

on pressure force applied to the sensor, F =120kN 

 

 

Fig. 8. Distribution of magnetic flux density in the dependence on     

pressure force applied to the sensor, F = 120kN 
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Fig. 9. Distribution of magnetic flux density in the   dependence on pressure 

force applied to the sensor 

 

D     Measurement and calculation of the output signal EMS 

 

For measuring the effective value of output signal the 

measuring system was designed and created. Its scheme is 

pictured on Fig. 10. 
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Fig. 10 Apparatus for the measurement of metrological characteristics 

 

When expressing effective value of sensor´s output power it 

will be convenient to consider that, that behaviour of sensor´s 

magnetic induction is harmonic too. 

Effective values of output voltage and addition of output 

voltage, directly proportional to pressure force were calculated 

using the equations  (18) and (19) : 

 

2

0

1
T

Vef VU u dt
T

 ,                                                         (18) 

 

2
2

0 0

1 1
T T

F

Vef V V VU u dt u t u t dt
T T

   .            (19) 

 

These values were compared with the measured values. Both 

of the values are presented in graphical (Fig.11, Fig.12) and 

table (Tab.1, Tab.2) form. 

        

 F [kN] Uv  [mV] Uv  [mV] 

   Measured Calculated 

 0 1620 1609 

  20 1540 1523 

  40 1435 1428 

  60 1304 1324 

  80 1172 1171 

  100 1046 1036 

 120 929 928 

 
Tab. 1.  Calculated and measured values of output sensor voltage 

    

  F [kN] ΔUv  [mV] ΔUv  [mV] 

    Measured Calculated 

  20 80 86 

  40 185 181 

  60 316 285 

  80 448 438 

  100 574 573 

  120 691 681 

 
Tab. 2.  Calculated and measured values addition of output sensor voltage 
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Fig. 11.  Calculated and measured values addition of output sensor voltage 
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Fig. 12.  Calculated and measured values addition of output sensor voltage 

 

II. CONCLUSION 

In the article the relation between input and output EMS 

pressure force signal was verified. The values of output 

voltage are dependent on magnetic induction. With the 

increased pressure force the magnetic induction in sensor´s 

core decreases, as well as output voltage of the sensor. This 

was verified with practical measurements. 

The calculated and measured results comparison shows the 

differences. The differences are most probably caused by 

using simplified assumption. 

ACKNOWLEDGMENT 

The paper has been prepared by the support of Slovak 

grant projects KEGA 003-003TUKE-4/2010. 

 

REFERENCES 

 

[1]   I. Tomčíková, Modelling of magnetic field of elastomagnetic sensor of 

pressure force (in Slovak). In: Habilitate   thesis, Košice, 2009, 83 pages. 
[2]  I.  Tomčíková, D.  Špaldonová,    Elastomagnetic     Sensor     Field  

Determinati Using Matlab, Acta Electrotechnica et Informatica,Vol.. 

7,No. 3,  2007, pp. 74-77, ISSN 1335-8243. 

[3]   L. Haňka,  Electromagnetic Theory.  SNTL, Praha, 1982 

[4]   K. Zehnula, Sensors of  Non-electric Quantities. SNTL, Prague, 1977 

[5] D.Mayer, B. Ulrych, M.Škopek, Solution    of electromagnetic fields        

using modern software products, Journal EE, Vol. 7, 2001, No.1., No.2. 
 [6] J. Vojtko,  et al., Utilization  of   Elastomagnetic effect  in  Force and 

torque measurements. Proceedings of the 2nd Conference, MWT TU FEI 

Košice, 2004. 

[7]   A. Hodulíková, Measurement of Force Using Elastomagnetic Effect, 5th  

        PhD.Student Conference, TU FEI Košice, 2005. 

[8]   I. Tomčíková, D. Kováč , I. Kováčová, Stress field distribution in 

magnetoelastic pressure force sensor. In :   Communications, no.1, 2010, 

pp. 16-19. 

 

 

 
 

14

85



SCYR 2011 - 11th Scientific Conference of Young Researchers – FEI TU of Košice 

Electromagnetic engraving tool and its application 
 1Mišél BATMEND, 2František BANÍK 

1
Dept. of Electrical Engineering and Mechatronics, FEI TU of Košice, Slovak Republic 
2
Dept. of Electrical Engineering and Mechatronics, FEI TU of Košice, Slovak Republic 

 

1
misel.batmend@tuke.sk, 

2
frantisek@banik.sk  

 

Abstract—The proposed paper describes the principles of 

construction of an electromagnetic diamond percussion tool used 

for stone engraving. The tool foundation is an electrically driven 

pointed diamond engraving by hammering on solid, polished 

surfaces. The paper includes measurements of tool prototype, 

describing its basic features and potential applications. Finally, 

the fundamental image processing methods, necessary for 

achieving satisfactory results using said tool, are introduced. All 

the methods are experimentally examined. 

 

Keywords—percussion tool, headstone engraving, photo 

etching  

 

I. INTRODUCTION 

Nowadays, a majority of headstone portraits is handmade, 

although machine engraving becomes trendy. The machines 

are XY CNC plotters using either laser tool [1], or milling 

cutter [2]. The proposed tool demonstrates another way of 

engraving, relating mostly to methods and tools used for 

handmade portraits. The handheld tool is usually machine of 

the type in which alternating electric current is used to bring 

about the vibratory movement of sharply pointed cutter used 

for engraving (see [3]). Control of single stroke of the cutter is 

impossible due to the method of driving of actuating solenoid. 

This would be useless in terms of handheld tools, but when 

attempting to use such tool connected to CNC plotter, it turns 

out to be crucial. Controlling of single strokes allows the 

plotter to build up a mosaic of dots representing picture or 

portrait based on black & white model image. 

When driving the solenoid by buck-boost converter, the 

duration of striking and recovering of tool to its original 

position can be easily changed. Also the magnitude of current 

fed to the solenoid can be adjusted. Experimenting with these 

parameters, rather optimal functionality of the tool can be 

obtained. 

II. ENGRAVING TOOL DESIGN 

A. Mechanical properties of the tool 

The tool (Fig. 1) compounds of plunger core actuatable by 

solenoid to conduct the striking operation and a set of spring 

members to recover the plunger core back to the original 

position. The lower end of plunger core is equipped with 

pointed diamond. 

 

 
 

The A spring recovers the plunger core after striking 

operation, the B spring serves for dumping the back stroke of 

core while recovering. Moreover, when properly timed, it 

raises the energy of following stroke. The spring rates are 

related as follows: 

 

�� > ��          (1) 

 

B. Dynamic properties of the tool 

 

Feeding the electric current into the solenoid upraises a 

magnetic field which causes the ferrite plunger core to slide 

into the hole in center of solenoid. Core together with 

diamond is forced to make a vertical movement. If a polished 

stone desk is put into specific distance, the diamond will hit 

the desk which will cause disruption of polished surface. This 

disruption usually appears as a brighter dot on a darker stone. 

In this state, the plunger core is in its lowest position, whilst 

the diamond is touching the desk. The A spring is pressed (see 

Fig.2 time t=0,1s). 

Interrupting the current flow in solenoid will cause the 

magnetic field to disappear. The A spring will recover the 

plunger core to its original (or zero) position. The moment of 

inertia of core together with set of springs A and B will cause 

the overshoot and oscillation around the original position. 

Finally the core will reach its steady state, when the forces of 

both springs equalize. Fig. 2 depicts the plot of position of 

diamond tip performing one stroke. 

 
Fig. 1 Percussion tool:  A – upper spring, B – lower spring, C – solenoid, D 

– plunger core, E – pointed diamond 
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The plot was captured by measuring on prototype tool, 

constructed according to Fig. 1. As a position measuring 

device, a linear quadrature sensor detecting 25 impulses/mm 

was used. The time base sampling period was equal to 0,819 

ms. The sensor was attached to the plunger core in the way 

that its influence (additional mass) on measurement was 

minimized.  

As can be seen in a plot, after hitting the desk for the first 

time, the diamond tip will bounce off and hit the desk again. 

To disrupt the surface of the desk, energy of the first hit is 

decisive. Concerning the maximal frequency of strokes, it is 

sufficient to set the timing, so that the tip will hit the desk 

only once. The energy of bounce can be then used to help 

recover the plunger core into zero position (where x=0). With 

appropriate timing, the energy of overshooting core can be 

also added to following stroke. 

 

III. DYNAMIC ANALYSIS AND EXPERIMENTAL RESULTS 

 

To identify the tool maximal percussion frequency and its 

relation to magnitude of actuating force, set of measurements 

has been taken. Stroke frequency is relevant parameter, 

because it has significant influence on overall speed of 

engraving. One could presuppose that stronger force would 

allow the core to oscillate faster and vice versa. Adjusting of 

actuating force is feasible due to a buck – boost converter 

which is driving the solenoid. Such type of converter is 

suitable for this application because it allows faster 

demagnetization of coil compared to simple buck converter.  

 

 

 

The detailed schematic of converter is shown in Fig. 3. It 

includes pair of MOSFET transistors and diodes connected to 

solenoid represented by inductor and serial resistor. 

Transistors are driven by high and low side driver with 

bootstrap circuit. Since the converter is supplied by single 

voltage source (24V), secondary voltages necessary for driver 

and optocoupler operation (15V and 5.1V respectively) are 

derived using Zener diodes. The converter is driven by 

external pulse generator which is decoupled by pair of high-

speed optocouplers.  

The electromagnetic actuating force is proportional to 

current flowing trough solenoid. The current magnitude is set 

by modulating the solenoid voltage by PWM with carrier 

frequency of 10 kHz. Time of feeding and non-feeding of 

solenoid can be set as well. Adjusting these parameters, 

following measurements have been taken. 

Fig. 4 shows a measurement with voltage duty cycle d=0.5, 

and switching times ton=8ms and toff=9ms. The first two 

strokes have longer switching times (ton=30ms, toff=20ms) in 

order to define a full swing of diamond tip. 

Shortening of switching times, while using the same 

voltage duty cycle leads to strike irregularities (see Fig. 5). 

The tip does not reach the zero position before a following 

strike is actuated.  

Using a voltage duty cycle d=0.5 yields the maximum 

percussion frequency: 
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Increasing the voltage duty cycle leads to boosting the 

current flow through solenoid which concludes in rise of 

magnetic force actuating the plunger core. Thus the stroke on 

the stone desk is stronger. Therefore a diameter and depth of a 

bright dot increases. Fig. 6 depicts a measurement with 

voltage duty cycle d=0.7. 

When using the ton = 8ms and toff = 9ms, bouncing of the 

tool tip can be noticed (see Fig. 6). To avoid this effect, 

shortening of the on time to ton=7ms is necessary (see Fig. 7). 
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Fig. 3 Buck – boost converter, complete schematic 

 
Fig. 2 The diamond tip position during one stroke 

0 0.05 0.1 0.15 0.2 0.25
-1.5

-1

-0.5

0

0.5

1

t[s]

x
[m
m
]

14

87



SCYR 2011 - 11th Scientific Conference of Young Researchers – FEI TU of Košice 

 

 

 

 
 

 

Decreasing of voltage duty cycle leads to a softer stroke, 

which will show as smaller bright dot on the stone desk. 

When using parameters d = 0.3, ton = 8ms and toff = 11ms, the 

tool tip does not even reach the desk (Fig.8), because the on 

time is too short to let the tip get to the desk. Rising the on 

and off times solves the problem (Fig. 9). Hence, the strike 

frequency decreases: 

 

���.� =
�

��×����
= 33.33��      (3) 

 

 

 

 
 

 

To test the accuracy of set on and off times corresponding 

to particular voltage duty cycles, a simple image based on a 

model image (Fig.10 a) was engraved. The model image is an 

8 bit grayscale. The brightness rises from left to right starting 

with darkest finishing with brightest. The image was 

transformed to a binary black & white by conversion 

algorithm chosen according to [4]. The halftoning algorithm 

uses cluster dot dithering method, which was chosen from 

variety of halftoning methods as a most suitable for stone 

engraving. Subsequently, the image was engraved three times, 

each time with different voltage duty cycle and corresponding 

on and off times. After engraving, the image was daubed with 

a white paint, which settles in deeper dots and thus enhances a 

contrast between the image and the stone desk. 

 

 
Fig. 9 The diamond tip position. Strokes with duty cycle of 0.3. 

Decreasing of frequency leads to full swing of the tool tip, 
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Fig. 8 The diamond tip position. Strokes with duty cycle of 0.3. The 

actuating force is too small to let the tool tip get all the way to the stone 

desk. 
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Fig. 7 The diamond tip position. Strokes with duty cycle of 0.7. Bouncing 

can be prevented by increasing strike frequency. 
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Fig. 6 The diamond tip position. Strokes with duty cycle of 0.7. Lower 
frequency causes undesirable bouncing of diamond tip. 
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Fig. 5 The diamond tip position. Strokes with duty cycle of 0.5. Higher 
frequency causes irregular strokes. The plunger doesn’t reach its zero 

position before following stroke. 
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Fig. 4 The diamond tip position. Strokes with duty cycle of 0.5. 

Maximal frequency, no overlapping of strokes. 
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In Fig. 10 b) a softer stroke, actuated by smaller force 

(voltage duty cycle d = 0.3) was used. In Fig. 10 c) medium 

stroke was used (d = 0.5). Finally on Fig. 10 d) stronger stroke 

was used (d=0.7). Brightness levels of particular images are 

clearly distinguishable. The darkest image dots are so fine that 

no paint has settled in. In case (c), bright tones are brighter 

than in case (b). Transition from dark tones to bright ones is 

still smooth enough. In case (d), the bright tones are 

indisputable brightest. On the other hand, the dark-to-bright 

transition is rough and unsmooth. One can notice some kind 

of saturation in the bright tones before reaching a maximum 

brightness. This is caused by overlapping of single dots, since 

they are too big and create unified piece of white paint even in 

areas where certain amount of dark dots is expected. 

 

IV. CONCLUSION 

By detailed analysis and performed experiments with 

proposed tool we gained a good concept of application 

capabilities of the tool for engraving portraits into stone desks. 

We accomplished following conclusions: 

 

1. Size and depth of engraved dot depend mostly on stroke 
strength. There is only a small influence of duration of 

stroke on these properties. 

 

2. Duration of stroke should be considered mostly in terms 
of reaching the maximum frequency of strokes. 

 

Regarding the experiment with engraved image, one can 

conclude that contrast of engraved image could be enhanced 

by using variable stroke actuating force. To get as wide scale 

of tones as possible, the strongest stroke should be also used. 

Eliminating of bright tones saturation and smoothing of dark-

to-bright transition would be necessary. 

All the experiments were performed using constant distance 

of the tool tip from stone desk (approx. 1.3 mm). Reducing 

the distance yields increase in stroke frequency with trade-off 

of stronger stroke for the dot of the same size. Using distance 

1.3 mm is adequate also because the stone desk is not 

perfectly flat. 

 Considering the other tools for engraving, the proposed tool 

has simple construction and is also cheap. In contrary to 

milling cutter, it does not wear. When used as a XY plotter 

tool, the drawback is lower applicable resolution of engraved 

image (approx. 180dpi). This resolution constraint is 

introduced by size of the smallest engraved dot which refers 

to one image pixel. Laser machine resolution is at least 300 

dpi. 
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Fig. 10 Image engraved using different voltage duty cycles and on and off 
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Abstract—Ultra wideband (UWB) radar appears as the suit-
able technology for detection and tracking of people in critical
situations and environments. However such enviroments are in
many cases small areas (e.g. rooms) in which the phenomenon
of mutual shadowing between people can occur. In this paper,
the theoretical basis of the shadowing effect is presented. To
examine mutual shadowing in detail, the measuring campaign
with short range UWB radar was carried. Its preliminary results
are described and analyzed in this paper. They indicate the
approximative shape of the dead zones created by the shadowing
person. In the conclusion, the solution of this problem is briefly
discussed.

Keywords—UWB radar, shadowing effect, shadows, dead
zones, detection, tracking.

I. INTRODUCTION

In recent years the use of short range UWB radar is
becoming an attractive solution for the localization purposes.
The UWB radar system is the special type of radar and
can be used to detect and track moving targets in critical
environments with an advantage. One of the features of the
UWB radar systems is their use for the applications including
through wall and through fire detection and tracking of moving
targets during security operations, protection of reservoirs,
power plants and other critical infrastructures against to a
terrorist attack, detection of trapped people after an avalanche
or earthquake, etc. UWB radar emissions applied for these
scenarios are at a relatively low frequency (typically between
100 MHz and 5 GHz). Additionally, the fractional bandwidth
of the signal emitted by UWB radar is very large. The result
is a UWB radar with a fine resolution that also has an ability
to penetrate many common materials. Then, such devices
are able to detect moving person by measuring changes in
the impulse response of the environments [1]. In the above
outlined applications, a short range UWB radar (range up
to 20-25m) is usually applied. Therefore we can refer these
scenarios as short range tracking.

The problem of short range detection and tracking of
moving persons have been studied e.g. in [2], [3], [4], [5],
[6]. However, the problem of multiple human tracking in
real complex environment has been less well addressed. Our
experiments from different measurement campaigns with the
short range experimental UWB radar, which were dedicated
to detection and tracking of multiple moving persons showed
that the detection of multiple persons is met with difficulties
due to the phenomenon of shadowing.

The effect of shadowing have been described e.g. in [7],
[8], [9], and [10] where the shadow is defined as the absence

of radar illumination because of the presence of stationary
objects e.g. metal boards within the illuminating radar beam.
The shadows behind the obstacles are caused by reflection
of emitted radar signals from the obstacles. However in the
case of indoor measurement with UWB radar another type
of shadowing may occur. This type of shadowing is present
when the person is between the radar and the strong stationary
electromagnetic scatterer (i.e. the scatterer is in the person’s
shadow). If no target is present, the scatterer as the stationary
object appears as the background to the radar and it is
subtracted from all incoming raw radar signals. On the other
hand, if the person starts moving in front of the scatterer,
the reflection from it are not received by the radar but the
background subtraction algorithm still remembers them and
continues in their subtraction. This results in appearing of
strong reflections from the static scatterer in the radar signals
with subtracted background exactly in the observation time
instants during which the person shadowed it.

The third type of shadowing in through-wall radar appli-
cations occurs in the case when more people are moving in
a small area (e.g. room). If in such scenarios one or more
persons are close to the transmitting or receiving antennas and
the rest of them are far from the antennas, we found out that
the effect of mutual person shadowing will take place. This
phenomenon can be theoretically explained by the fact that due
to the frequency band employed by the UWB radar a person
moving nearby the radar antennas reflects and absorbs the
energy of electromagnetic waves emitted by the transmitting
antenna but only a negligible part of electromagnetic wave
energy is transmitted through the person body to a certain
region located behind the person where the second target
can be located. The similar effect can be identified, if the
person moving nearby the radar antennas is located between
the second target and receiving antenna which results in
that this person absorbs the energy of electromagnetic waves
reflected by the second target and hence, only a negligible part
of energy of electromagnetic waves reflected by the second
target can be received by the radar. The persons which create
the shadowing effect will be denoted as shadowing persons
hereinafter. The presence of such shadowing persons which
absorbs large portions of energy creates the dead zones where
radar practically cannot detect and track any of the persons
which are located within these zones.

According to our best knowledge, this type of mutual
shadowing effect has not been described and experimentally
confirmed for the purposes of detection and tracking of moving
people. The intention of this paper is to describe the exper-
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Fig. 1. The setup of UWB radar device in the school dining room for measurement of the shadowing effect, (a) view from behind of the radar device, (b)
view from behind of the area of interest, (c) the scheme of the area with the reference points.

iments which were dedicated to the problem of shadowing
effect and to confirm that one short range UWB radar is
usually not sufficient for detection and tracking of multiple
targets moving in the small area.

II. MEASURING CAMPAIGN

To qualitatively describe the effect of shadowing the mea-
surement campaign with specific scenarios had to be managed.
The measurements took place in the large room (school
dining room) without any additional obstacles to analyze this
phenomenon (Fig. 1). The scenarios were chosen in such a
way to examine the consequencies of the shadowing person
presence on detectability and trackability of the other people
in small area of interest.

There were five basic scenarios measured. Each scenario
consisted of varying number of the targets moving along
different predefined trajectories. We performed also additional
experiments with antenna polarization. The goal of these
experiments was to find out what effect has the polarization
of emitted signal on the quality of detection and tracking by
the UWB radar device. Concluding part of the measurement
campaign was realization of the measurements with different
vertical positions of the antennas. Each of the basic scenarios
was measured then with and without the shadowing person
utilizing vertical or horizontal polarization of antennas located
in the height of 15 or 75 cm. The shadowing person was
standing gradually in front of each antenna (i.e. three cases
for each basic scenario). The shape of the trajectories was
specific to analyze which parts of the trajectory the radar will
not be able to track and hence how large is the dead zone
behind the shadowing person.

The raw radar signals were acquired by the UWB
pseudo-noise radar using maximum-length-binary-sequence
(M-sequence) as the stimulus signal [11], [12]. The system
clock frequency of the experimental M-sequence UWB radar
is about 4.5 GHz, which results in the operational bandwidth
of about DC - 2.25 GHz. The M-sequence order emitted by
radar is 9, i.e. the impulse response covers 511 samples reg-
ularly spread over 114 ns. This corresponds to an observation
window of 114 ns leading to an unambiguous range of about
16 m. The radar device was equipped with one transmitting
antenna Tx and two receiving antennas Rx1, Rx2 (Fig. 1(a)).

III. PRELIMINARY EXPERIMENTAL RESULTS

To illustrate the mutual shadowing effect between people
moving in a small area on real radar signals, the following
experimental measurement was chosen. One person was mov-
ing in front of the radar system (Fig. 1(a)) along the trajectory
of shape ”S” through the reference points P1-P2-P3-P4-P5-
P6-P7-P8-P9 (Fig. 1(c)). The second person was standing in
the distance of 1 m in front of one of three antennas. In the
next the scenario, when the shadowing person was located in
front of transmitting antenna, is labeled as Scenario Tx and
in the case of person standing in front of one of the receiving
antennas, it is reffered as Scenario Rx1 and Scenario Rx2.
All three scenarios are compared to the basic scenario with
trajectory ”S” without presence of shadowing person.

The raw radar signals have been processed by the com-
plex signal processing procedure for multiple target scenarios
designed for short range UWB radar with one transmitting
and two receiving antennas proposed in [13]. It consists of
seven phases, namely background subtraction, weak signal
enhancement, detection, time of arrival (TOA) estimation,
wall effect compensation, localization and target tracking. For
the purposes of our experiment, the phase of weak signal
enhancement was omitted to analyze the whole undistored
impact of shadowing effect. As the measurement was done in
the free area, the wall effect compesation phase was omitted,
too.

The processing results of the basic scenario are shown
in Fig. 2(a)-2(c). The first two pictures have the form of
radargram - a two dimensional picture, in which the vertical
axis is related to the time propagation of the radar signal
(impulse response) and the horizontal axis is related to the
observation time. These radargrams represent the detector
output for antena Rx1 (Fig. 2(a)) and Rx2 (Fig. 2(b)). As we
can see from there, the radargrams are quite similar, only finely
time shifted, what results from small and symetrical distance
of the receiving antennas from the transmitting antenna (Fig.
1, Tx in the middle between Rx1 in the right and Rx2 in the
left). The detector output consists of binary data, where values
”1” (black points in Fig. 2(a)-2(b)) represent reflections from
moving targets. They create so called primary target trace.
In Fig. 2(a)-2(b), two such traces can be visualy recognised.
The first one, starting at propagation time instant of 20 ns
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Fig. 2. Preliminary experimental results. Basic scenario: (a) detector output from Rx1, (b) detector output from Rx2, (c) estimated target track; Scenario
Tx: (d) spatial representation of detector output from Rx1, (e) spatial representation of detector output from Rx2, (f) estimated target track; Scenario Rx1: (g)
spatial representation of detector output from Rx1, (h) spatial representation of detector output from Rx2, (i) estimated target track; Scenario Rx2: (j) spatial
representation of detector output from Rx1, (k) spatial representation of detector output from Rx2, (l) estimated target track.
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and finishing roughly at 65 ns, corresponds with reflections
from the person walking along trajectory ”S”. The second
discontinuous trace (around 90 ns) illustrates the shadowing of
a large static object by the moving person. In our case it was
the glass wall with furniture located around 13 m from the
radar system (Fig. 1). The final target track in Fig. 2(c) was
obtained by processing of the detector output by the methods
of TOA estimation, localization and tracking. It can be seen
from this picture that the final estimated track corresponds
quite well with the true target trajectory.

To more demonstratively evaluate the mutual shadowing
effect in scenarios with shadowing person, the following
transformation of radargrams from time domain to spatial
domain has been done. The detector outputs have been divided
according the reference points P1-P9 to the time intervals,
in which the person was moving from the point Pi to point
P(i+1) for i=1,2,...,8 (Fig. 2(a)-2(b)). In each time interval,
the quality of received reflections from moving target was
scored according the scale: strong reflections (red solid line in
spatial domain), weak reflections (red dashed line) and none
reflections (red dotted line). The pictures created in such a way
were complemented by the oval representation of shadowing
person with diameter of 50 cm. This enabled to outline the
expected shadow (dead zone) by utilization of the geometrical
optics methods.

The results for Scenario Tx are depicted in Fig. 2(d)-2(f). As
can be seen from the first two pictures, both antennas received
strong reflections from the target only when it was moving
in the vicinity or radar antenna system (positions P1-P3 and
partially P4). In the rest of trajectory, the received reflections
were weak or none. It resulted in incomplete estimation
of target track (Fig. 2(f)). Shadows outlined in Fig. 2(d)-
2(e) correspond well with measured radar data excepting the
interval between positions P5 and P6 scanned by the antenna
Rx1. Here we expected none reflections instead of received
weak.

The Scenario Rx1 is analyzed in Fig. 2(g)-2(i). In this
case, the reflections received by the antenna Rx1 are markedly
shadowed by the standing person (Fig. 2(g)). On the other
hand, the antenna Rx2 ”has seen” almost whole trajectory.
As the target locations are calculated based on combination
of data from both receiving antennas, the resulted track is
again very bad estimated (Fig. 2(i)). The outlined shadows
correspond very well with measured radar data.

The last case is Scenario Rx2 demonstrated in Fig. 2(j)-
2(l). Here the output from the antenna Rx1 was surprising
because Fig. 2(j) should be similar to Fig. 2(h). Instead of
this, the primary target trace was even stronger as in the basic
scenario without shadowing person. Fig 2(k) matched with
expectations. Almost whole trajectory was shadowed what
resulted in estimation only of a torso of the true target track
(Fig. 2(l)).

IV. CONCLUSION

The preliminary experimental results obtained by the pro-
cessing of real UWB radar signals have confirmed presence
of mutual shadowing effect between people moving in small
area. It was shown that a person situated in front of any of
the antennas markedly corrupts the final track estimations. The
shape of dead zones (shadows) was approximated based on the
methods of geometrical optics. In the most of analyzed cases,

this approximation has corresponded with the received radar
data. However the dead zone properties need to be examined
from different aspects. This is the main aim in the processing
of remaining scenarios of the described measuring campaign.

The solution of the outlined shadowing phenomenon seems
to be in the utilization of the UWB sensor network consisting
at least from two sensors located in different positions. Our
first results in this area indicate a perspective way for detection
and tracking of multiple targets (people) moving behind walls.
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Abstract — Harmonic potential field is one of the most using 
method for planning path of robots in space with obstacles. This 

method is mostly using for static space, what means that is 

known size of area, position of goal and position of obstacles. 

Method harmonic potential field belongs to methods of planning 

on grid. 
 

Keywords—potential, Dirichlet problem 

 

I. INTRODUCTION 

 

In recent years, we know several methods that are used for 

finding of d irect ion of robots in space. To this methods belong 

to for example Bug algorithms, exact planning, p lanning on 

grid and neuron networks. Using of particular method 

depends on criteria that chosen method must satisfy these 

criteria at solution of mission. In this paper is described in 

detail method harmonic potential field which belongs to 

planning on grid. 

 

II. METHOD HARMONIC POTENTIAL FIELD 

 

One of the most used method for planning path of robots in 

space is method potential field. As in introduction was 

considered, this method belongs to planning on grid. What 

exactly means planning on grid? Imagine the space where 

robot is moving. This space is divided on cells where every 

cell represents a certain part of this space and every cell has a 

certain evaluation. By this process is achieved that space is 

allocated on certain number of cells or sections what 

introduces the grid with a certain number of cells.  

 

A. Potential fields 

 

Potential fields are based on construction of virtual maps 

that are simulated a real space. This means that by potential 

levels is created virtual map of real space and this robot has at 

command for finding direction in space. Robot is moving by 

direction on the top what means that is moving in direction 

the highest of growth of potential.  

As we can see from name potential field, at this method is 

used potential. By potential create potential levels that are 

helpful at finding of robot direct ion that robot will arrived to 

the goal position. Cell that is represented start position has the 

lowest evaluation on grid. Cell that is represented goal 

position has the highest evaluation on grid. By this evaluation 

is reached that robot is moving on the top. In space can be 

obstacles so robot must be capable to avoid these obstacles. 

Therefore must be executed one condition that all obstacles 

must be convex. If this condition is not executed then robot 

can be stuck in local min imum. This means that robot arrives 

to the position that is not goal position and then is embedded 

in cycle. Local min imum is the basic weakness method 

potential fields. However, this problem is possible to solve 

using method harmonic potential fields where exists only one 

minimum, global min imum represented by goal position. 

[2],[3] 

Consider that method of potential fields is based on 

potential and potential levels, is needed define what is 

potential. Consider electrical potential. By analogy we can 

define method potential fields. 

Electrical potential is scalar physical quantity that is 

described potential energy of electrical unit charge in cons tant 

electrical field. Thence we can define potential between two 

points as quantity of work needed for transplantation of this 

electrical unit charge from one point to other. 

In accordance to [9] is apparently from defin ition that 

 

(1) 

where  is vector of electrical field intensity and  is orbital 

element. 

For 

 
and for 

 
dot product has form: 

 
      (2) 

For φ=φ(x,y,z) then we can express total differential dφ 

shaped: 

 
   (3) 

Equation (1) is possible re-write by equations (2) and (3) to 

the form: 
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(4) 

Thence on the basic of independence of parts x, y, z result 

parts of vector   in form: 

 
(5) 

Vector of electrical field intensity  is possible express 

shaped: 

 
(6) 

Using operator grad in Cartesian coordinate system we 

receive expression 

 
(7) 

what is possible write by equation (6) as  

 
           (8) 

where –grad φ  is vector in direction . 

 

Equation (8) enables determine electrical field intensity from 

known decomposition of electrical potential.  

By substitution from equation (1) and (8) is created relation 

 
(9) 

If orbital element   is perpendicular on vector  at once – 

and on grad φ, then potential will be constant and 

 
(10) 

Grad φ determines direct ion of the highest growth of potential 

φ. Absolute value of grad φ is equal to increase of potential 

per angstrom in d irection of vector -  . Positive electrical  

charge can move in direction from lower to higher levels by 

the instrumentality of electrical forces analogous to fallen 

body in field of attraction. 

By analogy we can described artificial potential field where 

in accordance to [1] is defined force field as negative gradient 

of potential that is associated to this field. Mathematical term 

of this formulat ion is: 

 
(11) 

If is running any process in this field, what means that is 

stabilized, then is valid expression: 

 
(12) 

By using equation (11) is obtained expression on form: 

 
(13) 

or 

 
(14) 

The last equation (14) constitutes Laplace`s equation that is 

described behavior of arb itrary stabilized potential field.  

 

B. Harmonic potential field 

 

Harmonic potential field is possible define in accordance to 

[4] as a function on the set Ω as follows: 

 
(15) 

with it that x belongs to the set Ω and 
2
 is Laplace`s 

operator. 

At method potential field is generated a virtual map of real 

space. Therefore is necessary to define bounds of space and 

bounds of obstacles. Border o f the set Ω is defined as border 

of all obstacles. What does it mean? Every bordered space has 

his bounds and for robot these bounds of space are obstacles 

essentially. Therefore is necessary to add bounds of space in 

the set of bounds of all obstacles. Then is necessary define 

goal position also. From this knowledge are created 

conditions that potential field must satisfy. These conditions 

are in form: 

1.  

2.  
The first condition determines value for bounds of all 

obstacles of space, where belong bounds of space also. The 

second condition determines value for goal position.  

At method harmonic potential field is needed to solve 

problem of partial differential equation of borderline values 

analogous to it is described in Dirichlet problem. Dirichlet 

problem is possible described as follows. All physical and 

technical problems that conduce to solving of Laplace`s 

equation are characterized that belong to borderline problems. 

Dirich let problem belongs to these borderline problems also. 

In Dirich let problem is imposed value of searched solution on 

boundary of set. At borderline problems is searched harmonic 

function. From principle of minimum and maximum results 

that Dirich let problem is clearly, what means that Dirichlet 

problem has only one solution and this solution continuously 

depends on borderline conditions. We need to have only one 

minimum, global min imum at method harmonic potential 

field. Therefore, in this case, is used Dirichlet problem for 

solution of partial differential equations. These knowledge 

have a big applied meaning for solution of borderline 

problems. 

By analogy form (11) is possible to determine relation for 

motion of robot in this potential field as follows: 

 
(16) 

what we can described then as 

                                   

(17) 

what is valid for two-dimensional system. 

 

C. Experiments 

 

By now we achieved some experimental results that are 

depicted on Figure 1, Figure 2 and Figure 3. We created the 

potential field that is simulated real space by using simulated 

software Student`s Quick Field. On the figures is depicted 

two-dimensional space without obstacles or with obstacles. 
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The goal position is only one minimum in this space. 

Therefore robot is always arrived to the goal position because 

his direction is every time controlled to this min imum from 

whatever position. Repulsive force has effect from both 

obstacles and bounds of space. Attractive force has effect to 

goal position. 

On figures is depicted goal position with red lines, blue 

lines are limited bounds of space and border obstacle. By the 

instrumentality of attractive and repulsive force is created grid 

because every cell of space has a certain evaluation, goal 

position has the biggest evaluation. From figures we can see 

that every arrow represent one cell of space so space with this 

arrows is represented grid. Every arrow has direction to the 

goal position and from both obstacles and bounds of space. 

 

 
Figure 1: Created potential field without obstacles using Student`s Quick 

Field 

 

 

 

 
Figure 2: Created potential field with one obstacle using Student`s Quick 

Field 

 

 
Figure 3: Created potential field with two obstacles using Student`s Quick 

Field 

 

III. CONCLUSION 

 

Method harmonic potential field is often used method for 

planning path of robots in space with obstacles. Mostly is 

used for static space what means that map of real space is 

known in advance. In this way were simulated our 

experiments where was known position of obstacles and 

position of goal. Harmonic potential fields are used for 

dynamic space also but it is lots more complicated. 
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Abstract — the paper describes the possibility of modeling 

supporting services in MODES. Synchronous model in which the 

two regulators are working is solved. Areas are connected by a 

single inter-tie line (Figure 1). Generator failure is simulated in 

the area. Load frequency control is monitored. Subsequently, the 

process of regulation is compared with different generator 

performance. 

 
Keywords — frequency, MODES, load frequency control, 

regulation  

 

 
Fig. 1.  Two modeled interconnected areas 

I. INTRODUCTION 

In complex interconnected power system are ongoing 

transition happens due to connecting and disconnecting loads 

and new sources to the system. For the stable operation of 

Power System (PS) is to be followed a power balance between 

production and consumption of electricity  

The role of the Transmission System Operator (TSO) is to 

ensure observe this power balance and ensure operability of 

PS. Stability ensures TSO with system services. Ancillary 

services providing system services are divided in terms of 

time, to 

 Primary active power control, 

 Secondary active power control, 

 Tertiary active power control, 

 Remote voltage control, 

 Start from blackout. 

 

Primary active power control (or primary control) maintains 

the balance between production and consumption of 

electricity. Primary control operates in synchronous area with 

the speed regulators or active power control facilities 

providing ancillary services. [3, 55] 

 Secondary active power control balances changes to the 

planned tie-line exchanges with respect to frequency. 

Secondary active power control maintains the balance between 

production and consumption of electricity within each control 

area, respectively controlled prime mover. Programs of 

international exchanges of electricity are taken into account. 

Secondary active power control (or secondary control) works 

without disrupting operations of primary control. 

 Example process solves primary and secondary power 

control operation at different generator preferences. [2] 

 

II. MODES 

A MODES is a package of programs to analyze the 

dynamic behavior of complex power system. It is designed for 

power system transient calculation. A MODES works as DOS 

application on Windows 95 and higher. Work with the 

program makes it easy user interface MODMAN [4]. 

Synchronous area consisting of two regulatory areas was 

modeled in MODES. Areas are connected within inter-tie line 

on the voltage level of 400 kV (line VED A-B). The 

parameters of inter-tie line are in Table 2. It is a 50 km long 

line formed by bundled conductors. Circuit of interconnected 

system is shown in Figure 1. 

Regulatory Area A is simplified to a single node to which 

supplies 75 generators of 200 MW. Regulatory Area B 

consists of 30 generators of 200 MW and B GEN source of 

200 MW (or 300 MW for the second case). System 

parameters are in Table 1. We monitor the regulatory process 

after failure of the generator BLOK B [1]. Table 3 shows the 

parameters of the units participating in the system. Value Nmin 

and Nmax are the regulatory range of the turbines. 

 
TABLE I AREAS PARAMETERS 

Name 

Frequency 

response 

char. 

Load 

power 

Generation 

power 

Installed 

capacity 

Number 

of 

sources 

OBL A 630 MW/Hz 13000 MW 13000 MW 15000 MW 75 

OBL B 250 MW/Hz 5000 MW 5000 MW 6000 MW 30 

 
TABLE II INTER-TIE LINE PARAMETERS 

Sending 

node 

Receive 

node 

R 

(Ω/km) 

X 

(Ω/km) 

B 

(μS/km) 

Conductor 

type 

Length 

(km) 

NODE 

A 

NODE 

B 
0,023 0,279 3,98 

3x450 

AlFe 
50 
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TABLE III GENERATOR PARAMETERS 

Generator 

name 
Node name 

Number of 

sources 

Source 

Sn (MVA) 

Turbine 

Nmin 

(MW) 

Turbine 

Nmax 

(MW) 

EKV A NODE A 75 - 100 200 

EKV B NODE B 0 - 100 200 

GEN B NODE B - 231 220 400 

 

In MODES is possible to specify a unit as a set of n - 

generators (units A EKV and EKV B) or as a separate source. 

If is source defined as individual, apparent power in MVA is 

entered. Apparent power should be converting through the 

generator power factor. In our case, the machine power factor 

is 0.866. Thus, apparent power generator is: 

 

MVA
P

S
N

N

N 231
866,0

200

cos
                             (1)               

 

Modeling activity of primary and secondary active power 

regulation will take place as follows. At t = 30 s is the case 

scenario set to disconnect the generator GEN B. Disconnect 

power supply causes imbalance in the area B. The frequency 

changes throughout the interconnected system. To frequency 

change response primary power control, this activates all 

sources in interconnected system. Secondary control active 

power continues independently of the primary control. 

Secondary control increases power resources in the system 

where there was a failure. We monitor compliance with the 

technical requirements for primary and secondary control 

power output regulation as defined in document [3]. Technical 

requirements defined by the TSO. Course of active power 

units, output of the turbine, the deviation from the nominal 

frequency of 50 Hz and the inter-tie line power flow within 

two cases is compared. 

Two cases are modeled. The first case considers the failure 

unit named GEN B, with a rated active power of 200 MW. In 

the second case, for comparison, unit GEN B has 300 MW 

rated power. The individual graphs always compare selected 

variables for both cases. Thus, it is possible to compare the 

process of primary and secondary active power control at a 

different power source generation outages. We also monitor 

the amount of deviation of frequency and time of regulation 

activity. Simulation time was set to 900 seconds, which is 15 

minutes. The sampling period is 1 second. 

 

 

III. REGULATION PROCESS 

A. Prime mover 

In Figure 2 the performance of prime movers participating 

to primary active power control in both areas are compared. 

Values are shown in per unit. Performances are compared for 

both cases. First case is failure of 200 MW units (blue 

waveforms). Second case is failure of 300 MW units (red 

waveforms).  We can monitor activity of the primary active 

power regulation on waveforms. Primary active power control 

should works in all controlled areas in interconnected system. 

Both turbines improve their performance. Figure 2 shows that 

the primary active power control is working properly. 

 

 
Fig. 2.  Turbine performance waveforms for both cases in per unit 

 

Secondary power control took over from the primary power 

control. The secondary active power regulation is involved 

only in areas where there has been a failure. In the work, of 

secondary power control the performance to block EKV A 

gradually decreases. Failure is the offset in the area where it 

occurred. In the Figure 2 is possible to compare the different 

waveforms activity in the regulation of generation outages 

with different sizes of power. 

B. Generators performance 

Figure 3 shows a plot with the course of active power sources 

in the interconnected system. Active performance supplied by 

generators depends on the power turbine. The Figure 3 shows 

a transition effect resulting from the disconnection of the 

source of active power. Waveforms shown in blue are values 

in case of failure of 200 MW units. Similarly, as the previous 

figure, waveforms in case of failure of 300 MW are red. In the 

first case (blue waveforms) we follow the smaller 

contributions of resources to compensate for the loss of power. 

Primary active power regulation works in both systems. 

Increase the output power generators to offset the power 

balance. The contribution of primary control is proportional to 

size failure. Secondary active power control works only in 

areas where there has been a failure. In our case it is the 

source named EKV B. active power is increased in power 

system where there has been a failure. Activity on the primary 

power control follows the secondary power control. Secondary 

power control must be activated no later than 30 seconds from 

the end of the fault and must work within 15 minutes. Figure 3 

shows the correct action of the secondary active power control 

in both referred cases. Primary active power control works 

also correctly. 
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Fig. 3.  Generators performance waveforms for both cases in per unit 

 

C. Frequency deviation and power balance 

Figure 4 shows a plot with system balance in the B power 

system and the frequency deviation from the nominal value of 

50 Hz. Also, frequency deviation is shown in Figure 5 

separately. Frequency deviation waveforms are shown in per 

cent. Again, both cases are compared. Failure on the source of 

200 MW is again shown in blue. The second case is shown in 

red. Since the areas are interconnected within only one inter-

tie line the balance value is the same as the power delivered by 

inter-tie line VED A-B. In the time from zero to 30 seconds, 

we can observe zero transmitted power. This means that in 

both areas before the disturbance was maintained power 

balance and inter-tie line was transferring no power. 

At the time of failure will sharply increase the transmitted 

power. It also dramatically changes the frequency offset, the 

maximum value is referred to as dynamic deviation. Primary 

power control responds to the frequency deviation and 

increase sources performance. Size of power transmitted 

trough inter-tie line is equal to the contribution of primary 

sources participating in the of regulation power in system A. 

Resulting deviation of the frequency offset secondary power 

control. Action in the secondary power control, system B 

(where was a failure) reduces the transmitted power to zero.  

The frequency deviation is also reduced. Comparing both 

cases, we can follow a different intensity of action of 

regulation. Frequency deviation is more significant after a 

failure generator with more power. In 300 MW unit fail is 

secondary active power regulation more significant and action 

time is longer than in case of 200 MW power supply failure. 

 

 
Fig. 4.  Power balance waveform for both cases shown in per unit 

 The controller does not work exactly. The controller 

increases the power of the source of value needed to achieve 

power balance. But the compensation frequency deviation 

occurs in the required time limit 15 minutes (900 seconds) 

 

 
Fig. 5.  Frequency deviation waveforms for both cases shown in per cent 

 

IV. CONCLUSION 

The process of primary and secondary power control 

depends on the size of the power outage. Primary power 

control responds only to change the frequency deviation. The 

frequency change is directly dependent on changes in power 

generators or sources. Since then, it depends on the action the 

secondary power control. Time operation performance of 

secondary power control regulation is dependent on the size of 

the frequency deviation which remains after the action of the 

primary power control regulation. Controller parameters were 

the same in both cases. Performance indicator system is 

unchanged, and therefore compensation of the frequency from 

secondary power control has the same course with an 

equivalent delay. Frequency deviation values are significantly 

larger than the deviation which would lead to failure in the 

real interconnected system. It is caused by a model in which 

only two power systems are interconnected. The aim of 

simulation was to show the dependence of frequency 

variations when changing the active power. The frequency and 

power control worked basically correct. 
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Abstract— Free-space optical (FSO) links offer gigabit per 

second data rates and low system complexity, but suffer from 

atmospheric loss due to fog and scintillation. Radio-frequency 

(RF) links have lower data rates, but are relatively insensitive to 

weather conditions. Hybrid FSO/RF links combines the 

advantages of both links. This article describes the challenges of 

FSO/RF hybrid system, the impact of environment on this system 

and the effectiveness of these hybrid systems. 

 
Keywords— Free-space optical (FSO), Hybrid FSO system, 

Optical wireless, Hybrid network. 

I. INTRODUCTION 

For last 10-15 years Free Space Optics (FSO) has become 
from an experimental laser technology to a viable, high-
bandwidth wireless alternative to fiber optic cabling [2]. The 
primary advantages of FSO over fiber cable communications 
systems are its easy installation, rapid deployment time and 
significant cost savings. The disadvantage of FSO systems 
over fiber systems is variable laser power attenuation through 
the atmosphere which it is very dependent on weather. The 
atmosphere absorption significantly limits the distance at 
which FSO system should be deployed with projected factor 
of reliability. The FSO system integrators use historical 
weather data that are usually collected at airports to predict the 
link availability as a function of distance. These weather data 
provide a good indication of the reasonable link distances for 
FSO systems in a particular geographical area. FSO link 
distances can vary greatly from desert areas to heavy-fog big 
cities, ocean foggy areas. Another factor in determining FSO 
link distance limitations is the link availability expectation of 
the application. 

For enterprise applications, link availability requirements  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

are generally 99,9% or greater [2,3]. This allows for relatively 
longer FSO link ranges, based on the weather prediction. The 
enterprise market is where the majority of FSO systems have 
been deployed. For carrier-class the FSO links availability is 
generally considered to be 99.999% (5 nines) [2].  

Thus for telecommunication applications, they have to 
meet much higher availability requirements than for enterprise 
ones. The carriers and ISPs are another potential large user of 
high-bandwidth FSO systems, either for wireless backhaul or 
last-mile access applications. One such of solution is back-up 
FSO link with RF link which maintains a connection. This 
paper describes the FSO/RF system that can maintain the 
required reliability [2].  

II. THE HYBRID FSO/RF SYSTEM 

A. Description of system 

The experimental system is designed to make use of the 

best features of two transport mediums, laser light and radio 

waves to form a single, high available, seamless wireless 

communication link between the two campuses. As shown in 

Fig. 1, the system comprises three subsystems namely, the 

laser link, a switch and the RF link at each end. 

Under normal operating conditions data is transmitted over 

the laser link where the laser link provides a 155 Mbps full 

duplex connection. The wavelength of the laser used is 1550 

nm. Other available wavelengths for FSO applications are 780 

nm and 850 nm near infrared spectrum. However, 1550 nm 

band, also the choice for the fiber optic telecommunication 

applications, is better suited for optical wireless. The main 

benefit of the 1550 nm band is the ability to transmit more 

power. The power density at 1550 nm band nearly 50 times 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 
Fig. 1.  Basic hybrid FSO/RF system architecture 
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that at 780 nm and is still safe for the human eye. Since, more 

power means better ability to overcome atmospheric 

attenuation, the 1550 nm band has been chosen [1]. 

Despite the more power, in heavy attenuation the laser 

signal might still get degraded. The signal level at the receiver 

gets checked every 5 seconds and when the received signal 

level falls below a certain threshold, the laser stops 

transmitting data to the switch. As soon as the degradation at 

the signal level is detected, the switch automatically switches 

over to the RF link, which is waiting as a hot stand-by.  

Thus, despite the reduction in the bandwidth, the link 

remains available. The RF link operates at 2.4 GHz linking the 

two terminals at 11 Mbps. After the switchover has happened 

the RF link stays as the primary link until the received signal 

level goes over a higher threshold, indicating a solid 

connection on the laser link can be re-established. When the 

increased signal level is detected the switch switches back to 

the laser link.  

B. Design considerations 

The system has been designed to communicate through the 

FSO link unless the performance of the FSO is degraded due 

to adverse weather conditions. When the degradation occurs 

and the quality of the communication reduces the system 

switches over to the RF link via a switch. A threshold level on 

the received laser power must be determined for a seamless 

switchover to the RF link. In threshold level calculations, the 

gains and losses of optical components have been neglected 

and a 3 dB margin has been added on top of the calculated 

level instead in order to account for then neglected optical 

component losses. Even when the system switches to the 

radio, the received power level is still monitored for a quick 

recovery of the laser link so that a much higher bandwidth 

could be utilized. However, the system does not switch back 

over to the laser link even when the FSO-to-RF switchover 

threshold power level is achieved again. In fact, the power 

level to go back on the FSO is higher than the FSO-to-RF 

threshold. The reason for having two different switchover 

thresholds (a higher one for switching back to the laser from 

the radio than the one to switch from the laser to the radio) is 

to reduce the switchover frequency and prevent the system 

switching back and forth constantly [1].  

C. Path reconfiguration 

A switching process occurs as a result of loss of an active 

link caused by one or more of reasons, e.g. loss of line-of-

sight, atmospheric conditions, or device failure. During such 

an event, the next path is chosen, and, data are re-routed. This 

section details describe the path reconfiguration Pro 

algorithm. The transmitter broadcasts data through FSO using 

the direct path with the highest priority. In case of a link loss 

during data transfer or when the received signal level falls 

below a certain threshold, the laser stops transmitting data and 

switch on RF path. The transmitter continues data transfer 

through RF path. This is how an alternate path is chosen. 

Fig. 2 shows detailed of description algorithm. It should be 

noted that the network attempts to transmit data using FSO as 

long as possible. However, this is not possible if none of the 

FSO paths formulated in the topology discovery process are 

available. In the absence of a FSO link, data transmission 

occurs through the direct RF path between the transmitter and 

receiver. Clearly, the consequence of switching to the RF 

network occurs only after all FSO paths are attempted and 

unavailable [3]. 

 

 

 
 

 

 

III. CONCLUSION 

FSO is the most promising candidate among different 

communication technologies when a high data rate link is 

required for a particular terrestrial and ground-space 

application thanks to its notable prime advantages. Despite its 

major advantages, this access technology suffers from severe 

availability and reliability challenges mainly due to different 

weather effects like fog, rain, snow and clouds in the earth 

atmosphere. Hybrid network, a combination of FSO main link 

and radio frequency back up link, is a viable solution to 

overcome the atmospheric attenuations. This paper presented 

an experimental hybrid FSO/RF communication system. 
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Abstract — Based on the analysis of existing methods for 

determining the vibration power of the electrical machine, the 

method of analytical calculation of the vibration power has 

been suggested. It is based on the algorithm of the discrete 

convolution of two series that are represented as vectors of 

the vibration velocity and acceleration. It is shown that the 

vibration power of the induction motor (IM) may consume a 

significant portion of active power, it should be considered 

during technical diagnostics. 

 

Keywords – vibration-power, vibration, vibration 

monitoring. 

I. INTRODUCTION 

Energy conversion in electrical machines and 

technological mechanisms is invariably associated with 

variable forces and moments causing the vibration. When 

there is some damage in the electric machine, the vibration 

level rises. Losses caused by the increase in the vibration 

power make an effect on the total loss of consumed power, 

as they are a part of the overall energy balance of the 

engine. 

The spectral and phase characteristics of vibration 

displacement, vibration velocity and vibration acceleration 

are separately used for analysis of vibration. They do not 

show the distribution of energy flows in the tested object. 

The investigation of the vibration power of the 

electromechanical system makes it possible to analyze the 

distribution of these flows in the time and frequency 

domain [1]. 

The vibration power should be considered as a main 

characteristic in the evaluation of the machine vibration 

activity in the specified operating conditions.  

The results of measurements of outcomes vibration-

power can be used for:  

- identification and comparison of vibration activity of 

machines of various designs, the mass and dimensions in 

specific operating conditions;  

- development of technical requirements for permissible 

levels of machine vibration;  

- development of solutions for machine vibration 

monitoring and its procedure;  

- solving the problems of  the diagnostics of machines 

vibration acoustic and vibration acoustic protection;  

- development of measures for reducing the vibration 

activity  of machines and increasing the effectiveness of 

vibration acoustic protection of machines [2], [3]. 

II. ANALYSIS OF EXISTING METHODS CALCULATION OF 

VIBRATION POWER 

Existing approaches to measuring and calculating the 

vibration power are described in the publications [2]-[4]. 

Instant vibration-power is obtained on the basis of 

vibration velocity and vibration acceleration signals, 

measured in the desired direction. In general case, the 

instantaneous vibration-power calculated as follows: 

( ) ( ) ( )v vp t v t f t , W (1) 

( )vv t  - instantaneous value of the vibration velocity along 

one of the three axes, mm/s; ( )f t  - instantaneous value of 

force directed at one of the axes, N. 

In [2], [3] a method of indirect measurements of 

vibration power is described. The power is determined 

according to the analysis of the joint spectra of vibrations 

on the input and output of vibration isolator, and on the 

basis of information about the mechanical resistances of 

machine vibration isolators. 

21
( ) ( ) ( )lim

0 1
v v

t
n np t f t v t dt

tt t

, (2) 

Δt = t2-t1 - the time interval over which the averaging is 

performed, n - number of the vibration isolator. 

In [4] the calculation of vibration power is based on the 

following expression: 

( ) ( ) ( )v v v rp t v t a t m , (3) 

( )va t  - the instantaneous vibration acceleration along one 

of the three axes, m/s
2
; rm ,- reduced mass, kg. 

The advantage of this method is in no need for force 

sensors, only the vibration sensor is used. Only one 

parameter is directly measured: vibration velocity or 

acceleration. The second parameter is calculated by the 

indirect method based on the integration or differentiation 

of the original signal in time: 

v ( ) ( )vv t a t dt ; (4) 

( )
( ) v

v

dv t
a t

dt
. (5) 
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To convert the acceleration into the velocity, the 

integration should be applied. It requires more complex 

equipment that results in additional errors. Moreover, the 

measurement accuracy of low-frequency vibration may 

decrease due to the fact that these measurements are 

carried out near the lower scope of resolving ability of 

devices that inevitably leads to distortion of the results [2].  

Based on the analysis we suggest developing a new 

method for measuring and calculating the vibration power, 

where lacks of existing methods are taken into account. 

III. MATHEMATICAL APPARATUS OF CALCULATING 

VIBRATION-POWER 

A. Calculation of harmonic components of vibration velocity 

As mentioned above, the most rational way to 

determine the vibration power is a technique in which 

only one of vibration parameters are measured directly. 

Since the most frequently used instruments for measuring 

the vibration is the accelerometer, then the vibration 

acceleration can be used as a directly measured signal. 

The errors of instantaneous vibration velocity 

calculation can be avoided if instead of the instantaneous 

value we use the harmonic composition of the vibration 

acceleration. In this connection the operation of 

integration is replaced by the calculation of harmonic 

components of vibration velocity VV k across the harmonic 

components of vibration acceleration VA k : 

/ 2

V

V

A k
V k k T

, mm/s, (6) 

T  - time interval at which the signal is analyzed, s; k  - 

number of harmonics in the expansion of acceleration 

signal in a Fourier series 

B. Determination of complete instantaneous vibration-power 

From Newton's second law, the expression for calculating 

the total vibration power is as follows:  

r rV V VP m A m g Vk k k , (7) 

rm  – Reduced mass, kg; g  - Free fall acceleration, m/s
2
. 

In addition to the dynamic component of the vibration 

power transmitted to the supports, the method of determining 

which is described in [2]-[4], there is a static component 

rV st VP m gVk k , caused by the machine weight effect on the 

supports. It should be taken into account. 

C.  Algorithm for calculating the instantaneous components 

of vibration-power 

To calculate the instantaneous vibration power, based on 

orthogonal harmonic components of vibration velocity and 

vibration acceleration we use the algorithm [5], [6], which 

is based on the theorem of convolution of the discrete 

series. The algorithm is implemented in the MathCad 

0

: ,

for m 0,1..M

Pm
for k 0..N

P P ReI Re U -ImI Im U if m-k 0m m k m-k k m-k
P P +ReI ReU +ReI ReU +ImI ImU +ImI ImU otherwisem m k k k-m k k-m km-k m-k

Pà Pm
P if m=0m

Pm
P if m>0m

2

P

2

 

 

:

for m 0,1..M

P 0m
for k 0..N

P P +ImV ReA +ReV ImA if m-k 0m m k m-k k m-k
P P +ImV ReA +-ImV ×ReA +ReV ImA +-ReV ImA otherwisem m k k-m k k k k-mm-k m-k

P Pb m
P if m=0m

2
Pm

P if m>0m
2

P

, 

Pa - cosine component of the instantaneous vibration-power; Pb - sine component of the instantaneous  vibration-power; 

ReAk, ReVk - cosine components of the vibration acceleration and  velocity; ImAk, ImVk - sine components of the vibration 

acceleration and  velocity;  

N, M - quantity of harmonics of the vibration acceleration and velocity, respectively; m, n -  number of harmonic of the 

vibration acceleration and velocity. 
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package using the symbolic computation subsystem. 

IV. EXPERIMENTAL RESEARCH 

A. Experimental conditions 

For the numerical analysis of electric engine vibration power 

by the proposed method the experimental studies of vibration 

signals were carried for MF-11-16 -type engine with the 

parameters of Pn = 1.4 kW, In = 9.3 A, n = 886 rpm, m = 70 

kg [7].  

The table 1 shows the most typical experiences at work IM 

from the symmetric (K(unsymmetry) = 1,1%) and asymmetric 

(K(unsymmetry) = 20,8%) power supplies. The analysis is 

performed by three spatial axes (X, Y, Z). The assessment of 

vibration power is conducted by the parameter of RMS for 

four frequency ranges: 12.5-87.5 Hz - low-frequency 

vibration, 87.5-400 Hz and 400-1000 Hz - vibration in central 

frequency band 1000-3000 Hz - high frequency vibration, and 

for the entire frequency range (Table 1). Such a separation is 

necessary because the reasons causing the increase in 

vibration on these frequency ranges are of different nature.  

B. Results of experiments 

The study of electromagnetic and mechanical vibrations for 

these modes shows that the asymmetry of power supply 

appears when levels of vibration acceleration, vibration 

velocity, vibration power and consumption power are 

increased, especially it is typical for the axial direction (axis 

Z). 

During the study of the vibration power spectrum formation, 

the calculations were carried out by the full spectra and 

selected, the most important, components of the spectra of 

vibration velocity and vibration acceleration. When comparing 

the spectra of original and recalculated vibration power, it has 

been found that in the first case, RMS = 50,63W, and in the 

second - RMS = 34.325 W.  

These results show that the vibration power RMS is 

significantly affected with the intermediate, not major, 

harmonic components of vibration acceleration and vibration 

velocity. The analysis of experimental data shows that for IM 

symmetric mode the total vibration power RMS by three axis 

is 79,37 W, ie 8.2% of the average three-phase power 

consumption. For the asymmetric mode the total effective 

vibration-power 114,1 W, ie 3,55 % of the average power 

consumption. With respect to the nominal electric power of 

IM, the total effective vibration power is 5,67% and 8,16% 

respectively for symmetric and asymmetric modes.

 

TABLE I 

RESULTS OF EXPERIMENTS 

Symmetrical mode 

R
M

S
 

Vv, mm/s av, m/s
2 

Pv, W 

12.5-

87.5 

Гц 

87.5-

400 

Гц 

400-

1000 

Гц 

12.5-

1000 

Гц 

12.5-

87.5 

Гц 

87.5-

400 

Гц 

400-

1000 

Гц 

12.5-

1000 

Гц 

12.5-

87.5 Гц 

87.5-

400 

Гц 

400-

1000

Гц 

1000-

3000

Гц 

Peф 

X 32.81 2.738 3.174 33.08 5.131 2.561 13.61 14.77 9.539 4.505 23.55 5.747 26.44 

Y 46.73 1.993 1.666 46.79 4.995 2.685 7.121 9.731 9.569 6.7 17.2 15.58 26.03 

Z 53.47 2.672 1.402 53.55 6.217 4.086 5.757 9.407 17.114 11.14 15.72 7.529 26.89 

Р, W 

P31.25  P50 P100 P200 P300 P0 Pэф 

18.64 27.95 143.55 13.57 150.94 935.56 244.47 

Asymmetrical mode 

R
M

S
 

Vv, mm/s av, m/s
2 

Pv, W 

12.5-

87.5 

Гц 

87.5-

400 

Гц 

400-

1000 

Гц 

12.5-

1000 

Гц 

12.5-

87.5 

Гц 

87.5-

400 

Гц 

400-

1000 

Гц 

12.5-

1000 

Гц 

12.5-

87.5 Гц 

87.5-

400 

Гц 

400-

1000

Гц 

1000-

3000

Гц 

Peф 

X 13.28 6.765 5.602 15.89 2.814 9.489 23.44 25.36 3.126 9.428 19.23 8.52 23.21 

Y 14.27 6.663 5.972 16.77 2.487 13.43 22.86 26.33 4.012 14.00 19.84 16.40 29.45 

Z 16.36 28.49 5.179 33.11 3.459 26.89 18.07 31.66 16.283 42.70 39.00 13.30 61.43 

Р. W 

P15.625 P50 P100 P200 P300 P0 Pэф 

26.105 48.48 2.04·10
3
 389.59 195.56 3.21·10

3
 2.14·10

3
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Fig. 1  Spectrum of vibration acceleration along the Z axis with phase unbalance 

(—) - The original signal, (○) - basic harmonic components 
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Fig. 2  Spectrum of vibration velocity along the Z axis with phase unbalance  

 (—) - The original signal, (○) - basic harmonic components  
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Fig. 3  Spectrum of vibration-power Z-axis with phase unbalance  

(—) - The original signal, (○) - basic harmonic components 

 

V. CONCLUSION 

The analysis of the data shows that the vibration power 

makes up a significant part of the IM power consumption that 

should be taken into account in the overall energy balance 

when performing engines diagnostics. The complex analysis 

of the IM power consumption, the power of heat losses in its 

components, and the vibration power make it possible to 

evaluate the distribution of energy flows of different physical 

nature. The developed method allows us to estimate the 

energy component of the vibration power for diagnostics and 

assessment of life time of IM mechanical components. 
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Abstract—Despite improving the quality of insulation, a 

sizeable proportion of failures of electrical machines coupled with 

the right insulation failure. To prevent such failures can be 

consistent adherence to operating parameters and improved 

maintenance. However, one of the phenomena, which have a 

dominant influence on the quality of insulation, can only affect 

the least. It is the aging of insulation, which is linked to 

degradation factors affecting the very structure of the insulator. 

By changing its properties, the stability of certain tolerances for 

the operation of electric machine is necessary.  

 

Keywords—insulation, partial discharges, slot, electrical 

machine. 

 

I. INTRODUCTION 

In terms of diagnosis is the most watched element of high 

voltage rotating machine stator winding insulation, which is 

exposed during operation of a combination of various stresses. 

This is especially the electrical and thermal stress, but in no 

small measure to isolate the active mechanical stress that is 

caused by vibration of the machine. All types of stress 

adversely affect the insulation system of stator windings [1]. 

In a high voltage electrical insulation of rotating machinery 

can be a small cavity filled with gas. In the manufacture of 

insulation systems is not always possible to avoid 

inhomogeneities (voids) in the dielectric. These cavities can 

arise, for example, in the production, degradation, isolation or 

as a consequence of large local electric stress. If we increase 

the voltage applied to a measured object, appear at a certain 

voltage in the cavities discharges having the characteristics of 

avalanche or small spark discharges. In areas with reduced 

electrical strength due to high intensity electric field in the 

insulation arise partial discharges [2].  

Partial discharges are the result of local concentration of 

electric stress in the insulation or on the surface of the 

insulation and create a current (voltage) pulses with duration 

of less than 1μs. These discharges represent a breakdown in 

gas-filled cavities. In other words, partial discharges bridge 

the distance between two electrodes only partially and the rest 

of isolation can withstand wide operating voltage [3]. 

Partial discharges in insulation systems of stator insulation 

occur most frequently in these locations: 

• in cavities in the copper coil and a major part of the 

insulation or cracks in the main insulation, which may be 

caused by delamination of the insulation system, called 

internal discharges, 

• between the protective conductive layer (which covers the 

surface coil placed in the slot) and the wall of the slot, called 

surface discharge, 

• at the output of coil from the slot due to inadequate 

management of the electric field semi conducting tape, called 

surface discharges at the outlet of the coil from the slot, 

• on the surface of the coil, which is stored in the slot, when 

the electric field along the surface exceeds a critical value, 

called surface discharges in the slot [4]. 

 

II. TEST SAMPLES AND MEASUREMENT METHODS 

To measure discharges activity were used high voltage coil 

(of induction motor with a rated output of 2.1 MW and the 

rated phase voltage of 3.6 kV) without semi conductive 

protection. The ends of the coils were connected with 

homogenization electrode. 

Three measurements were made each with a different type 

of grounding: 

a) The whole slot part of coil was wrapped with a 

conductive mesh (Fig.1.a) 

b) The whole slot part of coil was wrapped with aluminum 

foil (Fig.1.b) 

c) The slot part of coil was wrapped in four specific 

locations with aluminum foil with width of 5cm, and 

individual points were connected with electrically conductive 

mesh and routed to ground potential (Fig. 1.c).  

The measured object was hanging on isolation lane in a 

Faraday cage.  

For partial discharge measurement was used direct galvanic 

method. The measuring impedance is connected in parallel to 

the measured object. The advantage of this involvement lies in 

the fact that the breakdown of the measured object do not 

damage the meters. 

 

III. READINGS AND DISCUSSION  

To compare the measured results of all the measurements 

(from the voltage of the initial discharges to the associated 

nominal voltage of the coil for all three types of grounding) 

we have identified three voltage levels, for which we 

performed the evaluation (Table I, Table II, Table III.) 

- Initial voltage of partial discharges, 

- Nominal phase voltage of 3.6 kV, 

- Rated associated voltage 6kV.  
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Fig. 1.  Measurement of partial discharges in a variety of grounding, a.) 

ground through a conductive mesh, b) grounding by aluminum foil, c.) 

grounding by four points. 

 

A. Grounding of the slot part of the coil with conductive 

mesh 

Fig. 2 to 4 show the phase distribution of maximum 

apparent charge for the voltage levels of 3.4 kV, 3.6 kV and 6 

kV. The voltage of the initial discharges in this type of 

grounding (conductive mesh) was 3.4 kV. The maximum 

value of apparent charge at this voltage reached 800 pC (Fig. 

4) with a frequency of discharges of 0.02. Probably these 

discharges were the initial partial discharge, resulting in space 

between the mesh and insulation of the coil. 

At a voltage of 3.6 kV discharge activity rose to 1800 pC 

(Fig. 5) with a frequency of discharges of 0.12. These are the 

surface discharges, resulting in the output of coil of stator slot, 

where is the largest electric field intensity. 

The maximum value of apparent charge at a voltage of 6kV 

reached qmax = 20000pC (Fig. 6) with a frequency of discharge 

of 1.5. These are probably the surface discharge. 
TABLE I 

COIL GROUNDED THROUGH A CONDUCTIVE MESH  

 

 

 

 

 

 

 

 

 
 

Fig. 2.  Coil grounded through a conductive mesh at 3.4 kV 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3. Coil grounded through a conductive mesh at 3.6 kV 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Coil grounded through a conductive mesh at 6 kV 

 

B. Grounding of the slot part of the coil with aluminum foil 

Fig. 5 to 7 show the phase distribution of maximum 

apparent charge for the voltage levels 3kV, 3.6 kV and 6 kV. 

The voltage of the initial discharges in this type of grounding 

(aluminum foil) was 3 kV with the same frequency of 

discharge activity as before 0.02. The maximum value of 

apparent charge was 150 pC (Fig. 7). Discharges activity at 

this voltage level was unstable and gradually the discharges 

were decreasing.  

At a voltage of 3.6 kV maximum apparent charge was 1200 

pC (Fig. 8) with a frequency of discharges of 0.2. Compared 

with the previous case, the value of apparent charge is lower, 

the frequency of discharges increased. Discharges activity at 

this voltage level is represented by surface discharges. 

At a voltage of 6kV discharges activity rose to qmax = 

20000pC (Fig. 9). Even in this case it is only the surface 

discharge. 
TABLE II 

COIL GROUNDED THROUGH A ALUMINUM FOIL 

 
 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Coil grounded through aluminum foil at 3.4 kV 

 

 

 

 

 

 

 

U [kV] qmax [pC] Nstr [-] φ+ [°] φ- [°] 

3,4 800 0,02 40-70 230-260 
3,6 2000 0,12 30-70 220-300 
6 20000 1,5 20-80 210-310 

U [kV] qmax [pC] Nstr [-] φ+ [°] φ- [°] 

3,4 150 0,02 30-90 220-280 
3,6 1200 0,2 30-90 210-300 
6 20000 1,6 40-80 210-300 
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Fig. 6. Coil grounded through aluminum foil at 3.6 kV 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Coil grounded through aluminum foil at 6 kV 

 

C. Grounding of the slot part of the coil by four points 

Fig. 8 and 9 show the phase distribution of maximum 

apparent charge for the voltage levels of 3.6 kV and 6 kV. 

Coil which was grounded by the four points showed discharge 

activity with due of qmax = 1000 pC (Fig. 10) at a voltage level 

of 3.6. The frequency of discharges rose to 0.08. It is probably 

the surface discharge at the end of the conductive layer. 

The maximum value of apparent charge at a voltage level of 

6kV was qmax= 19000 pC (Fig. 11) with a frequency of 

discharges of 0.8. These are surface discharges.  
TABLE II 

COIL GROUNDED BY FOUR POINTS 

 
 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8. Coil grounded by four points at 3.6 kV 

 

 

 

 

 

 

 

 

 

 

 
Fig. 9. Coil grounded by four points at 6 kV 

 

 

 

 

IV. CONCLUSION 

On the Fig. 10 is graphically illustrated the dependence of 

the maximum value of apparent charge by voltage. Based on 

measured results (Fig. 10) for 6kV voltage level, it can be said 

that the maximum apparent charge by grounding through a 

conductive mesh and using the aluminum foil reached 20000 

pC. Grounding of the slot part of the coil by four points 

reached maximum apparent charge 19000 pC, the trend of 

increasing of the discharges activity was lower than at the 

other two types of ground (Fig. 12). Initial voltage for 

grounding through a conductive mesh was 3.4 kV, for 

grounding with aluminum foil was initial voltage 3kV and 

with the four points was initial voltage 3.6 kV. The advantages 

of measurement by the four points are higher levels of initial 

voltage, which affect the possible internal discharge activity in 

the studied coil and the lower value of the maximum apparent 

charge. When measured by the four points are not present in 

discharges, which occur between the foil respectively mesh 

and slot part of the coil. Finally this type of grounding reduced 

preparation time for measurement.  

 

 

 

 

 

 

 

 

 

 

 

Fig. 10. Dependence of the maximum value of apparent charge by voltage 
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U [kV] qmax [pC] Nstr [-] φ+ [°] φ- [°] 

3,6 1000 0,08 - 240-270 
6 18000 0,8 20-80 220-300 
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Abstract—This paper discusses the mesurement of the stator 

coil with semiconductive protection and without semiconductive 

protection using the Dielectric relaxation spectroscopy. Effect of 

the electrode system on the charging current was comparison. 

The Electrode systems was simulate the position the coil in the 

groove of stator (2 point and 4 point electrode system). The 

measurement were made with DRS. DRS is non-destructive DC  

method.    

 

Keywords—dielectric relaxation spectroscopy (DRS), rotating 

machine, insulation system, stator coil  

I. INTRODUCTION 

The Growing demand of electricity means of the electric 

power engineering, that on the highvoltage electric equipment 

are asked claims of the safety and the reliability. Especially is 

the safety and reliability claims on the electrical insulation 

system, because he is one of the most important part of the 

electrical machines.  By a [1] quarter of all failures are still 

related with the insulation systems.   

On the Insulation have the greatest influence aging of the 

insulation, by [2] is to 31%. The Dielectric relaxation 

spetroscopy (DRS) is one of the method to determining state 

of aging of insulation system. The DRS is non – destructive 

method and he is on the base on a wide range measurment in  

the time domaine and frequency domaine [3].      

II. INSULATION OF THE HIGH VOLTAGE ELECTRICAL ROTATING 

MACHINES 

Rotating electric machines are used to convert electricity 

into mechanical energy and vice versa, depending on whether 

they work as a motor or a generator.  

The asynchronous electrical machines are the most used 

electrical machines. Their power is from 100 W to hundreds 

kW. High-voltage insulation of stator force can be divided into 

[4]: 

 insulation of coil and bars, 

 spline section of isulation, 

 insulation headboard of winding. 

 

According to technology and mode of the binder we can 

divided insulation of high-voltage electrical machine to the 

two groups [5]: 

   

 

 

 

Resin-rich technology 

 

 It is a three component composite (glass fabric, mica paper 

and suitable binder from 30 to 40 percent). 

 This composite is in a form of tape and is reeled 

continuously or discontinuously. The hardening takes place at 

a given pressure and temperature (160-170°C for 1 hour). 

 

VPI technology 

 

Primary role in this technology has absorbent mica tape, 

which is saturated by impregnant.   

 The VPI consists of three components (glass fabric, mica tape and 

binder  7 %).  

 Coils are multiwrapped by the tape. The impregnation 

process begins by drying at temperature 100°C for 20 hours. 

Object is vacuumed and flushed with glaze and then is drying 

and hardening using hot air.  

 

  

 

 

 
Fig. 1.  Resin-rich structure [6].       

 
Fig. 2.  VPI structure [6].       
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III.  DIELECTRIC SPECTROSCOPY 

For the diagnostic of dielectric materials was developed 

some of diagnostic methods. DRS is one of these methods.  

It is a non-destructive method that is based on wide range of 

measurements in time and frequency domain and is included 

in area of Electrical Engineering, Physics, Chemistry and 

Material Engineering [7].  

 In general, properties of dielectrics can be characterized by 

the DC conductivity, relative permittivity and the dielectric 

response function.  

 Dielectric spectroscopy for the evaluation of the dielectric 

response in time domain use polarization and depolarization 

current and in the frequency domain use relative permittivity 

and loss number. DRS used these values for dielectric 

response evaluating. 

  

IV.   POLARIZATION AND DEPOLARIZATION CURRENT 

For Dielectric response measurement in time domaine,  

when a electric field tE which is generate by an external 

voltage tU  is applied on homogenous dielectric material, 

the current through the test object can by expresed as[8]: 

 

t

r dUtf
dt

d

dt

tdU
tUCti

0
0

0 .

(1) 

 

Wher 0C is the geometric capacitance of the test object, and  

is the conductivity. 0 and r represent the permittivity of 

free space and the relative permittivity. tf  is the dielectric 

response function. The current ti  is the summation of 

displacement current and conduction current. When the test 

object is an arrangement of several dielectric materials in 

series or in parallel , r  and tf  represent the composite 

conductivity, relative permitivity and dielectric response 

function of this heterogenous test object, respectively [9, 10].  

 As show in Figre 3, assuming that a dc steps voltage tU  

with the following characteristics is applied to a totally 

discharged test object.  

 

tt

ttU

t

tU

1

10

_0

0_

0_0

            (2) 

 

 When 0t , the current through the test object is zero and 

for time 10 tt the so called polarization current is 

generated due to the conductivity of the test object and the 

various polarization processes within the test object. The 

Polarization current can by written as [8]: 

 

tfUCtip

0

00             (3) 

 

 At time 1tt the external voltage is removed and the test 

object is short-circuited. According to the superposition 

principle, the depolarization current can by expressed as [8]:  

 

 cd TtftfUCti 00        (4) 

 

 cT which is from 0t to 1t represent the polarization 

duration time and dT  represent the depolarization duration 

time.  

V.   EXPERIMENT 

The object of measurement was comparison of two 

electrode systems with semiconductive protection and without 

semiconductive protection. All measurements was 12, because 

6 measurement was on coil with semicinductive protection (3 

measurements on 2 point electrode system and 3 measurement 

on 4 point electrode system) and other 6 measurement was on 

coil without semicodnuctive protection (the same number as 

for the semiconductive protection).  

The scheme of measurement is the same for both electrode 

systems (Fig.4).   

 

 

 

 
Fig. 3.  Principle of  polarization and depolarization currents measurement 

[8].       

 
Fig. 4.  Scheme of measurement.       
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Description of involment: 

 CX –measurements coil, 

 U – elekctrometer  KEITHLEY 617, 

 GPIB – bus, 

 PC – computer. 

 

Two point electrode system was measurement first (Obr.5), 

for the coil with semiconductive protection and for the coil 

withou semiconductive protection. Two piont electrode system 

was created from two conducting electrodes wound in the 

middle of the coil width 10cm ( 0,2cm). These electrodes 

was short-circuited and involved into the measurement circuit.     

The current dependence on time we see on the next graph 

(Fig.6-11) for the two point electrode system.   

 

 

 

 

 
Fig. 6 The Dependence of coil no.1 with semiconductive protection (2 point 

electrode system)       

 
Fig. 7 The Dependence of coil no.1 withou semiconductive protection (2 

point electrode system)       

 
Fig. 8 The Dependence of coil no.2 with semiconductive protection(2 point 

electrode system)       

 
Fig. 9 The Dependence of coil no.2 without semiconductive protection (2 

point electrode sysem)       

 
Fig. 10 The dependence of coil no.3 with semiconductive protection (2 

point electrode system)       

 
Fig. 11 The Dependence of coil no.3 without semiconductive protection (2 

point electrode system)       

 
Fig. 5.  Two point electrode system       
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We continue with the four point electrode system (Fig.12). 

The Electrode system of four point being four electrode 

wound on end of spline section of coil. Width of electrode is 

5cm ( 0,2cm).    

 We see on the next graphs (Fig.13-18) the current 

dependens on the time, for the four electrode system.  

   

 

 

The Next tables (Tab.1-6) show clearing comparison of 

dependence. These tables represent the current dependence for 

the two point and four point electode systems. We see in the 

tables time konstant and elementary current. 

 

 

 

 

 

 

 

 

 

    

 

 
Fig. 12 The Four point electrode system      

 
Fig. 13  The Dependence of coil no.1 with semiconductive protection (4 

point electrode system)           

 
Fig. 14  The Dependence of coil no.1 without semiconductive protection (4 

point electrode system)           

 
Fig. 15  The Dependence of coil no.2 with semiconductive protection (4 

point electrode system)           

 
Fig. 16  The dependence of coil no.2 without semiconductive protection (4 

point electrode system)           

 
Fig. 17  The Dependence of coil no.3 with semiconductive protection (4 point 

electrode system)           

 
Fig. 18  The Dependence of coil no.3 without semiconductive protection (4 

point electrode system)           
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Tab.1 Seven aproximation of coil no.1 with semiconductive 

protection 

7 approximation coil no.1 

2 points 4 points 

τi  (s) Imi (pA) τi  (s) Imi (pA) 

 0.14 306027 0.16 272650 

 0.56 34022   0.64 27822 

 2.20 8140   2.67 7728 

  7.95 2182  14.13 2382 

 27.96 1353  61.01 818 

135.38 499 527.08 411 

5145.07 870 45302.45 779 

 

Tab.2 Seven aproximation of coil no.2 with semiconductive 

protection 

7 approximation coil No.2 

2 points 4 points 

τi  (s) Imi (pA) τi  (s) Imi (pA) 

0.18 184587 0.17 240107 

  0.73 26414   0.74 24797 

  3.09 6832   2.97 7231 

 14.21 2687  13.08 2693 

 56.97 1170  47.17 1274 

305.98 448 237.48 451 

19329.82 811 7343.20 1080 

 

Tab.3 Seven aproximation of coil no.3 with semiconductive 

protection 

7 approximation coil No.3 

2 points 4 points 

τi  (s) Imi (pA) τi  (s) Imi (pA) 

0.15 263021 0.16 236960 

  0.67 30366   0.66 29830 

  3.09 7161   2.98 7349 

 15.65 2377  14.24 2015 

 60.61 901  66.62 490 

183.57 355 602.70 427 

3733.35 993 492835.83 798 

 

 

 

 

Tab.4 Seven aproximation of coil no.1 wihout semiconductive 

protection 

7 approximation coil no.1 

2 points 4 points 

τi  (s) Imi (pA) τi  (s) Imi (pA) 

 0.13 264686  0.16 189083 

  0.55 27013   0.69 21137 

  2.39 8565   2.67 6521 

 15.66 1583  14.30 1569 

 77.10 433  70.91 453 

721.60 74 603.43 79 

223305.13 321 265438.55 374 

 

Tab.5 Seven aproximation of coil no.2 wihout semiconductive 

protection 

7 approximation coil no.2 

2 points 4 points 

τi  (s) Imi (pA) τi  (s) Imi (pA) 

 0.18 178128  0.16 213311 

  0.73 21306   0.62 28804 

  2.92 6100   2.48 7456 

 14.57 1950  10.85 2365 

 52.86 617  38.42 955 

308.45 185 211.79 223 

1090906.64 310 1203291.63 483 

 

Tab.6 Seven aproximation of coil no.3 wihout semiconductive 

protection 

7 approximation coil no.3 

2 points 4 points 

τi  (s) Imi (pA) τi  (s) Imi (pA) 

0.16 187362   0.10 446756 

  0.54 25017   0.41 38590 

  2.14 7405   1.59 10570 

 10.47 2328   7.43 2404 

 53.53 733  32.38 1038 

325.78 107 195.00 209 

1676182.29 328 209529.38 294 
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VI. CONCLUSION 

The Results of this paper is comparison of two electrode 

systems on 6 kV coil with semiconductive an and without 

semiconductive protection. The Result were obtained by 

dielectric relaxation spectroscopy (DRS).  

The time constant and elementary current were obtained 

with measurement results. All measurement result are in the 

time domaine. The transform from time domaine into the 

frquecy domaine will by subject of the further researche.      
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Abstract—Insulation is one of the most important part of every 

electrotechnical equipment. There is a big constrain to develop 
new, more ecologically friendly electrotechnical materials for this 
purposes. There is one new trend in the liquid dielectrics field, 
concrete developing of electroinsulating oils based on vegetable 
base. This paper deals with comparison of silicone oil sample and 
colza oil sample due to resistance against corona..  
 

Keywords—Liquid insulant, vegetable oil, mineral oil, corona 
discharge. 
 

I. INTRODUCTION 

For the correct function of every power device, high voltage 
insulation has to resists the operation conditions. Due to the 
high values of operating voltage and the occasional extreme 
conditions, in the insulation of power devices a partial 
discharge can occur in the areas, where the inhomogeneity 
degree of the electric field is too high.  This discharge activity 
degrades insulation, creates the gas bubbles, the solid 
impurities and changes the chemical composition of the 
environs. This process could lead to gradual degradation, or 
even to the total destruction of insulation. In the laboratorial 
conditions it is possible to investigate this discharge using the 
electrode system point electrode – disk electrode, dipped into 
the insulating oil. This is the way how to investigate an 
influence of pollution of liquid dielectrics as well as an 
influence of the sharp shoulders, electrode borders and the 
other construction elements at the electric strength of various 
liquid dielectrics.  

The partial discharge, in the air known as corona, is referred 
to as streamer in the liquid dielectrics. Intensity of the 
discharge activity is closely associated with an ageing and 
damaging of the insulation. Because of that, it is necessary to 
understand to this process in order to be able to define a 
condition of the insulation.  

Corona discharge is discharge in heavy inhomogeneous 
electric field, which is caused by ionization of the liquid 
dielectric ambient a conductor. It occurs in the moment, when 
the potential gradient in the inhomogeneity area overreach a 
specific value, but electric strength of remaining part of the 
insulation is sufficiently high to resist the full breakdown of 
the whole insulation.   

Corona is process by which ions generated by the electric 
field cross from the areas with higher potential into the near 
areas with lower potential, or recombine and create neutral 

molecule. When potential gradient in the liquid dielectric is 
equally high, environs in this area become ionized and 
subsequently conductive. In strong electrical fields, 
conductivity of the liquid dielectrics depends on purity level, 
shape of the applied voltage, electrode system configuration, 
quality status of the surface of the electrodes and used material 
of the electrodes. In the very pure liquids, a dependence of 
electric field intensity on the current abounding in the 
interelectrode space has three areas. First area corresponds to 
the intensity value less than 10kVcm-1. In this area, a particles 
migration is affected by the basic Ohms law and the major task 
belongs to the ion and cataphoretic conductivity. The second 
area, in which the current shows just a little dependence on  
the electrical field intensity is called zone of saturation and 
corresponds to the intensity from 10kVcm-1 to 100 kVcm-1. In 
the last area where the electric field intensity is higher than 
100 kVcm-1, increasing of conductivity of the liquid causes the 
high dependence of abounding current on the increasing 
values of the electric field intensity.  

 Increasing of the liquid dielectric conductivity, could be 
caused by increasing of the charge carrier mobility. This is 
incured by increasing of voltage value and by enhancement of 
charge carrier concentration. Enhancement of charge carrier 
concentration in the electric fields with high intensity value 
may be brought on by the additional creation of ions following 
intensive dissociation of the molecules of liquid and foreign 
substance by a cold emission (emission by field), or by a 
thermo-ionic emission (schottky effect), which is facilitated by 
strong electric field – modification of a barrier, which the 
electrons have to overcome at escape from the metal, and  by 
collision ionization in the liquid capacity. 

II.  EXPERIMENT 

A. Measured sample and electrode configuration 

Point – disk electrode configuration was used for corona 
measuring. Corona was investigated in the two oil samples, 
concretely in silicone oil - Lukosiol M200 with viscosity of 
200mm2s-1 on 25°C and in vegetable colza oil with viscosity of 
62mm2s-1 on 25°C. Discharge activity was created on a spike 
of the point electrode, where the AC high voltage was applied.  

B. Measuring workspace arrangement 

 Concrete partial discharge measuring was made by direct 
method with serial connection of measuring impedance and 

Measuring of corona discharge in liquid 
dielectrics 
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coupling capacitor as shown on Fig. 2. The principle of this 
method is described in IEC 60270 standard. 

 

 
Fig. 1.  Diagram of partial discharges measuring circuit [1] 

 
Partial discharges emergent on measured object Cx in the 

form of current impulses are transformed to voltage impulses 
with the help of measuring impedance Z. These are processed 
by the measuring device MTE3 , which is able to receive and 
display partial discharges with various amplitudes in 
dependence on setting the value of sensing sensibility and 
allocate them to corresponding phase angle. Digital 
oscilloscope OSC saves scanned impulses into memory and 
works like an A/D converter. In the next step, data are sent 
into a personal computer, where they are compiled upon 
convenient calibration by a program (created in HP VEE 
environment). Its aim is to collect data and save them on a 
storage medium in an appropriate manner. Later, data are 
processed into the final form. 

 At last, measuring outputs were compiled into the φ, q, n 
graphs. Measured object CX consists from glass bank filled by 
measured sample of the liquid dielectric, the high voltage and 
grounded electrode (Fig. 2). 

 
Fig. 2.  Measured object  
1 – homogenizing electrode of the high voltage electrode feeding, 2 – supply 
of the high voltage electrode and a screw to set an interelectrode distance, 3 –  
fixative staples, 4 – high voltage electrode, 5 – sample of measured 
dielectrics, 6 – glass tank, 7 – disk electrode on the earth potential, 8 - 
homogenizing electrode of the electrode on the earth potential, 9 – insulating 
pad 
 

C. Measuring procedure 

Measured sample of liquid dielectric were poured into the 
glass bank so that the smallest quantity of air bubbles 
penetrate into the oil. After connecting of the measured object 
into the measuring circuit, there was setting interelectrode 
distance between point electrode and disk electrode in 35mm. 
There was applied the AC high voltage on the high voltage 
electrode, which was increased until first discharge occurs.  
After the discharge measuring for concrete voltage level, 

voltage value was increased by 1kV. Measuring was made for 
every voltage value up to 30kV. Measuring was made for 
interelectrode distances d = 20mm and 30mm too. Due to the 
large number of gained results, this work does not deal with 
these distances. 

III.  EVALUATION OF THE MEASUREMENT RESULTS 

The measuring results show different behavior of a creation 
and a progress of corona discharge in the air and in the liquid 
dielectric. In the liquid dielectric, ignition discharge occur in a 
positive half-wave of the applied harmonic voltage behind    
90° following the phase (in the area of 110°) (Fig. 3a). 
Increasing of applied voltage causes occurrence of discharge 
in a negative half-wave behind voltage amplitude (in the area 
of 290°) (Fig. 3b). Discharge amplitude is bigger in negative 
half – wave.  
With the increasing of the applied voltage, discharge activity 
expands following the phase in the direct of Umax. Intensity of 
discharge activity is very unstable and easily become extinct at 
lower voltage levels.  

 
Fig. 3. a.) φ, Q,N of discharge activity in Lukosiol, 7kV 
   b.) φ, Q,N of discharge activity in Lukosiol, 9kV 
 

 
Fig. 4. a)  φ, Q,N of discharge activity in Lukosiol, 26kV 

b) φ, Q,N of discharge activity in Lukosiol, 28kV 
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Fig. 5. a)  φ, Q,N of discharge activity in colza oil, 26kV 

b) φ, Q,N of discharge activity in colza oil, 28kV 

 
TABLE I 

EVALUATION OF  THE PARAMETERS OF  THE DISCHARGE ACTIVITY  
Qmax [pC] (colza oil) Qmax [pC] (Lukosiol) Applied 

voltage + - + - 
26 kV 500 300 620 250 
28 kV 680 480 1600 600 

 
From the comparison of discharge activity with increasing 

of applied voltage in silicone oil (obr.4 - a, b) and vegetable 
oil (obr.5 - a, b) it is able to observe some conclusions: 
- progress of discharge activity is similar in both samples  

– with voltage increasing, discharge activity  grows and 
has the same phase arrangement. 

- stability of discharge activity strongly depends on 
viscosity of the liquid dielectric, 

- ignition voltage of corona discharge creation is higher 
for vegetable oil sample (12kV) than in silicone oil 
(7kV),  

- maximum value of image charge of partial discharge for 
the same voltage levels is higher for silicone oil (Fig. 
4,5), (Table 1). 

IV.  CONCLUSION 

This paper deals with the research of corona discharge 
activity development in the liquid dielectric and with 
comparison of samples of silicone and vegetable oils. From 
the view of corona discharge activity development, vegetable 
oil showed very good results. Because of that, it is necessary 
to continue with measuring of next samples of liquid 
dielectrics and to determine influence of humidity and 
temperature on development of corona discharge activity. 
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Abstract— with a directive growth of development of new 

insulating materials and trends, which tend to minimalization of 

electrical rotation machines, we have to hold in mind verifying 

the quality of these materials. The insulations are exposed to 

higher field strength by decreasing of its thickness. We could say 

that reciprocal amount of electrical stress corresponds to voltage 

life what means decreasing the voltage life in final merit. 

Appropriate method for verifying the quality of insulation 

systems is measurement of partial discharge, which was used in 

this case. 

 

Keywords — Stator insulation, stator coil, measurement partial 

discharges.  

 

I. INTRODUCTION 

During the operation of machine, the insulation is subjected 

to combination of degradation factors. That cause different 

changes in internal structure of insulation material which 

could be expressed by dropping quality of insulation system in 

outwards merit. Seeing that the quality is close-knit with 

reliability and no-failure operation, there is the necessary 

condition these factors eliminate. For this purpose there is a 

diagnostic of electrical rotation machines that detect state of 

such machines and which target is to ensure the longest no-

failure operation machines [3]. 

One of many diagnostic methods for testing insulation state 

of rotating machines is partial discharges measurement. The 

outputs from this method are variety parameters that help us 

better know inner state of insulation and basically on these 

information determine as the quality of insulation is satisfied. 

For the full analysis of parameters is being demanded extra 

factor, which cannot be measured – human experience. 

Accordingly without the measured parameters is important the 

human eye too. In the now-days is being possible alternative 

of human experience – the neuron network. But for well 

processing and evaluating purposes the neuron network must 

be taught. The input parameters to the neuron network for 

teaching process can be used parameters from the 

measurements of this article. 

 

 

II. MEASURING SAMPLES AND MEASURING 

For testing the origin of partial discharges were used four 

high voltages 6 kV stator coils with new wrapped insulation 

(measuring samples). The coils was built up for asynchronous 

machine with the rated phase-to-earth voltage Un = 3,6 kV, 

the rated current In = 27,6 A and the rated power Pn = 200 

kW. Main insulation of samples was Samicatherm 366.28 

based upon a woven glass fabric, calcined mica paper and a 

thermosetting epoxy resin as binder. The semi-conductive 

protection was CoronaShield P800 – a modified phenolic resin 

with semi-conductive filler. 

 

 
 

Fig.1 The earth connection of slot part of coil. 

 

The coil was hung on the insulation rope placed in Faraday 

cage. End of the coil was terminated by homogenous electrode 

for preventing corona discharges and connected with high 

voltage potential. The slot part of the coil was wrapped with 

conductive foil 5 cm width in the specific places (1,5 cm from 

ends of slot). Individual foils was together galvanic connected 
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and driven on potential earth. This setup models putting coil in 

the stator slot. 

 

III. EXPERIMENTAL SETUP 

The straight detection of partial discharges was used for 

measurement. Measuring impedance was placed in the series 

with the coupling capacitor Cv. The great advantage of 

straight detection is no destruction of measurement 

equipments if measuring sample breaks down. 

 

All measurement system consists of three parts: 

1. High-voltage part: HV transformer, coupling 

capacitor Cv, sample Cx, 

2. Measurement part: measuring impedance Zm, 

equipment for detection of partial discharges 

MTE3, 

3. Assessment part: digital oscilloscope with internal 

memory, personal computer with software for 

analysis of partial discharges. 

 

 
Fig.2  Scheme of experimental setup. 

 

The experimental setup is sketched on Fig 2. Ureg is 

controllable voltage source used for controlling voltage on the 

sample.  Cv is coupling capacitor that supply charge to circuit 

after voltage drop caused by discharges in sample Cx.  MTE3 

is the measuring equipment used for entrapping and enhancing 

voltage drops on the measuring impedance Zm caused by 

discharge activity. The entrapped and enhanced discharges 

continue to digital oscilloscope with memory, where it is 

transformed to binary code. This code is workable to 

computer. Computer by appropriate application execute 

entrapped and enhanced discharges in binary code and store it 

into the file. Then this file with measured values of partial 

discharges is processed to simple plots that we used for 

deducting useful values.  

IV. MEASURING PROCESS 

The first setup voltage was 2kV with time duration three 

minutes. If stabile partial discharges were not entrapped 

during setup time the voltage increased with the same time 

duration. It was repeated if no stabile partial discharges 

appeared (The Inception Voltage Ui). After this the 

determinate program for measurement of partial discharges 

was launched and it was noting and was evaluating the 

entrapped partial discharges. Next measurements were 

performed with step 200 V to 6 kV. During time duration was 

noted more than 900 periods of applied voltages.  

 

V. MEASURED VALUES 

For purpose evaluating and comparing individual coils was 

set three voltage values: 

- The inception voltage of partial discharges Ui, 

- The rated phase-to-earth voltage of partial discharges 

Unpe = 3,6 kV, 

- The rated phase-to-phase voltage of partial discharges 

Unpp = 6 kV. 

At the each voltage values were registered: 

- The crest value of the image charge qmax, 

- The multitude of partial discharges nstr, 

- The phase angle of origin of the partial discharges at 

the positive and at the negative half-period φ+/φ-. 

. 

 
TABLE I 

MEASURED VALUES FOR COILS 

Coil No.1 

U [kV] qmax [pC] nstr [-] + [] - [] 

3,8 160 0,2 0-130 180-330 

6 1100 1 0-150 170-360 

 
Coil No.2 

U [kV] qmax [pC] nstr [-] + [] - [] 

3 110 0,15 0-130 180-330 

3,6 200 0,15 0-110 180-330 

6 3000 0,15 0-150 180-330 

Coil No.3 

U [kV] qmax [pC] nstr [-] + [] - [] 

3,8 230 0,05 10-110 10-270 

6 2500 0,6 0-150 180-330 

Coil No.4 

U [kV] qmax [pC] nstr [-] + [] - [] 

3,2 23 0,1 0-80 220-270 

3,6 55 0,1 0-120 180-300 

6 4800 0,1 10-150 180-330 

 

Measuring values of image charge, multitude and phase 

angle of origin of the partial discharges for measured coils are 

shown in Table 1 above. 

VI. DISCUSSION ABOUT MEASURED VALUES 

Measured multitude values of image charge for individual 

coils are sketched on Fig.3. The maximal value of image 

charge reached coil No.2 concrete 5000 pC at the voltage 

values 5,6 kV and 5,8 kV. Then fell down to 3000 pC at the 

voltage value 6 kV. This coil disposed by the lowest value of 
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the inception voltage Ui = 3 kV with crest value of the image 

charge 110 pC. The second coil in term of the inception 

voltage was coil No.4. The characteristic of the crest values of 

image charge was steeper than in the coil No.4, the higher 

values was denoted at the voltage values 5,4 kV and 6 kV. The 

inception voltage of image charge was 3,8 kV what is 800V 

more than in previous case. The trend of image charge for coil 

No.3 is resembled with the trend of coil No.4 to the voltage 

value 5,2 kV. The crest value of image charge reached 4000 

pC at the voltage value 5,8 kV. Ultimately coils No.2, No.3 

and No.4 showed resembling discharge activity. The best 

values of image charge showed coil No.1. Stabile discharge 

activity was entrapped at the voltage value 3,8 kV what is the 

same value as in coil No.4, however the crest value of image 

charge did not exceed 1100 pC what is only one fourth of 

values of the image charge other coils. 

 

 
Fig.3 . Waveforms of the image charges of individual coils No.1 – No.4. 

 

VII. CONCLUSION 

It can be proclaimed that the inception voltage indicate the 

quality of insulation. Lower amounts can point to worse 

quality (more cavities in insulation), higher amounts can point 

to better quality (less cavities in insulation). The presence of 

cavities can be caused by manufacturing process. The higher 

values of image charge can touch the lower quality of 

application of corona protection in the end of slot part of coil. 

Basically we could classify the coils, concrete coils No.2 and 

No.3 contain more cavities and duties in insulation and they 

have worse quality of application of corona protection. The 

coils No.1 and No.4 contain less cavities and duties, but 

application of corona protection is better for coil No.1.  

Using of corona protection at the end of the slot part of coil 

decrease discharge activity to available amounts – in the worst 

case the crest value of image charge did not exceed the 5000 

pC. So we can say that corona protection has positive 

influence to discharge activity. 
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Abstract—Many research centers over the world solved 

problems with mobile robots for rough terrain and for human 
inaccessible places. There are more advantages of described 
solution. Miniature robot is able to work in constrained 
compartments and with installed camera system provide look on 
around environment. Added value is possibility of chassis 
replacement to optimal and fast replacement of contact elements 
(whegs, wheel, belts). In final state the designed control 
electronics will be based on heterostructure LTCC structure - 
HTCC substrate with shaped part for sensor placement. 
 
Keywords— miniature robot, heterostructure, legs    

 

I. INTRODUCTION 
Mobile machines designed for moving in varied terrains 

frequently uses complicated chassis for walking or wheel 
driving. Miniaturization of such types of chassis frequently 
collides with technological limits, which not allow chassis 
miniaturization to required size. Other reasons are time and 
economical requirements. Searching of simple and smart 
solution provide possibility of shift those limits. Developed 
mobile minimachine is designed for pipe inspection systems 
with capability for work in other constrained compartments. 
Required functions are: moving forward, moving reverse, 
turning round with minimal radius, detection and obstacles 
avoidance, in future with wireless CCD camera transmission.    

II. MECHANICAL DESIGN 
For construction concept for mobile minimachine was in 

cooperation with Faculty of Mechanical Engineering TU of 
Kosice used, construction of chassis allows work with wheels, 
straps or legged wheels, which joins advantages of wheels 
and legs.  A legged wheel offers reliable and fast way for 
move in various terrains in combination with simple 
construction. Main advantage of wheels is higher speed limit. 
Main advantage of legs is easily negotiation of terrain. 
Combination of these two advantages is new type of 
component shown on Fig. 1. Inspirations for use of these 
components are Whegs robots developed by Biologically 
Inspired Robotics Laboratory on Case Western Reverse 
University  

 
Mainframe (Fig. 2) was milled from mono-block of PMMA 

material (polymetylmetacrylate).   
 

 
Construction of mainframe is typical for simplest caterpillar 

chassis. Used conception of four wheel chassis worked with 
two divided axles. Left and right side of chassis are 
independently powered by DC motors with gearboxes. 
Connection with front and rear propulsive components is 
realized by belt transmission. On Fig. 3 is schematically 
shown propulsion subsystem for designed mobile 
minimachine and detail of components in mainframe. For 
minimize of mechanical looses are all shafts supported by ball 
bearings. There are eight single line radial bearings. 

 
 

 
Fig. 2.  Mainframe milled from mono-block of PMMA 

 
Fig. 1.  Legged wheel (wheg) 

14

121



SCYR 2011 - 11th Scientific Conference of Young Researchers – FEI TU of Košice 

 
Main advantages of this conception are simplicity and 

possibility of turn round on place (zero radius of turn).  
Disadvantage of system without steered wheels is higher 
driving resistance during turns. This disadvantage is highly 
reduced by using of wheg components. In mainframe are also 
placed accumulators, shown on Fig. 3a. DC motors with four 
stage gearbox with gear ratio 1:100 have torque 0,15 Nm and 
maximal rotation speed 144 rpm. Powered shafts have also 
circles for incremental sensors of rotation, which allows 
feedback for precise positioning of mobile minimachine. 

III. CONTROL ELECTRONICS CONCEPT 
Control electronics of developed prototype is situated on 

upper part of mainframe (Fig. 4).  

 

 

 

       1     4    3    2 

 

 
 

It consists of interconnection part (1) with electrical 
interconnections and power driver for motors. On this part are 
connected function parts - microprocessor part (2), power 
supply part (3) and sensor part (4). Conception of 
interconnection part allows simple expansion by add-on next 
function parts or replaces existing parts for enhanced with 
extending functionality. Interconnections part and other 
function parts are made on printed circuit boards. 

Microprocessor part, schematically shown on Fig. 5, 
consists of microcontroller DS89C430 with crystal and 
support circuits for in-system programming. 

 

 
Power supply part, schematically shown on Fig. 6, consists 

of voltage stabilization for electronics of other function parts, 
circuits for charging accumulators in mainframe and switch 
for disconnection accumulators during charge.  

 
Sensor part, schematically shown on Fig. 7, consists of 

circuits for power driving of piezoelectric speaker, amplifier 
for signal scanned from z piezoelectric sensor and detector.    
Generation of signal and detector signal processing are 
implemented in microcontroller DS89C430 on 
microprocessor part. 

 

 
 
 

 
 

Fig. 7.  Block diagram of sensor part

 
 

Fig. 6.  Block diagram of power supply part 

 
Fig. 5.  Block diagram of microprocessor part 

Fig. 4. Chassis of mobile minimachine with control electronics (1) 
interconnection part, (2) microprocessor part, (3) power supply part, (4) 

sensor part 

 
 

 
Fig. 3.  Propulsive system in mainframe 

 a) Schematic diagram of mainframe, b) propulsion system (motors and 
belts transmissions) in mainframe 

b) 

a) 

motor with gearbox 
belt transmission 
mainframe 
accumulators 
wheel 

switch 

charging 

stabilizer 

speaker driver 

amplifier detector 
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For development of modified solution concept of mobile 
minimachine is necessary to satisfy following requirements: 
suitable technology of integration for control electronics with 
possibility of heat dissipation from power components and 
location of sensors on proper position within the chassis of 
mobile minimachine. Consequently, there is requirement for 
integration of power supply (3) on interconnection part (1) 
(Fig. 8).  

 

 

 

-   interconnection part 
with power 
components 

-   microprocessor block 

-   sensor block 

  
Based on previous requirements was designed new concept 

of integration. For new integration concept was used 
heterostructure LTCC structure – HTCC substrate, which is 
based on different thermal conductivity of used materials, 
where HTCC substrate works as cooler [3]. Proposed design 
count with heterostructe LTCC structure – HTCC substrate 
with shaped LTCC structure. During the design process is 
necessary to solve technological problems with shaping 
fixture, design of topology for electrical circuits with focus on 
sensor location and possibility of local heat dissipation from 
power components. Simultaneously are solved problems with 
connection of function blocks, gripping and contacting of 
piezoelectric sensor.  

For designed control electronics was milled precise slot (1) 
on top side of chassis. This slot is used for gripping of control 
electronics above cooling channel (2), which allows air flow 
around bottom side of heterostructure (Fig. 9). 

 
 

 

 

 

(1) 

 

(2) 

 

 

IV. CONCLUSION 
Article gives brief preview on processed design solution of 

autonomous mobile minimachine for varied terrains. Actual 
design state is focused on construction of alternative chassis 
and testing of control electronics built on ceramic substrates.  
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Fig.9. Slot (1) for gripping of control electronic and cooling channel (2) 
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Abstract - This paper describes an autonomic mobile transport 

robot with optical and ultrasonic sensor system based on Lego 
Mindstorms NXT 2.0. This model represents a device that would 
be able to carry different segments of cars in their manufacture. 
The transport-robot follows with optical sensor monitors the line 
marked in contrasting colors on the floor, for example black color 
on white background or reversal. The ultrasonic sensor can avoid 
collision with unexpected objects that may appear before him. 
  

Keywords - mobile transport robot, control unit, sensors, 
actuators, software.   

I. INTRODUCTION 

Nowadays automatization is becoming an irreplaceable part 
not only in car producing industry. Sophisticated automatic 
devices are replacing manual labor of the individuals. In car 
production, either passenger vehicle or freight vehicle are used 
different devices for transport such as conveyor belts or carts 
with rails. This model of the robot could replace such vehicles. 
Robot movements will be led by the contrast line marked on 
the floor using an optical light sensor, which monitors the 
track, and ultrasonic sensor will avoid the collision with 
unexpected obstacles. In such way designed assembly line 
may be easily altered depending on the immediate needs of 
production. For example, when changing the vehicle model 
way it will produce another product. If necessary it is easy to 
change the leading track of transport only with repainting line 
on the floor. With carts running on rails is change of track 
impossible. Thus created workspace is very adaptable to the 
needs of the manufacturer. Moreover if into the track of 
vehicle gets an object that could cause conflict ultrasonic 
sensor detects it and the vehicle stop. 

II. DESCRIPTION OF THE DEVICE 

The device consists of an intelligent NXT brick that is 
actually the brain of the robot, two servo motors, optical 
(color) sensor that monitors the line, and ultrasonic sensor for 
monitoring whether there is an obstacle in front of the vehicle. 

 
A. NXT Intelligent brick 

The main part of a smart cube is 32-bit ARM7 
microprocessor type AT91SAM7S256 Atmel with 48MHz 

operating frequency, internal 256 kb sized flash memory 
where are stored individual programs, and 64kb of RAM 
memory. The microprocessor works with 8bit coprocessor 
with 4 kilobytes flash memory, 512 bit ram memory and 
clocked at 8 MHz. The brick has four inputs numbered 1234, 
here are connected sensors and three outputs ABC, here are 
connected servomotors. Sensors and motors are connected 
with six line cable and RJ-12 connector. This connector is 
different from classical RJ-12 connector it has the lock on 
right side and classical connector has it in the middle.  

Another part of the brick is the display and four buttons. 
The display is LCD with a resolution of 100 x 64 pixels and 
displays 8 lines, two buttons are used to orientate into the 
menu to the left or to the right and the other two are used to 
confirm the operation and make step back. Brick can be 
connected to a PC using a USB cable or Bluetooth. To supply 
smart cube serves 6 AA batteries (1.5 V), or a lithium battery 
with a capacity of 1400 mAh.  

 

 
 

Fig. 1.  Block diagram of the intelligent brick 

B.  Servomotors 

Each servomotor has built-in rotation sensor. The 
servomotor can be controlled very precisely after one degree 
in the range from 0 ° to 360 ° what provides very precise 
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control. Servomotor without load reaches 170 rpm and 
maximum torque 50N.cm. Low speed and power of engine is 
the result of internal gearing. 9 Volts batteries supply the 
motors and in the unloaded condition at 170 rpm each 
servomotor takes 60 mA. In the maximum stage of loading 
when rotor does not rotate each engine takes 2A. Such high 
current servomotor can withstand only in a short time 
therefore it is protected with thermistor that limits the 
maximum current flowing into the engine. 

 

 
 

Fig. 2.  Look inside the servomotor 
 

Programming of servomotor in the NXT-G program is 
simple. It can be used Move or Motor icons. Using the Move 
icon you can adjust both motors speeds and this is used in 
mastering direction of vehicle only with different speeds and 
powers of motors. This command determines the direction of 
track of the vehicle if it turns left, right or goes straight. It also 
can be managed the strength, duration in seconds, or rotation 
of the engine in degrees or rotation speed. This is monitored 
by the built in speed sensor and for one revolution it is 
considered 360 degrees. The last option is the Unlimited 
duration of rotation till unexpected damage or some specified 
condition occurs. Command Motor has the same job as the 
Move but it manages only one servomotor. 
 

 
 

Fig. 3.  Order move 
 

 
 

Fig. 4.  Order motor 

C.  Optical sensor 

The color sensor is used as the optical sensor. It works as a 
sensor that detects six colors. Can recognize light intensity in 
the room and surfaces or may work as a lamp emitting red, 
green and blue light. The sensor uses RGB LED diodes that 

sequentially emit light on subject and then evaluates the 
reflected light. The sensor is sensitive to all wavelengths. It 
connects to port 3 the optimal position for sensor is in distance 
1 cm above the surface and should be placed perpendicularly 
otherwise the data may be inaccurate. 

 

 
 

Fig. 5.  Color optical sensor 
 
Light sensor adjusts much like a servomotor. In program for 

a mobile robot it is used in branching working in light sensor 
mode it is possible to set so. The first step of programming 
was to load value that has displayed when the sensor was 
above pure black background - so it was the black line value. 
The value obtained was somewhere around 25 it depended on 
the inequalities of the track so that was why the setting was on 
30. On a white background value was about 50 depended on 
whether there was completely clean white surface or there 
were shades of some different colors. When the sensor was 
partly above the black line and partly above the white 
background it had to get to the threshold value. This value was 
ranged somewhere around 27 + - 2 therefore it was chosen 30 
as the threshold value. 

 

 
 

Fig. 6.  Branching with a color sensor, working in fashion 
light sensor 

D.  Ultrasonic sensor 

This sensor works by sending and receiving sound waves. It 
consists of two eyes, while the left eye serves as a signal 
transmitter and the right eye serves as a receiver. The sensor 
sends a sound wave into the space that is reflected from an 
object located in front of the sensor and returning to the sensor 
that it directly. Based on the time which has passed from 
posting to the adoption of signal may determine the distance in 
which is object located. The maximum distance to which it 
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can operate is 255 cm with an accuracy of +/- 3 cm. Distances 
less than 3 cm cannot be measured. The sensor is connected to 
port 4. For recognize are the best articles from the large solid 
materials from which the wave reflects well. Contrast poorly 
identify round objects made of soft materials, also looking for 
harder courses, which are thin or small. For best operation 
should be placed in a horizontal position when it is placed at 
angle that distorts the field. 
 

 
Fig. 7.  Ultrasonic sensor 

 
Like a light sensor works in the branching, so that the 

sensor operates in a loop, which is performed using an 
ultrasonic sensor. The program can adjust the distance that it 
exceeds the loop will cease to be repeated. In another program 
may be adjusted such that it takes up another sub, it's all 
individual, the possibilities are many. Distance is set in cm or 
inches and is also set whether to consider a smaller or larger 
distance than is set.  

 

 
 

Fig. 8.  Ultrasonic sensor 

III. PROGRAM 

On programming the NXT brick, there are several programs 
such as graphic NXT-G, which is part of a kit, or a variety of 
text editors based on the C language as BricxCC. NXT-G 
program is user-friendly, the programs are moving to block 
orders, where such movement is adjusted values engines or 
loop where the repetition of the conditions set by sensor, time, 
or counter again and again. You can track the current values of 
sensors and motors. Commands are performed in the order 
they are arranged (stacked) in a row. The disadvantage of this 
program environment is the breadth of programs. The 
increasing number of orders, the whole program becomes 
opaque. Good programming environment is BricxCC it is 
classical text editor, which use language based on C language. 

The first part of the program is monitoring the area ahead of 
the vehicle with ultrasound sensor. At the beginning of the 
repetitive loop is based on data from the ultrasonic sensor. 
The value which is sensor taking how limit is 15 cm. This loop 
will be executed until the value of the distance will be greater 
than is set in the program, in this case it is 15cm, then 
implementing a program to follow the black line. When the 

value falls below the 15 cm loop is completed and made to 
order to stop the engine. Sensor is connected to port 4. 

 The second part of the program is watching the black line. 
The program begins with branching, which is performed on 
the basis of color sensor working in a light sensor mode. The 
sensor is connected to port 3. Light value should be set 
somewhere in the middle of the reference range. Minimum 
value is the value loaded from the center line and the 
maximum value is the value for pure white background. Robot 
tries to follow the line to keep the left edge of the look from 
the perspective of the robot. If the value is greater than the set 
in this case 30 is performed rotation of the motors connected 
to port B with a power of 10 and subsequently rotate the 
motors connected to port C to the 70th power. If the value 
drops below 30 shall be turning the engine on the port B with 
a force of 70 and subsequently rotate the engine with the 
power of the 10. The resulting movement is not smooth but the 
robot follows the line nicely. 

 

 
 

Fig. 9.  Program 

IV. CONCLUSION 

The result of this work is a functional model of an 
autonomous transport robot. The system works fairly reliably, 
it can be gradually improved and expanded by rotating an 
ultrasonic sensor which could be identified objects in the 
space. For example, could come around the object located on 
the line before him.  
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Abstract—The main objective of this paper is to describe a 

cascade H-bridge inverter with focus on photovoltaic 
applications. The designed 15-level cascade inverter is controlled 
by mean of RT-Lab. The current control technique is used. The 
current regulator is designed with the help of Rapid Control 
Prototyping. Experimental results are briefly described as well. 

 
 

Keywords—cascade H-bridge inverter, current control, 
photovoltaics, Rapid Control Prototyping. 
 

I. INTRODUCTION 

The solar energy and especially photovoltaics is one of the 
fastest growing industries in the world. There is a demand for 
high quality electrical energy and thus the use of 
photovoltaics is almost impossible without modern power 
electronics. If we omit the simplest PV battery charger there 
always has to be certain power conditioning unit (PCU) 
between the PV generator and the load whether to maximize 
the energy yield or to change certain qualities of the electrical 
energy. Whether it is a stand alone PV electrical generator or 
a grid connected system there is a demand to change the DC 
voltage to the AC voltage, to maximize the energy yield and 
to monitor the whole system. This is done by the mean of a 
PV inverter. The use of the PV inverter is to change the DC 
voltage to the AC voltage and to adapt the PV generator to the 
electrical load as well as to monitor the whole system. There 
are several types of PV inverters according to the topology. 
This paper describes the cascade H-bridge inverter which can 
be used for photovoltaic applications. The cascade H-bridge 
inverter is an alternative to the single H-bridge inverter in 
photovoltaic systems. The cascade inverter can produce lower 
THD of the grid current and THD of the output voltage, 
requires smaller filters, can transfer more power and has 
smaller du/dt stresses. There is a need to increase the lifetime 
of photovoltaic inverters as well as their reliability. High 
voltage stresses decrease the lifetime of many electrical 
components [4]. Lower du/dt stresses of components in 
multilevel H-bridge inverter can help to meet these needs.  

II. CASCADE H-BRIDGE INVERTER 

A. Basics 

Cascade inverters belong to the multilevel power 
converters. Multilevel power converters are mainly used for 
medium and high power application due to utilization of 
several power semiconductor switches with separated DC 
sources connected in series. Multilevel power converters have 
several advantages over single level power converters [1]: 

staircase output voltage, low common mode voltage, low 
distortion input current, and lower switching frequency. The 
disadvantages are higher number of power semiconductor 
switches, more complex control technique and higher 
conduction losses. 

B. Cascade H-bridge inverter 

A single-phase structure of a general 7-level cascade H-
bridge inverter is shown in Fig.1. The nominal power of the 
proposed cascade H-bridge inverter is 3600W. Maximal 
power depends on used IGBTs and heat sinks.  

 
Fig. 1.  Single-phase cascade H-bridge inverter with three separated DC 
sources (UA = 240V, UB = 120V, and UC = 60V), capable to create 15 voltage 
levels at its output. 
 

The number of output phase voltage levels n is defined by: 
1d2n +=  (1) 

where: 
d – is the number of separated DC sources. 
 

However it is possible to create more voltage levels at the 
output of the cascade inverter. Each H-bridge converter can 
create positive, negative or zero voltage on its output with 
magnitude equal to the DC source. Thus there are 15 possible 
combinations for the cascade H-bridge inverter with 3 
separated DC sources.  
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C. Output voltage control technique 

There are several methods for a voltage control of the 
cascade inverter. One of them is the sinusoidal PWM from 
high switching frequency PWM modulation strategies [1].  

The amplitude modulation index for the multilevel inverter 
is defined by: 
 

( ) C

m
a A1n

A
m

−
=  (2) 

where: 
Am – is the modulation signal amplitude, 
AC – is the carrier signal amplitude, 
n – is the output voltage level number. 
 

The frequency modulation index is defined by: 
 

m

C
f f

f
m =  (3) 

where: 
fC – is the frequency of the carrier signal, 
fm – is the frequency of the modulation signal. 
 

 
The partial voltages at the output of each H-bridge inverter are 
shown in Fig.3. It can be clearly seen that each H-bridge 
inverter is switching with different frequency, which is 
increasing as the voltage of the H-bridge inverter is 
decreasing. 
 

 

D. Current control technique 

If we consider the DC/DC converter at the inverter’s input 
this DC/DC converter acts as a voltage source. Thus the 
inverter must be a voltage source inverter (VSI). There are 
two main control strategies for VSI: the voltage control 
(VCVSI) and the current control (CCVSI). They vary in the 
way they control the power flow. The VCVSI uses the control 
of the decoupling inductor voltage to control the power flow 
and the CCVSI uses the decoupling inductor current to control 
the power flow. The CCVSI is faster, can control active and 
reactive power flow independently but can not provide the 
voltage support to the load, can not operate without the grid. 
The CCVSI can be used for power factor correction due to the 
fact, that it can control the reactive power independently [2]. 
It also has a limited short circuit current compared to the 
VCVSI.  

There are various techniques how to archive the current 
control in CCVSI. One of them is a predictive current control 
for voltage source inverters [3]. 

The easiest case is to use a simple RL filter to decouple the 
grid voltage E and the inverter’s output voltage V. For circuit 
in Fig.4 it can be written: 

 

E
dt

Id
LIRV ++=  (4) 

If  we consider the sampling period T to be sufficient small 

and the vectors V  and E  are constant between two 
sampling periods, current from (4) can be discretized as 
follows [3]: 

 

( ) ( )kTkT

T
L

R
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T
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R
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1
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−+=

−−
+  (5) 

 
The current value I(k+1)T is predicted by the Lagrange 

quadratic extrapolation.  

III.  CONTROL OF CASCADE INVERTER 

The after mentioned current control technique was used to 
control the laboratory model of a 15-level (three DC sources: 
240V, 120V and 60V) cascade inverter. The current regulator 
was designed using Rapid Control Prototyping technique 
(RCP) with help of Matlab/Simulink and RT-Lab. When 
using RCP, which is a part of the Hardawre in the Loop 
simulation, the regulator is simulated on a computer in real 
time and is connected to a real plant. This technique can easily 
verify the controller design. The plant is the 15-level cascade 
inverter with 3 separated DC sources in this case. Simulink 

 
Fig. 4.  The RL filter between the inverter’s output and the grid used to 
decouple the output voltage and the grid and to filter higher harmonics. 
 

 
Fig. 3. Measured partial output voltages u1, u2, u3 of the cascaded H-
bridge inverter (amplitudes: 40, 20 and 10V), ma = 0,8, mf = 2 

 
Fig. 2.  Measured output voltage of 15-level (3 DC sources: UA = 40 V, 
UB = 20 V, UC  =10 V) cascade H-bridge inverter with voltage control 
(ma=0.8, mf=2, URMS=42V, THDu=9%). 
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was used to create a program scheme of the regulator and RT-
Lab was used to simulate the regulator in real time. 

 
The connection between the real-time system and a real 

hardware is accomplished by a mean of DAQ card with digital 
and analog inputs/outputs. The dead time needed to prevent 
short circuit in H-bridge leg is realized by the hardware driver 
circuit. The current regulator is sampled with sample time T. 
With current system configuration the sample time can be set 
as low as 50 µs.  

A. Experimental results of the CCVSI 

The current control technique was tested with the 
laboratory model of a 15-level (three DC sources: 240V, 
120V and 60V) cascade inverter. The cascade inverter was not 
connected to the grid. Thus the EkT in (5) was equal to zero. 
The cascade inverter was loaded with RL load (R = 13.2Ω, 
L = 6mH). The sample time of the current controller was set 
to T = 200 µs. The THDi of the load current and the 
efficiency of the cascade inverter were measured. 

When evaluating behaviour of the cascade inverter with the 
suggested current control it is more accurate to consider 
sampling frequency of the current controller rather than the 
switching frequency of the inverter. The controller chooses 
the best voltage vector at the inverter’s output and thus each 
H-bridge switches with different frequency. 

 

 
In Fig.6. the real output current of the cascade inverter 

together with desired value inverter are shown. Inaccuracy of 
current tracking is caused by fluctuations in DC supply 
voltages of separate DC sources at the H-bridge inverters’ 
inputs. This fact is documented in Fig. 7. where the output 
voltage of the cascade inverter is shown.  

The THDi of the output current at the output of the cascade 
inverter when supplying the RL load was measured. The 
results are shown in Fig. 8. If the DC supply voltage was 
better filtered the THDi would be lower.  

 
 

 

IV.  CONCLUSION 

Control by mean of RT-Lab is not possible in real cascade 
inverter. The DSC control system is under development now 
as well as the connection of the inverter to the grid. Using 
filter with higher order is also one of the aims of future work. 
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Fig. 8. THDi of the output current of the cascade inverterT = 200µs, k1 = 
0,5, k2 = 0,027, R = 13,2Ω, L = 6mH, UA = 240V, UB = 120V, UC = 60V 
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Fig. 7. Output current  and voltage of cascade inverter with current 
control: CH1: output voltage, CH2: output current (Imax = 10A),T = 
200µs, k1 = 0,5, k2 = 0,027, R = 13,2Ω, L = 6mH, UA = 240V, UB = 
120V, UC = 60V 

 
Fig. 6. Output current of cascade inverter with current control: CH1: 
required value (Imax = 10A), CH4: real value, M: FFT up to 1kHz (T = 
200µs, k1 = 0,5, k2 = 0,027, R = 13,2Ω, L = 6mH, UA = 240V, UB = 
120V, UC = 60V 

 
Fig.5. Interconnection of simulated regulator and real plant using RT-Lab 
during RCP procedure 
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Abstract— Mesoscopic and nanoscale electric circuits are 

intensively studied due to the rapidly increasing number of 

technological applications [1]. Exploring the mathematical 

analogy between the Brownian motion (BM) and electric circuits, 

which are at nanoscales described by the generalized Langevin 

equation (LE), we calculate the fluctuations of charge and 

current in RLC circuits that are in contact with the thermal bath. 

Both in the movement of a colloidal particle in a solvent or in the 

case of nanoscale circuits the memory effects should be taken into 

account. As a result, the ordinary LE for the particle position or 

for the temporal evolution of the charge in a circuit becomes 

inapplicable [2]. It changes to a Volterra-type integro-differential 

equation with the stochastic force represented by a colored noise, 

as distinct from the white-noise force in the standard LE [1]. Our 

approach to the solution of such generalized LE is exact in the 

classical approximation and equally applicable to electric circuits 

and the BM with memory.  

 
Keywords— nanoscale electric circuits, thermal fluctuations, 

Brownian motion. 

 

I. INTRODUCTION 

The Brownian motion is traditionally regarded as 
discovered by Scottish botanist Robert Brown [3] in 1827. 
While Brown was studying pollen particles floating in water in 
the microscope, he observed minute particles in the pollen 
grains executing the jittery motion. After repeating the 
experiment with particles of dust, he concluded that the 
motion was due to pollen being “alive” but the origin of the 
motion remained unexplained. In fact similar observations had 
been recorded in France, in 1827, by Adolphe Brongniart [4]. 
However, some scientists believe that the first description of 
the BM [5] belongs to the Dutch physiologist Jan Ingen-
Housz, best known for having discovered photosynthesis. But 
most probably the Brownian motion was observed soon after 
the discovery of microscope (the early 1590s). A remarkable 
description of BM of dust particles in the air is found in the 
philosophical poem De rerum natura by Titus Lucretius Carus 
(c. 60 BC), who uses it also as a proof of the existence of 
atoms [6]. In a series of comprehensive experiments [7], in the 
late 1880s, Gouy demonstrated convincingly that the irregular 
motion of suspended particles was not a result of external 
vibration, temperature, incident light, surface tension, etc., in 

other words that BM was indeed a fundamental physical 
property of fluid matter. The first person to give a theory of 
BM was Louis Bachelier in 1900 in his PhD thesis “The 
theory of speculation”. Early attempts to quantify anything in 
Brownian motion had met with great difficulties. In fact, 
before the parallel theoretical treatments of Einstein, 
Smoluchowski, and Langevin, the real problem was that the 
experimentalists did not know quite what to measure. But after 
1905, theory, even when incompletely comprehended, 
provided a framework that guided the experimentalists toward 
the most meaningful measurements. Einstein obtained [8] the 
now-familiar expression showing that the mean square 
displacement of a particle from some origin increases with the 
square root of time; and into this expression he was able to 
insert his relation for the diffusion coefficient. Meanwhile 
Marian von Smoluchowski [9] obtained essentially the same 
expression for the time dependence of displacement as 
Einstein, though with a numerically different coefficient (later 
found to be in error by Langevin). The third derivation of the 
time dependence of the diffusion coefficient was made by 
Langevin [10] and was, according to his own words, 
“infinitely more simple” theory of BM than the Einstein’s one. 
It was Langevin’s friend, Jean Perrin, who finally provided the 
determining measurements. In this contribution we show, how 
the generalized form of the LE, that takes into account the 
possible memory effects in the evolution of the system, can be 
easily solved.    

 

II. THE BROWNIAN MOTION WITH MEMORY 

In [11], we have explored the correspondence between the 
motion of the Brownian particles (BP) and the fluctuations in 
the electric circuits, which are in contact with the thermal bath. 
When the BP moves in a liquid as in the experiments [12], for 
the correct description of the particle behavior (especially at 
short times) the inertial effects during the motion must be 
taken into account. This means that not only the particle mass 
should be nonzero, but also the memory effects play a role 
[13] (the state of the particle motion at the time t depends on 
the particle velocities and accelerations in the preceding 
moments of time). Mathematically it displays in the 
generalization of the Langevin equation, which becomes an 
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integro-differential equation [2] 

( ) ( ) ( )∫ =−Γ+
t

tdtttM
0

´´ ηt´vv& ,                                       (1) 

where, for the BM, M could be the mass of the BP with the 
velocity ( ) ( )txt &=v . The memory in the system is described by 

the kernel Γ(t), and η(t) is a stochastic force with zero mean. 
The fluctuation-dissipation relation dictates that the condition 
〈η(0)η(t)〉 = kBTΓ(t) at t > 0 must be satisfied [14]. We are 
interested in finding the time-dependent diffusion coefficient 
D(t) = V(t)/2, while the mean square displacement (MSD) of 

the particle is given by ( ) ( )∫=
t

dVt
0

ττξ . The initial conditions 

are ( ) ( ) 000 == ξξ & , also the condition ( ) MTkV B /20 =& must 

hold. It follows from the equation that concretizes the 
Vladimirsky rule [15] for this special case, 
 

( ) ( )∫ =−Γ+
t

BTkdttVttVM
0

2´´´& .                                            (2) 

 
 Now let us consider an example, in which the memory 
kernel is specified. We chose Γ(t) in the Ornstein-Uhlenbeck 
form Γ(t) = (γ2/m)exp(-γt/m). Then the force η(t) = m ( )tu&  

corresponds to the solution of the usual LE 
( ) ( ) ( )tftutum =+ γ& . Here u(t) can be the velocity of a BP, γ  

is a constant friction coefficient, and f(t) the stochastic (white 
noise) force. The motion of the BPs with the mass M can be 
thus interpreted as being induced by the force η caused by the 
particles of mass m. 
 The Laplace transformation of Eq. (2) yields 
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The denominator in this expression can be given the form      

(s - α1)(s - α2), ( )( )Mmm 41122,1 −= mγα , so that the 

solution is expressed as 
 

( ) 








−
−

−








+

−
=

1212

111
1

12~

αα
γ

αα sssmM

Tk
sV B .             (4) 

 
Using the tables of Laplace transforms [16] we get 
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The MSD is obtained by simple integration of this equation. It 

can be used that mM2
21 γαα = ; it is then seen that the first 

term in {} is the Einstein long-time limit 2kBT/γ.  

If we denote Mm41−=µ , D(t) can be given a compact 

form 
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If we forget that the motion of the particles was interpreted as 
induced by particles with smaller mass m, an interesting result 
follows from Eq. (5) in the case when M < 4m, i.e. when the 
roots α are complex. Then the solution describes damped 
oscillations; e.g. for D(t) we have 
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III. THERMAL FLUCTUATIONS IN NANOSCALE ELECTRIC 

CIRCUITS 

 The presented theory can be equally applied to a different 
kind of problems, the fluctuations in electric circuits. It is well 
known that the fluctuations in electric circuits that are in 
contact with the thermal bath and the Brownian motion of 
particles can be described by essentially the same 
mathematics, the standard LE of motion [17], that is 
appropriate asymptotically for long times, but gives incorrect 
dependencies of the relevant time correlation functions at 
short times. Thus it is natural to expect that the effects of 
memory exist also in electric circuits. The theory for 
nanoscale RLC circuits in contact with the thermal bath has 
been developed recently [1]. The bath was modeled by 
harmonic oscillators (linear LC circuits) attached to the 
studied circuit. After the standard canonical quantization 
scheme applied to the whole closed Hamiltonian system and 
next tracing out the bath, since only the degrees of freedom of 
the initial circuit are considered to be observable, the final 
generalized LE for the charge Q(t) can be obtained. Let the 
resistor and the capacitor have the resistance R and the 
capacitance C, Γ is the maximal frequency of the bath and η(t) 
is the noise, which, in the classical limit considered here, has 
the property 〈η(t)η(0)〉 = kBTRΓexp(-Γt). Then the equation 
for Q(t) is [1]    
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This equation can be solved for the quantity ( ) ( ) dttdξtv = = 

= (d/dt)〈[Q(t) - Q(0)]2〉. Using the rule due to Vladimirsky 
[15], it is just necessary to replace in Eq. (8) Q(t) with ξ(t) = 

( )∫
t

dt´t´v
0

, and the force η(t) with 2kBT. The new integro-

differential Volterra-type equation is now deterministic and 
can be solved using the Laplace transformation. For the 
Laplace transformed quantity ( ) ( ){ }tvsv Λ=~ , taking into 
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account the conditions ξ(0) = ν(0) = 0 and applying the 
convolution theorem,  we obtain the following equation: 
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The solution of Eq. (9) is straightforward. The inverse Laplace 
transform can be obtained from this expression after its 
decomposition to simple fractions ~ 1/(s - si), where si are the 
roots of the cubic equation Ls3 + ΓLs2 + s(ΓR + 1/C) + Γ/C = 
0. Then, e.g., if the roots si are different, ν(t) will be a sum of 

exponentials, ν(t) = ( )∑ =

3

1
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i ii tsA . It is seen from the 

decomposition 
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where the constant ( ) ( )( )[ ]31211 sssssA −−+Γ=  is 

obtained after multiplying this equation by (s - s1) and then 
setting s = s1; other constants are of the same form with the 
cyclic change of the indexes 1→2→3→1. The limits of long 
and short times are determined by the limiting behavior of 
( )sv~  at s → 0 and s → ∞, respectively. In this way we find 

( ) ( ) ( )[ ]tLTktv B Γ−−Γ≈ exp12  ≈ 2kBTt/L, as t → 0. This 

corresponds to ξ(t) ∼ t2, exactly as in the case of MSD for the 
BPs. The autocorrelation function for the current, i(t) = 
〈I(t)I(0)〉, exponentially approaches the constant kBT/L, as t → 
0. At long times ν(t) and i(t) converge to zero with the 
relaxation time RC + 1/Γ,  
 

( ) ( ) ( )[ ]Γ+−Γ+≈ − 1exp12 1 RCtRCTCktv B . 

 
The “MSD” ξ(t) at long times approaches the value 2kBTC. If 
L = 0 from the beginning, the condition ξ(0) = 0 cannot be 
satisfied, since the equation of motion would yield 0 = 2kBT. If 

L ≠ 0, at t = 0 we have ( ) TkL B20 =ξ&& , so that the expansion at 

small t is ( ) ...2 += LTtkt Bξ   

IV. CONCLUSION 

The applicability of the Langevin equation to the Brownian 
motion in suspensions has a strong limitation. When the 
characteristic times in experiments are comparable to or 
smaller than R2ρ/η, where R is the particle radius and ρ and η 
are the density and viscosity of the solvent, the viscous 
aftereffect should be taken into account. For such time scales 
the solution of standard LE becomes inapplicable. A similar 
situation takes place for nanoscale electric circuits, which are 
now possible to realize experimentally. In both cases the 
evolution of the studied systems is characterized by some kind 
of memory. The corresponding Langevin equations thus turn 
to stochastic integro-differential equations and involved 
calculations are needed to solve them. Our work represents a 

progress with such problems. It consists in converting the 
complicated stochastic equations of motion into the 
deterministic ones that are quite easily solvable analytically. 
We have shown that within the classical consideration the 
exact solution of the generalized Langevin equation can be 
found. The method is directly applicable to the description of 
the Brownian motion driven by a colored noise since for the 
usual micron-sized particles the classical approach is relevant. 
However, for nanoscale circuits and low temperatures the 
quantum effects become important [1]. The future work thus 
requires a generalization of the presented method of solution 
to the case of quantum noise. 
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Abstract—In this paper the instantaneous power method 

which based on the forming and calculation systems of 

instantaneous power balances equations was used for 

numerical estimation of instantaneous power components 

on the diode. The instantaneous power components 

balances or the electric circuit researched was forming 

with the automated method of instantaneous power 

components getting. Also the analysis of getting results is 

presents. 
 

Keywords—Instantaneous power, automated algorithm, 

electric circuit, analysis, diode. 

 

I. INTRODUCTION 

Today the semiconductor elements are integral 

components of electrical devices and systems. The relative 

methods of mathematical analysis are required for researching 

the physical process of these systems, especially for the high-

power systems). 

In the paper [1] the instantaneous power (IP) technique 

(IPT) is offered for analyzing the systems with semiconductor 

elements. The paper [4] shows that IP components should be 

taken into account when forming the IP balances, even on the 

ideal diode [3]. During the voltage and current spectral 

analysis on the ideal diode, the voltage and current harmonic 

components (including a constant component) should be 

obtained. This causes the presence of the corresponding IP 

components during the symbolic analysis of the equations. 

Although physically IP value on the ideal diode are equal to 

zero over a whole period during the voltage and current 

instantaneous values multiplication. 

The approximation of the nonlinearity is always attended by 

certain errors. Thus it is reasonable to make a research of the 

approximation accuracy influence on the forming of IP 

components balances.  

Numerical estimation of IP components of the electric 

circuit with the diode applying the IP components balances is 

the objectives of this paper. 

II. ELECTRIC CIRCUIT RESEARCHED 

Let’s analyze the IP components balances of the electric 

circuit with the diode connecting in series with an active 

resistance (fig. 1). An automated method of IP components 

forming is used for the IP balances constructing [2]. 
VD

RUs(t) Uc(t)

Ud(t)

ic(t)

 
Fig. 1.  Electric circuit researched 

 

A polynomial function is selected as an approximating 

function of the diode nonlinear characteristic. It connects the 

output Uc and input Us voltage on the diode. Several different 

order polynomials Uc(Us)= a0+a1Us +a2Us
 2

+…+anUs
n 

(fig. 

2) are analyzed for getting the maximum accurate dependence. 

There are obtained coefficients of represented 

polynomials: 3-rd order a0=1.054·10
-1

, a1=5.757·10
-1

, 

a2=4.252·10
-1
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Fig. 2.  Approximation dependence of the nonlinear characteristic of the diode, presented by the polynomial of а) 3-rd, b) 6-th and c) 10-th order, (---) – 

nonlinear characteristic of the ideal diode, (––) – approximation dependence 
a3=-9.727·10

-2
, a4=-3.525·10

-1
, a5=9.662·10

-2
, a6=2.791·10

-2 

and 10-th order a0=2.441·10
-2

, a1=5.000·10
-1

, a2=1.886,  

a3=-6.925·10
-12

, a4=-6.536, a5=2.562·10
-11

, a6=1.356·10
1
, 

a7=-3.482·10
-11

, a8=-1.322·10
1
, a9=1.564·10

-11
, a10=4.789. 

Calculated parameters of researched electric circuit (fig.1) 

were compared with parameters getting on the mathematical 

model, created in the environment of Matlab. There the active 

resistance value R=1 Om and input voltage value Usa1=1 V 

were used. Using the next dependence Ud=Usa1-Uc the 

reverse voltage on the diode was calculated. Curve of 

changing Ud  

shown on figure 3. 

III. ACCURACY EVALUATION OF THE GETTING RESULTS 

As criteria for evaluating the exactness of calculation 

electric circuit with the diode were adopted: a relative error by 

the effective value or power and current signals, and 

comparing the degree of matching model and calculated 

curves (fig. 4) for the coefficient of determination R
2
 and the 

standard deviation (SD). 

The results obtained from the comparison given in Table I. 
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Fig. 3.  Curve of а) output voltage on the diode Uccal(t) – curve, constructed by the calculated values of output voltage on the diode, Ucex(t) – curve, constructed 

by the values of output voltage on the diode, getting with the experimental way; b) voltage on the diode Udcal(t) – curve, constructed by the calculated values of 

reserved voltage on the diode, Udcal(t) – curve, constructed by the values of reserved voltage on the diode, getting with the experimental way 
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Fig. 4.  Curve recovery of a) i(t), b) p(t) with the approximation of the diode nonlinear dependence with 10-th order polynomial, here ical(t) – curve, constructed 

by the calculated values of current; iеx(t) – curve, constructed by the values of current, getting with the experimental way; pcal(t) – curve, constructed by the 

calculated values of power; реx(t) – curve, constructed by the values of power, getting with the experimental way 

 

TABLE I 

EXACTNESS EVALUATION OF THE CALCULATION OF CURRENT AND IP  

COMPONENTS, WHERE THE NONLINEAR CHARACTERISTIC OF THE DIODE  

PRESENTED AS 3-TH, 6-TH AND 10-TH ORDER POLYNOMIAL 

3-rd order polynomial 

Δief, % Δpef, % 

15.575 16.635 

SD R2 SD R2 

55.068 0.815 49.036 0.803 

6-th order polynomial 

Δief, % Δpef, % 

15.226 2.304 

SD R2 SD R2 

29.307 0.901 0.915 0.996 

10-th order polynomial 

Δief, % Δpef, % 

1.678 2.079 

SD R2 SD R2 

3.461 0.988 0.426 0.998 

IV.   NUMERICAL ESTIMATION OF IP COMPONENTS 

ELECTRIC CIRCUIT WITH THE DIODE 

It is necessary to mark, that calculated power harmonics 

onthe diode are changing with the change of the accuracy of 

the approximation dependence of the diode nonlinear 

characteristic. To study the IP harmonic components on the 

diode at different orders of approximation function (3-th and 

6-th and 10-th order) they are correlated with the IP value at 

the power source, which is adopted as basic. During research 

the corresponding constant power components and root-mean-

square values with and without constant components are 

analyzed (table 2).  
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TABLE II 

NUMERICAL ESTIMATION OF IP COMPONENTS ON THE DIODE 

Order of 

approximation 

polynomial 

function 
s

d

P

P

0

0  
10

0

2

10

0

2

k

ks

k

kd

P

P
 

10

1

2

10

1

2

k

ks

k

kd

P

P
 

3-rd order 0.571 0.443 0.38 
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6-th order 0.077 0.066 0.05 

10-th order 0.046 0.039 0.03 

 
 

dP0
, 

sP0
 – IP constant component on the diode, power 

supply, accordingly; 
10

0

2

k

kdP , 
10

0

2

k

ksP  – quadratic IP 

value on the diode, power supply, accordingly, with constant 

component; 
10

1

2

k

kdP , 
10

1

2

k

ksP  – quadratic IP value on the 

diode, power supply, accordingly, without constant 
component; k – IP harmonic number. 

There is the IP components balances of electric circuit with 

the diode in numerical form, where approximation of the 

nonlinear characteristic of the diode, presented by the 

polynomial of 10-th order. 

Table 2 shows, that the constant power component on the 

diode is the most influential. This fact can be explained as 

follows: the biggest errors by approximation occurs in the 

small-values region of the input voltage (fig. 2). This errors 

reduced to the value of output voltage will be equal to ΔUс, 

even when the input voltage Uc(t) equal to zero. This value is 

going down with the increase in the approximation function 

orders. The same dynamic is observed in the constant IP 

components (table 2). 

It is logically to make the conclusion, that the numerical IP 

harmonic components on the diode is as less as higher the 

order of approximation function of the nonlinear characteristic 

of the diode. 

)()()( tptptp sadaRa
 

0.477
0.405
0.240
0.831e-1

-0.100e-2
-0.174e-1
0.102e-1
0.141e-1

-0.809e-2
-0.118e-1
-0.288e-2

 

+ 

0.229e-1
-0.275e-10
0.955e-2

-0.182e-10
0.101e-2

-0.673e-11
-0.102e-1
-0.141e-1
0.809e-2
0.118e-1
0.288e-2

 

= 

0.5

0.129e-10

0.317e-11

0.405
0.25
0.831e-1

-0.174e-1

0
0
0
0

. 

The identity of represented balances of IP components 

proves the accuracy and efficiency of the analysis of the 

electric circuit with diode applying the automated method of 

IP components forming [2]. 

V.   CONCLUSIONS 

After the obtained data have been analyzed, it is reasonably 
to make the next conclusions: first, presence of IP components 
on the diode is required for the identity of IP components 
balances; second, the value of the researched IP components 
on the diode depends on the quality accuracy of the 
approximation of the diode nonlinear characteristic. 

 
 
 
 

REFERENCES 

[1] Калінов А.П., Малякова М.С. Розрахунок електричного кола з 

діодом методом миттєвої потужності / Вісник КДУ імені Михайла 

Остроградського.– Кременчук: КДУ імені Михайла 

Остроградського. – 2010. – Вип. 4(63). – Ч. 3. – С. 31-35. 

[2] Калінов А.П., Малякова М.С. Автоматизований алгоритм 

розрахунку електричних кіл за складовими миттєвої потужності / 

Електромеханічні і енергозберігаючі системи. – Кременчук: КДПУ 

імені Михайла Остроградського, ІЕЕКТ. – 2009. – Вип. 1. – С. 34-

38. 

[3] Родькин Д.И. Баланс составляющих мгновенной мощности 

полигармонических сигналов / Вісник КДПУ. – Кременчук: 

Кременчуцький державний політехнічний університет. – 2007. – 

Вип. 3(44). – Ч. 1. – С. 66 – 77. 

[4] Родькин Д.И., Калинов А.П. Энергопроцессы в цепях с 
несинусоидальными напряжениями и токами без парадоксов 
(комментарий к дискуссионной статье профессора Долбни В.Т. 
«Об одном парадоксе, возникающем при анализе цепей с 
выпрямителями») / Вісник НТУ «ХПІ», «Проблеми 
автоматизованого електропривода. Теорія і практика». – Харків: 
НТУ «ХПІ». – 2010. – №28. – С. 590-599. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

We support research 

activities in Slovakia / 

Project is co-financed 

from EU funds. This paper was developed within 

the Project "Centre of Excellence of the Integrated 

Research & Exploitation the Advanced Materials 

and Technologies in the Automotive Electronics ", 

ITMS 26220120055 

 

14

135



SCYR 2011 - 11th Scientific Conference of Young Researchers – FEI TU of Košice 

On the colored noise generated by a nonlinear 
Langevin equation 
1Lukáš GLOD, 2Gabriela VASZIOVÁ 

1Dept. of Mathematics and Physics, Institute of Humanitarian and Technological Sciences, 
The University of Security Management, Košice, Slovak Republic 

2Dept. of Physics, FEI TU of Košice, Slovak Republic 

1lukas.glod@vsbm.sk, 2gabriela.vasziova@tuke.sk 

 
Abstract—The Langevin equation, originally designed to 

describe the Brownian motion of particles in suspensions, can be 
considered also as a generator of colored noise. In the present 
contribution one example of such generator is studied. The 
dissipative friction force is taken from the current models of 
Brownian motors and is nonlinear. In this case the spectrum of 
the generated noise is not known but some its properties can be 
found from a simple dimensional analysis. Namely, the relation 
between the intensities of the resulting noise and the driving 
white noise is obtained when the friction factor in the dissipative 

force depends on the velocity of the particle as ~ αυ 2 . 
 

Keywords—Langevin equation, diffusion, noise generator, 
nonlinear friction.  
 

I. INTRODUCTION 

In the article published in Comptes Rendus in 1908 Paul 
Langevin proposed a different approach to description of 
Brownian motion (BM) than that of Einstein and 
Smoluchowski. It was assumed to be “infinitely simpler” than 
the Einstein´s one and seemed to be based only on the 
equipartition theorem. As distinct from Einstein who derived 
and solved a partial differential equation for the probability 
density of a Brownian particle (BP) [1], Langevin used 
Newton’s second law and incorporated in it a random force 
driving the particle. The obtained ordinary differential 
equation gave rise to the theory of stochastic processes and is 
now widely used to describe Markov (memoryless) processes 
in different fields of physics, chemistry, electrical engineering, 
biology, and even in finance and social sciences [2]. 

Let us consider the motion of the BP in a fluid. The 
Langevin equation describing the BM of a particle with the 
mass m  is 

( )tDm ξγυυ 2+−=& ,                 (1) 

where dtdr /=υ  is the particle velocity, the irregular 
impulses from the surrounding molecules are described by the 
(white noise) force ~ ( )tξ  with zero mean, which has the 

statistical properties ( ) ( ) ( )tttt ijji ′−=′ δδξξ  and the 

intensity γTkD B=  ( Bk  is the Boltzmann constant, T  is the 

temperature and the friction coefficient γ  for a spherical 

particle with the radius R  is the Stokes one, ηπγ R6= , η  is 

the dynamic viscosity of the surrounding fluid), and the 
diffusion coefficient of the BP represents the simplest 
realization of the fluctuation-dissipation theorem (FDT), 

γγ /2 TkDD Beff == −  (this formula, usually called the 

Stokes-Einstein relation, should carry the name of Sutherland 
as well [3]). Equation (1) is easily solved with these 
properties. The derivation of the mean square displacement 
(MSD) from Eq. (1) is very simple [4] and can be found in 
many textbooks and monographs. The MSD for any of the 
coordinates x , y , and z  is defined as 

( ) ( ) ( ) 2
0X t x t x= −   , where ...  denotes the statistical 

averaging. As distinct from the Einstein relation 

( ) 2 effX t D t= , which is valid only for “infinite” times t , Eq. 

(1) predicts the behavior of the particle for arbitrary time 
intervals: 

( ) ( )1 exp /
2 1

/eff

t m
X t D t

t m

γ
γ

− − 
= − 

 
.            (2) 

However, this solution has (as concerns BM) a very limited 
applicability. In fact, it is true only for heavy particles in a 
low-density environment (such as dust particles in a gas) at 
short times, or alternatively at long times, when, however, the 
Einstein theory is valid. In the following section the case when 
the friction coefficient γ  is replaced by the function of 

velocity ( ) 2αγ υ υ≈  will be considered. Although the solution 

for the spectrum has not yet been obtained, some interesting 
conclusions about the noise intensity can be done based on a 
simple dimensional analysis. 
 

II.  LANGEVIN EQUATION WITH NONLINEAR FRICTION 

The standard BM is described by the Langevin equation (1), 
in which the dissipative Stokes´ force is linearly-dependent on 
the velocity of the BP. This kind of friction has a very limited 
use. In a more general case, the friction force against the 
movement of the BP depends nonlinearly on the velocity, and 
can also be a function of the position of the particle. A number 
of stochastic processes in physics, electrotechnics, biology and 
other sciences is described by analogous equations. 

Various generalizations of Eq. (1) during the past 20 years 
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were used to describe the motion of living objects – molecular 
motors, crawling cells, flocks of animals, that are definitely 
out of thermodynamic equilibrium.  

Consider now the case when the coefficient of friction is 
a function of velocity [5] 

( ) ( )tDm ξυυγυ 2+−=& .                (3) 

Since the Brownian particle is in equilibrium with the liquid 
the noise intensity is related to temperature and friction 
coefficient by γTkD B= . A typical choice for the nonlinear 

friction function is ( ) 2 2
0γ υ υ υ= −  (Rayleigh-Helmholtz 

friction), which is interesting because of the fact that at 

0υ υ<  the friction function acts as an energy pump. Another 

generalization, studied e.g. in [5], is for a d -dimensional 
( 1,2,3d = ) system with the friction function 

( ) 2αγ υ γυ= ,                     (4) 

where γ  and α  ( 0,1,2,3α = ) are constants. The Langevin 

equation thus becomes   

( )2 2m D tαυ γυ υ ξ= − +& .                (5) 

Eq. (5) has no solution in elementary functions [6]. If we 
derive the Fokker-Planck equation corresponding to Eq. (5), 
we can calculate the stationary distribution function for the 
Brownian motion process described by the Langevin equation 
(5). 
For the nonlinear Langevin equation (5) the drift coefficient 

( )1D  and the diffusion coefficient ( )2D  are given by 

( ) ( )1 2 1,D t
m

αγυ υ += − ,   ( ) ( )2

2
,

D
D t

m
υ = .          (6) 

The corresponding Fokker-Planck equation thus has the form 

( ) ( )[ ] ( )tP
m

D
tP

m
tP

t
,,,

2

2

2
12 υ

υ
υυ

υ
γυ α

∂
∂+

∂
∂=

∂
∂ + ,      (7) 

which has the stationary solution in the form 

( ) ( )








+
−=

+

12
exp

22

α
γυυ

α

D

m
NPst ,              (8) 

where N  is the normalization constant. From the 

normalization condition ( )max

min

1std P
υ

υ
υ υ =∫  and for the natural 

boundary conditions ( minυ = −∞ , maxυ = +∞ ) we therefore 

have 

( ) ( )
( )( ) ( )









+
−









+Γ
+=

+++
+

12
exp

22/1

22

2

1 22
22
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III.  THE DIFFUSION COEFFICIENT IN THE CASE OF NONLINEAR 

FRICTION 

In the mentioned work [5], the “diffusion coefficient” of the 
particle, effD , is given the main attention. effD  can be 

calculated from the MSD of the particle, 

( ) ( ) 2

1

1
lim 0

2

d

eff j j
t

j

D x t x
td→∞ =

 = − ∑ ,         (10) 

or using the Kubo relation for the velocity autocorrelation 
function (VAF), 

( ) ( )
0

1
effD d t t

d
τ υ υ τ

∞
= +∫ .            (11) 

Knowing effD  is important not only for the description of 

various kinds of the nonlinear BM, e.g. in physics and biology 
[7 - 9], but also for designing colored-noise generators [5]. 

Indeed, while the random force ( )tξ  describes the white noise 

with equal amplitudes of any frequency component of the 
force spectrum, the dynamics of Eq. (5) can be regarded as 
a noise generator with very different properties. In such 
a generator, the “diffusion coefficient” effD  corresponds to 

the noise intensity of the “velocity” υ . It is of particular 
interest to know the properties of this noise and its dependence 
on the system parameters D , γ , and m . 

In the one-dimensional case, one can also calculate the 
factor of proportionality by means of an exact quadrature 
result recently derived [10]. We will demonstrate the scaling 
relations for the cases 0α =  (normal BM) and 1α =  (the 
high-speed limit of the Rayleigh friction), as well as for two 
examples of even stronger nonlinearity with 2α =  and 3α = . 
We will explain by intuitive arguments the remarkable 
findings that the diffusion coefficient for 1α =  does not 
depend on the noise intensity at all and that it decreases with 
increasing noise for 1α > . 

The exact formula for the diffusion coefficient in the one-
dimensional case ( 1d = ) from [10] (for the specific case 

( )g Dυ = ) reads 
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where ( ) ( )2 2 / 2 1U m Dαυ γ υ α+= + . Inserting the potential, 

introducing new variables ( ) ( )1/ 2 2
/i iu m D

αυ γ +=  and carrying 

out the integral in the denominator, one arrives at [5] 
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    (13) 

The first factor is the desired scaling law in D  and γ  while 

the remaining form a numerical factor that still depends on the 
exponent α .  
For 0α =  (normal BM) one recovers the simple relations 

2
effD Dγ −= ,  0α = .                      (14) 

For 1α =  (the friction force is proportional to the cube of the 
velocity) one has 

( ) 42 2

0

3
erfc 0.4875 /

2 4
x

eff

m
D dx x e m γ

γ
∞ = Γ ≈ 

 
∫ ,  1α = . (15) 

For higher α , the double integral in (13) can be reduced to 
a single integral over a product of an exponential and an 
incomplete Gamma function. Here we just state the numerical 
factors resulting from the scaling law and the numerical 
evaluation of the remaining integral [5] 

4 / 3 2 / 3 1/ 30.3737effD m Dγ − −≈ ,  2α =           (16) 
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Fig. 1. Diffusion coefficient effD  vs. ( )xm/γ . 

 
3/ 2 1/ 2 1/ 20.3201effD m Dγ − −≈ ,  3α = .         (17) 

The purpose of the work [5] (see Eq. (13)) was to show that 

effD D mβ β βγ ′ ′′≈ ,               (18) 

where 
1

1

αβ
α

−=
+

,  
2

1
β

α
′ = −

+
,  

2

1

αβ
α

′′ =
+

.         (19) 

Here we use that the Langevin equation (5) is in fact governed 
not by three but only by two parameters, e.g. / mγ  and 

2/D m . If M , L , and T  stay for mass, length, and time, 

respectively, then, using that the dimension of 2αγυ  is /M T  

and effD  has the dimension 2 /L T , ( ) ( )2 2 3/D M L T=  and 

( ) ( )/L Tυ = , one easily finds from the expression 

2

x y

eff

D
D

m m

γ   ≈    
   

               (20) 

the following relations for the coefficients x  and y : 

2

1
x

α
= −

+
, 

1

1
y

α
α

−=
+

      ( 1α ≠ − )        (21) 

4 / 3x = ,    1y = −     ( 1α = − )        (22) 

so that the dependence of effD  on the model parameters 

exactly corresponds to Eqs. (18) and (19) with the coefficients 
β  found for 0,1,2,α =  and 3  [5]. Here, the dependence of 

effD  on α  is determined for arbitrary α  immediately from 

the simple dimensional consideration. In particular, the 
interesting case (mentioned but not touched in [5]) when  α  is 
negative is also solved. While in [5] the question has been 
opened whether here the system shows normal diffusion at all, 
now it is seen that the answer is not. For 1α >  and 1α ≤ −  
one observes that the diffusion coefficient of the BP decreases 
with the increase of the Langevin noise. “The exciting and 
unexplored problem” of the power-law friction is covered by 
the solution (21) as well. The relation (20) is shown in Fig. 1 
and Fig. 2. 
 To finish with this type of the nonlinear Langevin equation 
note that it is appropriate to study this equation in the 
dimensionless form. It has been also done in [5] in numerical 
simulations: the graphs for dimensionless effD  as a function of 

D  have been calculated for 1,2,3α = , and 1d m γ= = = . To 

work with dimensionless variables, one has to define the  

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Diffusion coefficient effD  vs. ( )y
mD 2/ . 

  

characteristic units for the mass ( )µ , distance ( )ρ , and time 

( )τ . Then, measuring the mass, distance and time in these 

units, the form of Eq. (5) remains the same but all the 
quantities become dimensionless. Let us choose these units as 
those characteristic for a typical micrometer-sized BP at room 
temperatures in water, assuming the validity of the Stokes´ 

friction force. That is, ( ) 154 / 3 10 kgµ π −= ⋅  and 610 mρ −= . 

Taking /mτ γ=  to be the relaxation time for the BP, this 

characteristic unit will be ( ) 62 / 9 10 sτ −= ⋅ . This time 

corresponds to Lindner´s choice 1m γ= =  [5]. As to the noise 

intensity and diffusion coefficient expressed in the units for a 

typical BP, 2 2 3/µ ρ τ  and 2 /ρ τ , respectively, we have the 

dimensionless ( ) 61.38 / 9 10effD D Dπ − ∗= = ⋅ , where 

( )/ 300D T K∗ =  and ( )T K  is the temperature. Thus, 1D∗ =  

yields the values for the typical BP at 300K  (recall that the 
dimensional /eff BD k T γ=  and BD k Tγ= ). The numerical 

calculations for different friction forces are in progress. Now 
we only note that the simulations [5] are carried out in the 

region of D  (from 210−  to 10 ) that is exceedingly far from 
that for a real BP (for such a particle the temperatures in [5] 

are from about 76 10⋅  to 106 10 K⋅ ). Due to this the behavior 
of the simulated BP cannot be compared at all with the 
behavior of the typical particle. 

 

IV.  CONCLUSION 

In this contribution the famous Langevin equation is 
considered as a generator of the colored noise. If this equation 
is used to describe the Brownian motion of particles, the noise 
is represented by the particle velocity υ  and its properties, in 
particular the color, i.e. the dependence on the frequency, are 
determined by the velocity autocorrelation function of the 
particle. We have described one example in which the 
Brownian particle produces a colored (correlated) noise. 

Instead of the Stokes friction, a force proportional to υυ α2  is 
used; this choice is inspired by some actual models of 
Brownian motors [5]. The resulting Langevin equation is 
nonlinear and hardly solvable analytically. It is however 
possible to obtain some properties of the intensity of the 
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generated noise using just a dimensional analysis. In 
particular, it can be shown that for the cubic dependence of the 
force on υ  the noise intensity does not depend at all on the 
intensity of the white noise driving the particle. In some cases 
the intensity of the noise (the particle diffusion coefficient) 
decreases with the increase of the white noise intensity. Since 
the nonlinear Langevin equation is difficult to solve 
analytically, currently we make attempts to solve it 
numerically for different friction forces. From the view on this 
equation as a colored noise generator, even a more important 
problem seems to be that of designing a generator with given 
desired properties of the noise. 
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Abstract—In-situ X-ray diffraction experiments using 

synchrotron radiation were employed to analyze microstructure 

evolution of 95.5Sn3.8Ag0.7Cu (wt. %) lead-free solder alloy 

during heating (30-250ºC), isothermal annealing (240ºC) and 

cooling (250-30ºC). The special emphasis was placed at the study 

of melting and solidification process, explaining formation, 

distribution and the order of crystallization of the crystal phases 

(β-Sn, intermetallic compounds) in the solder alloy.  

 

Keywords—X-ray diffraction, microstructure, lead-free 

solders, crystal phase.  

 

I. INTRODUCTION 

Lead-free solders based on SnAgCu alloys (with melting 

temperature under 250°C) are extensively used as low 

temperature solder materials in the electrotechnical industry. 

Therefore solder joints play important role from view of 

quality and reliability of electronic devices. Significant factor 

defining properties of solder joints is their microstructure. 

Microstructure of solder joints of final electronic devices is 

generally influenced by applied solder alloy, process of 

soldering, composition of soldered materials and utility of the 

final device. All four factors have significant impact on phase 

transformations in solder joints consequently influencing their 

properties. Microstructure of lead-free solders consists of 

large β-Sn dendritic crystals with typical length of 10
1
-10

2
 µm. 

Another very important component of the solders are 

intermetallic compounds. Solders based on Sn with additions 

like Ag and Cu contain dominantly fine Ag3Sn precipitates 

(≈1-101 µm) or Cu6Sn5 precipitates (≈1 µm). Distribution of 

intermetallic compounds in solder alloys is based on weight 

ratio of chemical elements in the solders [1]. 

 Realized in-situ measurement of 95.5Sn3.8Ag0.7Cu 

solder alloy illustrate behavior of the alloy during temperature 

increase (30-250ºC) and during temperature decrease (250-

30ºC), thus simulating the soldering process. The special 

emphasis was placed at the observation of the phase evolution 

mainly during the solidification process.  

 

II. MEASUREMENT  

As a source of X-ray radiation was used for the diffraction 

measurements B2 bending magnet beamline of the DORIS III 

positron storage ring at HASYLAB/DESY (Hamburg, 

Germany). The beamline allows performing X-ray diffraction 

measurements in Debye-Scherrer geometry (Fig. 1). For our 

measurements the wavelength was set to λ = 0.5384 Å. The 

use of synchrotron radiation has numerous advantages in 

comparison with conventional laboratory X-ray lamps since it 

offers high brilliance photon beams covering relatively wide 

energy spectrum. To speed up the measuring, diffracted X-

rays were detected on position-sensitive image plate detector 

OBI, covering the angle range 2θmax =110º.   

 

 
Fig. 1.  Configuration of diffractometer in Debye-Scherrer geometry. 

 

The sample of the alloy in the form of powder was placed into 

glass capillary having the inner diameter of 0.28 mm. The 

capillary containing sample was consequently mounted into 

the STOE furnace, thus simulating the soldering process 

(temperature increase and decrease). The temperature in the 

sample vicinity was measured by thermocouple. To eliminate 

the texture effect and to ensure correct intensities of the Bragg 

peaks, the capillary was rotating with frequency of 2 Hz (ω) 

around its horizontal axis, perpendicular to the incoming 

monochromatic beam (Fig. 1). The sample was illuminated 

with the monochromatic beam having the width and height of 

12 and 5 mm, respectively. Measurement at every temperature 

took between 12-14 minutes. The temperature step of 10ºC 

was used during heating (30-210ºC) and cooling parts (190-

30ºC), whereas the 2ºC step was applied for more detailed 

inspection of the melting and the solidification processes 

occurring in the temperature ranges (210-250ºC) and (250-

190ºC), respectively. 

  

III. RESULTS AND DISCUSSION 

X-ray diffraction pattern of the fresh sample taken at 30ºC 

revealed the presence of the sharp and intense Bragg peaks 

stemming from β-Sn phase (PDF Nr. 4-673). Furthermore 

slight traces of Ag3Sn crystal phase (PDF Nr. 44-1300) are 

clearly visible and also slight traces of Cu6Sn5 crystal phase 
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are visible (PDF Nr. 45-1488) [3]. Because our measurements 

were mainly aimed at evaluation the phase changes, next 

diffraction patterns depict behavior of the analyzed solder 

alloy only during the melting process (temperature increase) 

and at selected temperatures during the temperature decrease, 

where crystallization of crystal phases takes its course.  
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Fig. 2.  Diffraction patterns of the 95.5Sn3.8Ag0.7Cu alloy at selected 

temperatures. 

 

Heating the alloy from 30ºC up to melting temperature of 

the alloy reveals no phase changes (phases formations). After 

reaching the temperature of 228ºC diffraction peaks belonging 

to major constituent phase β-Sn are rapidly diminishing, what 

is a sign of reaching the melting point of the solder. After 

increasing the temperature of 2°C it was possible to observe 

next depression of diffraction peaks intensity together with 

significant relative rising of the background.  X-ray diffraction 

patterns obtained at 232°C exhibit no Bragg peaks at all and 

thus confirm completely molten state of the alloy (Fig. 2a). 

It should be noted here that according to values published in 

database [2] and in binary diagrams [4], the liquidus 

temperature of the alloy was measured within the tolerance of 

+(8-12)°C. This difference is probably consequence of 

temperature gradient inside the furnace combined with the 

temperature step (2°C). 

Further isothermal annealing at 250ºC for two hours 

revealed no phase changes and diffuse character of the X-ray 

diffraction (XRD) patterns remained unaffected. 

 

In the next part we focused on the solidification process, or 

more precisely on crystallization of the solder alloy. XRD 

patterns reveal diffuse character specific for amorphous 

materials till temperature of 228ºC - Fig. 2b, when the first 

Bragg peaks corresponding to the major β-Sn phase (or also to 

intermetallic compounds) appear. Similar diffraction pattern 

(if only β-Sn reflections are taken into consideration) was 

recorded during temperature increase (melting process) at the 

temperature of 230ºC. One may conclude here that the 

temperature difference between the melting liquidus and the 

solidification liquidus of the alloy indicates kind of thermal 

hysteresis. 

Next table (Tab. 1) summarizes data gained from the 

measurement, or more precisely from XRD patterns: liquidus 

temperatures (for temperature increase and decrease) and also 

temperatures of formation of crystal phases during cooling. 

 
TABLE I 

TEMPERATURES OF LIQUIDUS AND CRYSTALLIZATION                      

OF  CRYSTAL PHASES 

 
Temperature 

increase  
Temperature decrease 

 liquidus liquidus β-Sn Ag3Sn Cu6Sn5 

95.5Sn3.8Ag0.7Cu 232ºC 228ºC 228ºC 228ºC 228ºC 

 

IV. CONCLUSION 

Diffraction measurements allowed detail analysis of the 

melting and solidification process of the solder alloy. 

Significant result of the measurements is definition of liquidus 

of the solder (for temperature increase and decrease) and also 

definition of crystallization order of crystal phases in the 

solder alloy, which explains distribution of the phases in lead-

free solders.  
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Abstract—This article deals with photovoltaics energy as a 

possible primary source of meeting energy demand of an object. 

In first part the photovoltaics and renewable energy sources 

and their importance is briefly presented. Second and third 

part deals with photovoltaics measurements, optimal array 

placement. Fifth part shows the photovoltaics prices and final 

fifth part describes the methods for object´s energy demand 

assessment.  

 
Keywords—Photovoltaics, Excel, Energy, Measurement  

I. INTRODUCTION 

In present days, due to growing concerns about possibility 
of global warming, rising fossil fuel prices and the need of 
improved security is leading more countries to give higher 
priorities for integrated policies for addressing climate 
change and energy. The EU set an example to the rest of the 
world by cutting its greenhouse gas emissions by at least 20% 
by 2020 and final energy demand should consist from at least 
20% from renewable energy sources. In term renewable 
sources of energy we understand ecologically clean direct or 
indirect form of solar energy, which can be transformed by 
suitable technological solution to electrical energy.. 
Renewable energy sources are available in much higher 
amount than the whole world needs and their usage is 
imperative for keeping the ecological equilibrium. Following 
figure (Fig.1) shows the solar potential of Slovak Republic as 
well as yearly sum of global irradiation which can be utilized 
by photovoltaic modules 

 

Fig.1  Global Irradia tion and Solar Electricity Potentia l 

Following figure (Fig.2) shows the photovoltaic solar 
electricity potential in European countries. The data was 

gathered by European Commision Joint Research centre.  

 

Fig.2  Photovolta ic Solar Electricity Potentia l in European 
Countries 

II. PHOTOVOLTAICS MEASUREMENTS 

 In order to obtain maximum possible energy from 
photovoltaic panel some of the prerequisites have to be met. 
One of such prerequisite is to consider the optimal angle and 
orientation of photovoltaic panel, which is often overlooked 
during installation and leads to lower energy gain as 
expected.    

The electricity which is produced by photovoltaic panel is 
highly affected by its orientation and angle. In ideal state, 
when direct solar radiation is considered the optimal angle is 
equal to the latitude of the geographical location. Such 
prediction is not real, because the major part of the radiation 
is diffused radiation from other direction than the sun. 
Because of this, the optimal angle is slightly towards the 
horizontal. Season of the year must be considered as well, 
because it is obvious that in winter he sun sun´s elevation is 
low, so the panel needs higher angle in order to produce more 
energy and in summer the smaller angle of tilt is needed. The 
optimal orientation must be determined individually for each 
application. Local weather conditions such as morning fogs 
must be taken into account. Following figure shows the 
percentage of optimal energy production that can be expected 
from photovoltaic panel at different angles.(Fig.3)  
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Fig.3  Percentage of Optimal Energy Production a t Different 

Orientations and Angles 

III. PHOTOVOLTAICS MEASUREMENTS DONE ON DEPARTMENT 

 Fully automated measurements of voltage and power of 
photovoltaic panel were done on KTEEM department. These 
measurements were done during whole year every day every 
minute and provide us with valuable data for further 
research. 
The yearly overview of the panel´s average values of daily 
power (fig.4) and energy produced (fig.5) can be seen on  
pictures. 

 
Fig.4 Average daily power of photovoltaic panel 

 
 

 
Fig.5 Average daily energy produced by photovoltaic panel 

 
As we can see on the results, the photovoltaic energy is hard 
to predict, especially last year´s May was completely rainy, 
with  
the weather absolutely unsuitable for photovoltaics use.  

IV. PRICE OF PHOTOVOLTAICS 

The photovoltaics technology is rapidly evolving these days, 
it is becoming more affordable, however its prices are still 
higher than the prices of traditional fossil fuels. However as 
can be seen on following picure (fig.6) the prices of the 
photovoltaics are decreasing. The prices are from year 2010. 

 
Fig.6 Photovoltaic energy prices 

V. OBJECT´S ENERGY DEMANDS 

Under the term „object“ we understand building which we 
want to evaluate. For the purpose of evaluation, program was 
written in MS Excel utilizing the embedded Visual Basic for 
programming the essential functions and calculation. 

The object can be up to 2 floors building, where every 
storey can have from 1 to 15 rooms. Every wall can be 
specified (its size, construction material, type of plaster 
and/or insulation, also additional features like windows 
and/or doors). 

From electrical point of view, the storey can be imagined 
in following way (Fig.7) 

Fig.7 Simplified scheme of one storey 

The drawing of this scheme is very simplified, as at the 
beginning we consider that all the rooms are connected with 
each other. In terms of logic it is of course nonsense, 
however the not defined joints would not interfere with the 
equations, as there will be zero value. 

The resistors represent the total thermal resistance of 
walls (including any extra options like windows, doors, as 
well as ceiling and floor). The second resistor represents the 
air resistance. Every room has two sources, one is common 
to all, this is the outdoor temperature, which has to be 
specified. The second source represents the temperature of 
heater which will be counted after you specify the needed 
temperature in every room, which was specified. Needed 
thermal power output is counted as well. 
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 Such scheme describes every storey, however in case of 
more storey, than just ground floor, the scheme includes 
additional resistors, which describe the thermal resistance of 
combined ceiling/floor and all of its features. 
The system is as modular as possible, it is easy to add more 
storeys if needed, or even more rooms. 

Fig.8 Temperature statistics for model 

To obtain correct values for thermal power output, we 
must specify as most accurate values as possible. The thermal 
properties of construction materials are included in program, 
however for having a complete results, we must use the 
measured temperature values, ideally from whole year. 
Average temperature values from 2005-2010 years from 
Košice´s region will be used (Fig.8).  

Fig.9 Sample screen of assessment program 

As a reference object, we have considered the older 
residential house with one additional storey above the ground 
floor, which was made of older type full burnt brick, as it was 
the most common material, from which most houses are 
made from. The ground floor as well as the upper storey 
contain 4 rooms, so the total number of rooms is 8, which is 
quite standard. The outside temperature was chosen from the 
graph (Fig.8) and the inner temperature was set to 20 ºC to 
represent approximately the most common situation. We 
didn’t consider any insulation, plaster or flooring materials, 
although it is possible, and needed for more precise results. 
The results in graphical form using MS Excel can be seen in 
the following picture (Fig.10) 

Fig.10 Thermal power output needed for object 

VI. CONCLUSION 

 The results obtained with this assessment program will lead 
to next stage of research, which will be the creation of 
decision algorithm, which will be able to determine how to 
meet these energy demands using only the renewable energy 
sources in the most efficient way. The photovoltaics proves to 
be valid source, however it also proves to be very unreliable 
as a primary source of energy, therefore further research will 
be needed. It should be noted, that similar assessments of 
energy demand (for example electrical energy) can be done 
for wide range of applications, like for example automotive 
electronics. 
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Abstract— Electricity market opening has brought on the one 

side, a number of advantages and opportunities, but on the other side 
the number of problems. Lines are often overloaded and used to their 
limits, creating bottlenecks. This problem affects most countries, 
including Slovakia. Since building new lines is very tedious process, 
is necessary to introduce special equipments design to control power 
flow, such as PST, UPFC or FACTS.  
 

Keywords— FACTS, UPFC, HVDC, Power System 
 

I. INTRODUCTION 

Opening of an electricity market brought a much of 
advantages, but on the other side, also much of drawbacks. 
Since commercially negotiated power flows are significantly 
different from the actual flows of trade laws and do not exceed 
the laws of physics, the question arises how to bring near these 
laws. As a result, of electricity trading has been increasing 
interstate transfers, often because of what some of the lines to 
the state, which are surcharge, while others are not fully 
utilized.  

With reference to the market liberalization in the power 
industry, the actual tendencies of the electric power systems 
operation have the following character: 

� Increasing capacities of the electric energy 
international exchanges in term of exportation from 
the sources, as well as in term of powers transit, 

� increasing operating exploitation of the transmission 
elements, mainly international lines of interconnected 
electric power systems. This advanced form of the 
using of elements causes less reserves in case of the 
line surcharge. In background, the international lines 
were used mainly to increase the operation electric 
power system dependability in given area. Nowadays 
is overrides big business using, at what networks and 
their interconnections were not conceptually 
constructed, 

� increasing differences between physical and business 
electric energy flows with the negative consequence 
to loss. These differences are still more expanding in 
last years, 

� it exists relatively big unstableness and time changes 
of the transmission size. These processes are not 
possible to well predict, 

� the networks operation is often adapted (by non-
standard solutions too) to the business events, 

� on these conditions, in any cases during the operation 
are beginning to detect networks bottlenecks, which 
can be limiting factor for the desired business 
changes. Sequentially, these situations can to cause 
the risk of the fail and breaking of the electric energy 
supply in areas. 

 
The classic solution of the networks development (networks 

bottlenecks elimination), relative with the reinforcing and 
building of the new lines, is no wear as sufficient and quick in 
continuity with the problems to obtain of the new corridors and 
in connection with environmental problems. Therefore, often 
sought the ways, which could to enable at least regionally affect 
the negative functioning of therein before present processes for 
the transmission networks operation.    

One of the decision distributive companies into the future is 
production of renewable for each household. Such production 
may result in rotation of direction load flow. Actual situation is 
possible to change and load flow will not from the transmission 
system to distribution, but on the contrary.  

To arrive to effective operation of lines and prevent 
congestion interstate lines we can use devices designed to power 
flows control. One of the practically usable devices, which can 
be used to electric power system control in interconnected 
power systems are flexible alternating current transmission 
system (FACTS). [1], [3] 

II.  HVDC 

HVDC - Hight Voltage Direct Current is an interface in the 
AC system, composed of rectifier, DC line, inverter and a 
range of accessories, especially filter to suppress the influence 
of higher harmonics on the ac systems. Using of HVDC 
technology is cost effective, but requires complicated and 
expensive devices on both ends of power lines. Therefore 
HVDC has found its application  in the less conventional uses 
such as transmission of electricity on long distances, or 
connection of divided power systems, which can´t be operated 
on the base of traditional principles of AC systems. HVDC 
substations are very good regulated and allow quick change of 
size and direction of transmitted power. 
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GTW (Gas to Wire) 
 
Gas-to-Wire (GTW) is a means of transmitting gas energy, 

as with a gas pipeline or the case of LNG and/or GTL. 
GTW is for practical power generation adjacent to an 

oil/gas field, with optimum transmission by HVDC for AC-
grid connection. [2] 

 

 
Fig. 1.  Gas-to-Wire [2] 

III.  FACTS 

Flexible (AC) electric transmission systems belongs to 
progressive technology in power system engineering. FACTS 
devices are used to optimize the existing transmission lines.  

The term ‘FACTS’ covers all of the power electronics 
based systems used in AC power transmission [4].  

The main systems are: 
• Static var compensator (SVC) 
• Fixed and thyristor-controlled series capacitor (TCSC) 
• Phase-shifting transformer (PST) and assisted PST 

(APST) 
• Synchronous static compensator (STATCOM) 
• Synchronous static series compensator (SSSC) 
• Universal power flow controller (UPFC) 
Among adjustable parameters of these devices belong e.g.: 

voltage, current, impedance, phase angle. 
 

A. TCSC 

 
Principle of operation  
TCSC configurations comprise controlled reactors in 

parallel with sections of a capacitor bank. This combination 
allows smooth control of the fundamental frequency capacitive 
reactance over a wide range. The capacitor bank for each 
phase is mounted on a platform to ensure full insulation to 
ground. The valve contains a string of series-connected high-
power thyristors. The inductor is of the air-core type. A metal-
oxide varistor (MOV) is connected across the capacitor to 
prevent overvoltages [4].   

 
 

Fig. 2.  Fixed and thyristor-controlled series capacitor (TCSC) 

 

B. UPFC 

 
Principle of operation 
Converter 2 performs the main function of the UPFC by 

injecting, via a series transformer, an AC voltage with 
controllable magnitude and phase angle in series with the 
transmission line. The basic function of converter 1 is to 
supply or absorb the real power demanded by converter 2 at 
the common DC link. It can also generate or absorb 
controllable reactive power and provide independent shunt 
reactive compensation for the line. Converter 2 supplies or 
absorbs the required reactive power locally and exchanges the 
active power as a result of the series injection voltage. [4] 

This paper is aimed at Unified Power Flow Controller 
UPFC. 

 

 
Fig. 3.  Universal power flow controller (UPFC)  
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Fig. 4.  Phasor diagram of UPFC 

 

IV.  ECONOMIC PROS AND CONS 

Benefits of FACTS devices from economic perspective: 
Building new lines is very tedious process (property 

settlement, land acquisition and etc.), is necessary to introduce 
special equipments design to control power flow.  

Cons FACTS devices from an economic perspective: 
• include semiconductor devices 
• production is for order 

These facts have an impact on their high price. 
FACTS devices prices are approximately: 

UPFC: 90 – 130 tis. US$/MVA  
TCSC: 50 – 70   tis. US$/MVA  

V. SIMULATION MODELS 

A. 3 bus network 

 
Easy 3 bus network is tested with and without UPFC 

inserted into two buses to analyze parameters (power flows 
and voltages) in this network. 

 

 
Fig. 5.  3 bus network 

 

 
 

Fig. 6.  Power flow control  

B. 14 bus test network 

 
Standard 14 bus test network is tested with and without 

UPFC inserted into two areas (13,8 kV and 69 kV) to analyze 
parameters (power flows and voltages) in this network. 

 

 
Fig. 7. 14 nodes network 

 

    UPFC_1 in Area 13,8kV 
 

The reactive power flow of UPFC_1 is setting as constant. 
The UPFC_1 inserted into area 13,8 kV affects on the power 
flows mainly in this area. The change of power flows in area 
69 kV is small.  

 
The change of the power flow on the UPFC_1 causes the 

increasing of the active power losses in the network Fig.8.  
 

 
Fig. 8. Losses according to P set to UPFC_1 

 
UPFC_2 in Area 69kV 
 
The reactive power flow of UPFC_2 is setting as constant. 

The UPFC_2 inserted into area 69 kV affects on the power 
flows mainly in this area. The change of power flows in area 
13,8 kV is small. 

 

C. Power system of the Slovak Republic 

 
Further research will focus to use FACTS devices in 

Slovakia. To solving of this issue, is necessary to model the 
power system of the Slovak Republic. However, as has been 
found to achieve the required accuracy is not sufficient only 
power system of the Slovak Republic, is necessary to model 
almost all systems, almost all belonging ENTSO-E.  To the 
most accurate results is necessary to place the balance sheet of 
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the node somewhere outside of the Slovak Republic. Model of 
Slovak´s power system, has been successfully created and is 
fully operational. For the remaining models are constantly 
working. 

     
 

 
Fig. 9.  Power System of The Slovak Republic  

 

VI.  CONCLUSION 

UPFC belongs to the most integrated devices of the FACTS 
devices group. It is possible to use these devices for the in 
depended active and reactive power flows controlling. Its 
utilization in the electric power system control corresponds to 
their technical and economic demand. Currently, the investment 
cost not allows the mass installation of UPFC to the electric 
power system.  

Gradually, however, will needs to introduce these devices 
more and more. Their benefits are not only in the regulation of 
power flows but help to improve the static and dynamic stability, 
oscillation damping and regulate voltage conditions.  
So we can assume that Slovak Power system over time cannot 
be without these devices.   
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Abstract— This article deals with realization of Σ∆ Σ∆ Σ∆ Σ∆ modulator, 

which is core block of bandpass Σ∆Σ∆Σ∆Σ∆ Analog to Digital Converters 

are very often utilized in software determined communication 

equipment, software radio supported by manufacturer and 

individuals on utilization of programmable converters of narrow-

band digital modulating signal. Σ∆Σ∆Σ∆Σ∆ converters are suitable for 

implementation on VLSI technology because requirement the 

least possible amount of analog function blocks of A/D converter. 

Properties of this architecture of A/D converter led to realization 

of ideas to design modulator available on circuit System On Chip 

(SoC). Our used system SoC was developed by company 

CYPRESS MICROSYSTEMS, and specifically it is circuit 

CY8C27443-24PVI. 

 
Keywords— Sigma-Delta converter, Analog-Digital Converter, 

PCoC.  

 

I. INTRODUCTION 

Analog to digital converters (ADC) are today extremely 
widely utilize electronic block in various areas of techniques 
e.g. in communication systems [5], [6], computers [7], sensor 
techniques [1], [10] and elsewhere. There is large amount of 
the ADC architectures with large variety properties and 
parameters [8], [9] and another question of study is their 
testing [12], [13]. ADC are nowadays more and more used 
even in high-frequency communication systems and 
equipments like e.g. software radio, where very important part 
of them is bandpass sigma -delta ADC [5], [6]. 

The structure bandpass Σ∆ converter (BP Σ∆) is based on 
the idea of LP Σ∆ modulator suppressing quantization noise 
around converting signal frequency, with possibility to adapt 
trade between converting resolution and sampling period by 
the digital processing algorithm in the output low-pass 
filtering. Substitution lowpass filter for resonator will cause, 
that lowpass modulator is change on bandpass. Resonator is 
realized by the time discrete structure in the surrounding of 
resonation frequency fIN, which is determined by sampling 
frequency fS = 4.fIN. Besides positive properties like stability 
and dynamics, the noise transfer function (NTF) moves its 
minimum around the sampling frequency fS = 4.fIN [5]. Binary 
multiplication with the reference signal fIN shifts the spectral 
components at the modulator´s output around the DC 
component. Lowpass digital filter provides conversion of this 

component in the binary value. Phase shift of reference signal 
about one period Ts, provides digital value at the LP filter 
representing input signal component fIN shifted by π/2.  

The main benefit of BP Σ∆ converters is the direct 
conversion of the input analog signal to vector with two 
components (real and imaginary). High linearity caused by the 
LP filtering of the serial binary flux well knows advantage of 
Σ∆ converters. 

Whole structure of BP Σ∆ A/D converter is shown on Fig.1. 
Resolution of each component at the digital output is 
adaptable by the length lowpass FIR filtration. 

 

 
Fig. 1  Consequential AD converter for decoding I/Q component of 
harmonics signal. 

 
These converters became very popular in the digital 

communications system using QAM, 16QAM, QPSK 
modulation like GSM, WCDMA, UMTS and by many next 
similar applications. Another prospective application of BP 
Σ∆ converters is sensor techniques [1]. Here the signal from 
the two-parameter sensor is gained, where one parameter 
affects the real component and the other parameter affects the 
imaginary component of the output impedance of the passive 
sensor. Alternatively, one component output impedance of the 
sensor can represent diagnostic information about the sensor 
functioning. 

 
Fig. 2  Diagram of BP Σ∆ ADC as circuit for post-processing the output 
signal from the capacitive sensor 

14

150



SCYR 2011 - 11th Scientific Conference of Young Researchers – FEI TU of Košice 

 
The phase shift of the processing block is suppressed by the 

subtracting operation. The difference of the digital values 
from the output of the LP filter in the position 1 and 2 
normalized to the value measured in the position 3 is 
expressed by the formula. Here the measured changes of 
capacity and resistance are obtained: 

 

( )XXs GCfjR
U

UU
∆+∆=

−
π2

3

21
 (1) 

The BP Σ∆ A-D converters can be build-in using various 
mixed signal technologies. They contains minimal amount of 
analog elements (comparator, two integrators and summing 
circuit) and their offsets are compensated by the feedback 
structure. Simple analog structure causes high linearity. 

II. PROGRAMMABLE SYSTEM ON CHIP (PSOC) 

Circuit Programmable System On Chip (PSoC) of company 
Cypress Microsystems allows integrate analog digital 
programmable blocks into one integrated circuit. System On 
Chip (SoC) consists of hardware and software part, which is 
control microprocessor and peripheries. Used circuit 
CY8C27443-24PVI is created on the SONOS technology. 
Microprocessor called M8C is building on 8-bits hardware 
architecture and allows an effective programming. Digital part 
consists of FPGA blocks organized in rows. Analog blocks are 
used for development analog element like comparators, 
summing amplifier and AD and DA Converters. Configuration 
and emulation of circuit is being performed in the graphical 
development environment PSoC Designer. 

Analog part contains three types of the analog blocks: 
Continuous Time (CT) provide continuous time analog 
function. Two other represented by the Switching Capacitor 
blocks (SC) of type C and D, provide programmable signal 
amplification or integration using switching capacitor 
technology as shown on Fig. 3. Blocks are organized in the 
columns, where each has possibility to connect its output into 
inputs of other ones. Besides interconnection of the blocks 
clock signal and the reference voltage could be connected to 
the inputs of analog blocks. State of the interconnection 
switches is being memorized in the mapping memory. This 
Flash memory contains information enabling or deactivating 
internal phase shifted clock signals and selection/activations of 
the input multiplexers. 

 
Fig. 3  Analog switched capacitor block type C 

 

III. DRAFT BP SD MODULATOR CIRCUIT FOR PSOC  
 

The resonator of Σ∆ modulator is designed by 
supplementing a double-delay circuit of the negative feedback 
circuit and summing circuit in the analog part of PSoC. The 
input analog signal is connected to the input amplifier together 
with the signal from the comparator´s output through a 
resistive summing circuit. The output signal then passes the 
double-delay resonator. The double-delay circuit is 
implemented by means of two SC blocks, each of them 
representing an amplifier with the amplification equal to one, 
and creating delay of one fS clock. The transfer characteristics 
of the double-delay circuits with the used unity amplification 
are shown in Fig. 4. The effect of the SC block saturation 
deteriorates characteristics of higher input amplitudes. 

 

 
Fig. 4  Transfer characteristics of a resonator 

 
The comparator is connected to the resonator´s output. The 

comparator output is a digital bus connected to the buffer 
located in the digital circuit. The configuring BP Σ∆  
modulator in analog parts of the PSoC circuit created in the 
graphical development environment is shown in Fig. 5. 

 
The input signal range is restricted by supply voltage 

of 0 - 5V. In order to remove unilateral restriction, the DC 
bias of 2.5V was added to the input signal. 

 

 

 
Fig. 5  Diagram BP Σ∆ modulator in development environment PSoC 
Designer 
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IV. IMPLEMENTATION OF BP Σ∆ CONVERTER USING DISCRETE 

COMPONENTS 
 

Limited amount of the analog blocks for layout 
modification towards symmetrical structure, small utilizable 
input signal range with the required DC offset are drawback of 
the implementation on SoC blocks. The BP Σ∆  modulator 
was also implemented using MSI components. 

The delay-block z-1 was realized by a pair of sampling 
amplifiers (SA). The non-overlapping clock with 50% duty 
cycle on each SA in one block ensures time delay z-1. 
Comparators and amplifier were implemented on broadband 
integrated circuits. Resistive summing circuit maintains an 
accurate summing operation without drift.  Final circuit 
structure of BP Σ∆  modulator implemented on MSI circuits is 
shown on Fig.6. 

 
Fig. 6  Structure bandpass Σ∆  modulator realized using MSI circuits 

 
Acquisition of the binary output from the BP Σ∆ modulator 

was performed by DAQ NI USB-6521 for both circuit 
implementations. Initially the acquired binary flux from the 
BP Σ∆  modulator was multiplied by two sequences of the 
binary sampling signal mutually shifted by one tact. This 
sampling shift corresponds to the phase shift π/2 of the input 
signal fIN. The successive signal LP filtering was performed by 
a hosting PC, where the program was created in LabView 
development environment by NI.  

V. EXPERIMENTAL RESULTS 
 

The measurement both implementations of the implemented 
structures BPΣ∆ modulator was performed by the 
oscilloscope, and simultaneously by the DAQ card and 
registration program for binary data from the modulator 
created in LabView.  

 

 
Fig. 7  The measured course of the BP ∆Σ  modulator output from the 
oscilloscope for the input signal amplitude Uin=0.5V  

The measured course of BP Σ∆  modulator on a single value 
of the input voltage UIN=0,5V on oscilloscope record is shown 
in Fig. 7, while the resulting binary sequence is in Fig. 8. 

 

 
Fig. 8  Course and numerical evaluation of the binary data from the BP 
Σ∆ modulator output for amplitude of input signal UIN =0.5V obtained by 
means of DAQ card and the binary data registration program. 

 

The multiplication by the binary sampling frequency moved 
the noise shaped signal from BP Σ∆ modulator to DC at the 
frequency axis. The resulting signal is filtered by a digital low-
pass filter. The transfer characteristics for SoC as a function of 
the feedback resistance can be seen in Fig. 9. The linearity of 
the transfer function between the input signal amplitude and 
digital output is limited. The slope of the transfer 
characteristics and the input signal range can be controlled by 
the resistance in the feedback of BP Σ∆ modulator.  

 
Fig. 9  Resulting transfer characteristics of BP Σ∆ modulator realized on 
PSoC circuit 
 

One of the major characteristics of this converter is its 
sensitivity to phase of input signal, as reflected by changing 
values of I and Q components obtain from the processing of 
binary information from modulator. Fig. 10 shows the 
dependence I and Q components on the phase of the input 
analog signal to be converted. 

 
Fig. 10 Dependency of I and Q components from the initial phase of analog 
signal 
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VI. CONCLUSION 
 

Σ∆ modulators retains many advantages compared with 
other types of converters, which include simple feasibility 
since they are based on digital processing in favor of minimal 
amount of analog blocks. SoC belongs to the group mixed 
signal circuits where both digital and analog part is 
programmable according to user´s needs. Especially digital 
multiplication and low pass filtering can perform on the same 
chip as analog preprocessing operations. The main 
shortcoming of this solution is small range of linearity of the 
transfer characteristic and restricted possibility to perform 
analog operation in the differential mode. Additional offset 
causes thermal drifts in the analog preprocessing blocks. 

Implementation of Σ∆ modulator on MSI components 
reduce this drawback paid by no consistent block structure 
with both analog and digital integrated circuits. The strength 
of this implementation is possibility to modify any part 
independently. The most prospective are ASCI circuits for 
user with available design tools. 
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Abstract—The article presents one of the ways for 
implementing Internet as a communication bus between real-time 
system elements. The paper describes algorithm, which helps to 
build network for a real-time system. This algorithm is suitable 
for creating new network, or own domain of system elements. For 
implementing system in existing network, there would be few 
modifications in algorithm. 
 

Keywords—algorithm, regulating system, Internet, remote 
control 

I. INTRODUCTION 

There is huge effort to integrate different cooperating 
systems in one complex system. The basic problem is 
communication between these different modules of the system, 
especially when the modules are located in different locations. 
According to communication requirements, appropriate 
communication way has to be chosen. 

The Internet plays an important role not only in information 
retrieving, but also in industrial processes manipulation. It is 
difficult to build a real-time control network using the 
standard Ethernet because the Ethernet MAC (Medium Access 
Control) protocol - persistent CSMA/CD (Carrier Sense 
Multiple Access with Collision Detection) protocol may cause 
unpredictable access delay.  

Requirements put on Internet depend on the system. Since 
each system has its own requirements, there is no prototype of 
such Internet bus. Therefore there should be an algorithm for 
building or implementing such suitable network. Specific 
algorithm depends on the number of system elements (if 
system is complex or not), if system should be implemented in 
existing network, or it is necessary build a new one etc. This 
contribution solves the cases, when regulating system needs to 
be implemented in to the existing computer network.    

II.  ANALYSIS AND PROPOSALS 

The whole diagram is shown in figure Fig. 1. First step is 
dataflow analysis. The most important question that needs to 
be answered is the following: What amount of data will be 
transported over the network and what is the greatest 
acceptable time delay? The next step is acquiring statistical 
data of existing network. It has to be taken into the 
consideration that network delay is variable so the delay 
measurements should be processed long time or multiple 

measurements in different time. The most important are 
average delay and maximum delay peaks. Then the measured 
data may be compared with data flow analyses. Measured 
statistical data may be now compared with data flow analyses. 
If the system requirements are met, it is possible to apply 
maintain algorithm shown in figure Fig. 2. When the 
regulating system is implemented into the existing network, 
there is assumption that other users or systems have already 
used the network. Even the requirements are met even in the 
delay peeks in present, it is not possible to exclude situation 
that the requirements will not be meet in the future. Therefore 
system has to be prepared for such situation.  

III.  NETWORK IMPROVE METHODS 

If the network doesn’t meet system requirements, it should 
be improved. Among the ordinary methods of improvement 
we can include: improvement of network architecture, 
improvement of network bandwidth and special protocols 
implementation. The sequence of these methods in algorithm 
can vary depending for example on the cost of implementing 
these methods. Improvement of network architecture can lead 
to the increase of the number of nodes, branches and changing 
architecture.  

The goal is to decrease network traffic jam and that way 
decrease packets time delay in. Classic Ethernet has 10MBps 
bandwidth and has reserve in 100MBps and also 1GBps 
bandwidth. Widening Ethernet bandwidth is another way to 
decrease packet delivery time. It is possible to decrease time 
delay by using special protocols, for example RSVP- 
Resource Reservation Protocol, IPv6-support packet priority.  

Applied special protocols must be supported by all network 
elements. Special protocols are meaningful only in complex 
systems. Time deterministic Ethernet is a special way for 
decreasing time delay. For example: Industrial Ethernet, 
Ethernet Powerlink etc. Deterministic timing is achieved by 
applying a cyclic timing schedule for all connected nodes to 
access the physical layer. To apply deterministic type of 
Ethernet, all system elements in a real-time domain must 
support such type of Ethernet.  

The last chance to use Internet is to modify system 
requirements. Sometimes, with small system changes, can 
modified system requirements meets the network parameters.    

Real-Time Regulation Systems Based On 
Internet Integration Algorithm Into The Existing 

Network 
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IV.  ALGORITHM 

The whole diagram of new network generation is shown in 
figure Fig. 1.  

 
 

Fig 1.  Implementation in to the network algorithm 
 

There could be situation when Ethernet could not fulfill 
regulation system requirements. Very important information 
is, if the requirements aren’t accomplished in standard 
situation or just in special occasion (with certain probability). 
If problems are standard situation, the remote regulation 
system could not be used in the existing network. In case of 
special situation the time delay exceeds the system 
requirements, the system needs to be maintained to handle 

such situations. Such a maintain algorithm is shown in figure 
Fig. 2.    

maintain

Is it possible to
maintain the system in

handling with
situations, when time
delay exceeds the

system requirements ?

apply suggest
network

maintain the system for
time-delay exceeding

        yes

Exceeding a
time delay
limit would
cause system
malfunction ?

no

       no

in these circumstances is
not possible to build
system bus based on

the Ethernet

yes

 
Fig 2.  System maintain algorithm 

V. CONCLUSION 

These days, there is effort to utilize Internet also in real-
time systems. There are already real-time systems using 
computer network but all problems were solved for specific 
system. There are not universal guides yet. This contribution is 
an attempt to fill this gap. 

This algorithm describes one of the possible ways. The 
whole algorithm aims to build a network that is as simple as 
possible and gradually improve it until the network parameters 
meet the system requirements. Requirements of feedback less 
than tens of milliseconds can be achieved only with 
deterministic type of Ethernet, but all devices in real-time 
domain must support such type of Ethernet. T 
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Abstract—Submitted paper is focused on the reliable design of 
power system protection. One of the most effective ways to 
improve the reliability of protection system is an effective 
redundancy. The analysis method is described to improve the 
reliability of power system protection. 
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I. INTRODUCTION 
From the reliability and safety point of view the protective 

relays and circuit breakers are very important components of 
power distribution system. The appropriate protection system 
should recognize and selectively to trip any fault occurred. 
Such a function is normally ensured by means of protective 
relays redundancy, in a general way with the relays working 
on the different physical principle. However, much less 
attention is paid to the reliability analyses of the protection 
circuit itself. The overdesign of the protection system and 
related high concentration of the components may lead in 
different result than expected, e.g. to the lower reliability 
level. In addition to that, the optimization of power system 
protection may significantly save the initial and operating 
costs of the power system. The purpose of submitted paper is 
an introduction to the problem and comparison of the most 
common protection techniques on the model of distribution 
transformer.  

II. PRINCIPLES OF TRANSFORMERS PROTECTION 

The faults on the transformers can be divided into two main 
categories: 

 Internal failures 
 The faults caused due to current flow through 

transformer 
 

The internal failures may be isolated using short circuit and 
earth fault relays. The most significant cases in this category 
may be considered the short circuits on the transformer 
terminal, on the winding and earth faults. 
The failures caused by current flow through the transformer 
may be identified using overload protection. To protect the 
medium and large oil-filled transformers are usually protected 
by the following types of protective relays: 

 Short circuit relay 
 Earth fault relay 
 Bucholz relay 
 Differential protection relay 
 

The differential protection is commonly considered as a 

most effective transformer short circuit protection. Because of 
very short reaction time (generally in tenths of ms) is very 
helpful in order to prevent the transformer from the 
occurrence and propagation of serious transformer failures. 
The application of this protection relay is unfortunately quite 
difficult and very expensive. Generally this type of protection 
is applied on the large or very important transformers.  

 
Typical block diagram of modern numerical relay is shown on 
the Figure 1. In general, the protection system consists of the 
following components: 

 Current and voltage transformers 
 Input filters 
 Binary Input/output boards 
 CPU 
 Tripping and closing coils 
 Power supply 
 Interconnecting cables and wires 

 
One of the main advantages of modern numerical protective 

relays against the conventional relays is ‘complexity’. The 
same hardware unit may be used to provide several protection 
functions against the separate relays needed in case of electro-
mechanical relays used. In certain cases the back up 
protection can be provided using another tripping 
characteristic, i.e. the overcurrent protection function (ANSI 
51) can trip the failure in case the differential protection 
(ANSI 87) doesn’t do the same. In such cases the redundant 
converters and binary inputs are installed only and no 
additional relay is required. 

III. RELIABILITY AND REDUNDANCY 
Reliability is a product of two factors [1]; dependability and 
security. For relay system protection, dependability is defined 
as the ability to trip for a fault within its protective zone while 
security is the ability to refrain from tripping when there is no 

Fig. 1.  Block diagram of numerical protective relay. 
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fault in the protective zone (ability not to trip when not called 
for). As we can see these requirements on the protective 
relays are mutually exclusive. It means that the process of 
power protection optimization is to maximize the bivariant 
function. 

One of the most effective ways to improve the 
dependability of protection system is redundancy. 
Redundancy is defined as ‘the existence of more that one 
means for performing a given function [5]. It is obvious that 
protective relay system dependability can be increased by 
added redundancy as if one of the systems does not trip for an 
in-zone fault, a redundant system may. Security on the other 
hand, is generally decreased by increased redundancy as there 
are added devices in the system that may trip when not called 
upon to do so. However, redundancy does not influence 
dependability and security to the same degree. 

IV. RELIABILITY EVALUATION 
To establish a simulation model and perform the reliability 
evaluation the term ‘failure’ shall be defined. The word 
failure means the system state when the system is not able to 
perform the required functions. This analyze is limited to the 
failures caused by electric components malfunction.  The 
failures on the communication system, software defects or 
wrong settings are excluded. Therefore the tast is mainly 
focused on the following situations: 

 Malfunction of current and voltage transformers 
 Short circuit or interruption of interconnecting cables  
 Defects of protection input circuits 
 Malfunction of A/D converters 
 Loss of auxiliary voltage supply 
 Failure of tripping coils (failures of closeing coils is 

not considered as important failure)  
 

In reference the above mentioned situations the following 
actions are considered as most effective to improve the entire 
system reliability: 

 Independent auxiliary power supply from several 
batteries 

 Redundant tripping circuits with different tripping 
coils 

 Binary I/O redundancy 
 Redundant current and voltage transformers 
 Redundant A/D converters 

 
The failure rate estimation has been made by use of a fault 
tree method. Results of the typical simulation are borrowed 
from [1]. Table 1 shows the calculated failure rate for 3 
situations: 

 Simple protection system without redundancy 
 100% redundant protection system 
 Sophistic redundant protection system 

 
The failure rate estimation has been made by use of a ‘Fault 
Tree’. An AND gate represents the probability that both 
modules fail at the same time for the output to fail. An OR 
gate represents that if any module connected to this gate fails, 
the output will fail. Consequently, the failure rate for an AND 
gate is the product of the inputs while the failure rate of an 
OR gate is the sum of the inputs. All redundant modules in 
the system are connected via AND gates, and the outputs of 
these are finally combined in an OR gate. The redundant 

Protection modules comprise both the input transformer 
circuitry and the microprocessor module. These two modules 
are therefore combined in an OR gate before entering the 
Protection AND gate. 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The results show the significant difference between the 
failure rates of different system configuration. Calculated 
failure rate for sophistic redundant protection system is 
approx. 3 times lower than failure rate of 100% redundant 
system although the investment costs of such a system are 
lower.  

 
 

 
Fig. 2.  Relay hardware block

 
   Fig. 3.  Sophistic redundant protection system 

 
Fig. 4.  Failure rate for sophistic redundant protection system 

 
 Table 1.  Failure rate for sophistic redundant protection system 
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V. CONCLUSION 
The results of the reliability analyses performed on the 

sophisticated redundant system show the improvement of the 
overall failure rate by factor 3 and more against the 
conventional redundant system. The calculations are 
performed on the basic power protection models only 
therefore the extended research work is going to be performed 
in near future to investigate the reliability of the real power 
distribution system protection including the interfaces to the 
substation control system in order to improve the failure rate 
of existing or newly built power distribution systems. 
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Abstract—Solar energy, the clearest energy on Earth. It is an
important source for our new generations and using of sources
like energy of sun, should help us to save nature for next
generations. I would like to present possibilities in using of solar
energy at industrial parks and it is because they are the biggest
buyers of energy ever.
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I. INTRODUCTION

The idea of an industrial park in Kechnec came around year
1996. Village management systematically begun preparing
conditions for potential investors who could bring new jobs to
the region. With first investor - Molex - intensive preparation
of the area began. In October 2003, the industrial park Kechnec
was inaugurated. Today Kechnec offers not only real estate
and infrastructure, but also necessary services related to health
care, housing for staff, and sports and cultural activities.

II. PROGRESS OF THE CONSTRUCTION OF INDUSTRIAL
PARK IN KECHNEC

In April 2002 the Government of the Slovak Republic (SR),
supported the establishment of an industrial park Kechnec
with a subsidy of 184.3 million Sk. From this subsidy new
infrastructure was built, which reaches to the limits of the park
and covers gas, water, electricity, sewerage, sewage treatment
plant, access road and telephone lines. From the state subsidy
also fees for permanent land occupation in the range of I.
stages of the industrial park (80 ha) were and will be paid.
Slovak Government approved the second state subsidy of
28.8 million in February 2004 and it is intended to finance
infrastructure.

Almost two years passed since the opening of the industrial
park. On the area of 5 ha 4 new investors: Dorsvet Plus, Evans,
and Imrich Čamaj JISIMEX are building their plants. Kechnec
village has signed a contract with one strategic investor,which
is the company Getrag Ford Transmissions, and three smaller
investors: Plastipak, Kuenz and VODS [1]. Currently Kechnec
industrial park employs more than 1500 workers. The park
development has also a positive impact on the increase of
population in Kechnec.

Within two years, the village will be ready for construction
of up to 200 flats. Primary and secondary health care in
Kechnec is provided by professionally equipped clinic. There
is also a sports center with two terragreen surfaces suitable
for tennis and football, massages, sauna, various forms of
rehabilitation. The whole complex has a professional lighting
and sound equipment.

III. THE INFRASTRUCTURE OF THE INDUSTRIAL PARK

Kechnec Industrial Park is divided into three zones:
• 80 ha for small and medium enterprises,
• 200 ha for strategic investors,
• 52 ha for logistics center.
Currently, the total size of the industrial park Kechnec is 332

ha. The territory of the first stage of the industrial park (80
ha), which is now fully operational, is in the report of KIPP,
a. s. - manager of the industrial park in cooperation with the
municipality Kechnec (http://www.kechnec.sk). Built-up area
for small and medium enterprises within the existing industrial
park is 10 ha (Gilbos Slovakia, JISIMEX, Imrich Čamaj, Evans
and Dorsvet Plus).

Contracts signed with investors are already for about 22
ha (Plastipak, Kuenz, VODS). The remaining approximately
50 ha is excpected by the community to attract investors
who will create min. 3000 jobs and these investments should
take into account environmental concerns and community
use of community services offered [2]. The Getrag Ford
Transmissions company project is considered a significant
investment, implementation of which is in the public interest.
The companyâĂŹs plant will therefore be situated in the area
for major investors with a total area of 26 ha.

1) Industrial Park Kechnec:
• 332 ha of free soil.
• Newly constructed public infrastructure – gas, wa-

ter, electricity, waste disposal, sewerage, telecom-
munications connections, driveway, sewage treat-
ment plant [3].

2) Region Košice-ambient:
• More than 23% unemployment.
• The average monthly wage is around 300 EUR.
• 400 000 people of working age live within a radius

of 30 km.
• At a distance of a one-day journey by truck investor

has access to 350 million people there are markets
of 13 countries within a radius of 1,000 km [3].

3) Transport links:
• Industrial park Kechnec is 18 km from Košice

the second biggest town in Slovakia International
airport Košice is 18 km away.

• Industrial Park is located 0.5 km from the border
with Hungary. Entry into Ukraine and Poland is by
road about 100 km.

• Connection to the European motorway network via
Hungary from the borders of the park is about 60
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km, while in short term it is planned to finish the
piece between Kosice (Slovakia) - Miskolc (Hun-
gary). After joining the European Union, continuous
highway was created from Kosice to Europe. The
road I/68, which passes Kechnec, is part of an
international transport corridor North-South tension
Baltic Sea - Poland - Slovakia - Hungary - Balkans.

• A railway going through the Kechnec is included
in international agreements on the European Inter-
national Combined Transport Lines. This railway
connects Poland, Slovakia and Hungary.

• The rail freight in Ukraine requires access to a
transfer point from the standard European railway to
the Eastern broader. Such a transfer point is located
3.5 km from the industrial park Kechnec [3].

4) Infrastructure:
• Electricity on the border of the park - 22 kV and

110 kV.
• 6 transformer on the border of the park (each

capable of generating 1 MW).
• New energy center (80 MW).
• The gas pipe in the park with a diameter of 150 mm

(high pressure) and 225 mm (medium pressure).
• Water source capable of producing 21 liters per

second; pipeline with a diameter of 225 mm.
• Sewage with diameter 1000 mm.
• Capacity of sewage treatment plant is 12 000 equiv-

alents, currently, there it is only used for about 25
to 30%.

• Industrial water - 60 l / sec; pipe with a diameter
of 225 mm.

• Whole park has a stormwater sewer with sufficient
capacity.

• Digital Telecommunications Center - a sufficient
number of telephone subscribers and subscribers to
broadband internet [3].

Figure 1: Map of the Kechnec Industrial Park

IV. COMPANIES ESTABLISHED IN KECHNEC INDUSTRIAL
PARK

IEE Sensing Slovakia

IEE is an innovative manufacturer of intelligent scanning
systems. Company with company management based in Lux-
embourg, was founded in 1989 and operates in Europe, USA
and Asia. Scanning systems manufactured by the company
are designated for: transportation and automotive industries,
public and commercial infrastructure, consumer electronics,
automation and logistics and medicine and healthcare. IEE is
a world leader in safety sensing systems in cars to detect and
evaluate the presence of a passenger, with products such as
Seat Belt Reminders (SBR) and BodySenseTM.

The company began production of Seat Belt Reminders
in Kechnec in 2003, working with the U.S. firm Molex. In
September 2009, IEE has established its own manufacturing
plant for SBR under the auspices of its Slovakian subsidiary
IEE Sensing Slovakia. Since 2007, the company also imple-
mented testing of seats and validation testing of Occupant
Classification (OCTM) products in its own test lab [4].

IEE Sensing Slovakia produces annually in Kechnec about
seven million SBR sensors for automobile manufacturers as
Daimler, Fiat, Ford, Opel, PSA, Renault and VW. IEE Sensing
Slovakia company takes the space of the company Molex
Slovakia.

Molex Slovakia

The first major foreign investors in Kechnec was an Ameri-
can company Molex. After intensive preparations, the corner-
stone of the new operation was laid on the 11th May 2000.
Inauguration of the first phase of construction was about 7
months later, on 15th December 2000. The second and third
phase of construction was completed in 2003.

Molex produces worldwide more than 100 000 different
connector systems for computer, telecommunications and au-
tomotive industries. Molex Slovakia, OJSC Kechnec focuses
on the production of connector systems for the automotive
industry and is the largest manufacturing plant in the car
division of Molex. Among the main customers of products
produced in Molex Slovakia are Valeo, Siemens VDO, Delphi
and Yazaki [3].

Getrag Ford Transmissions Slovakia, s.r.o.

Getrag Ford Transmissions raised the ceremonial stone
of its new plant in Slovakia on 7th July 2005. GETRAG
group, consisting Getrag and Getrag Ford Transmissions, is
a specialist in drive technology and is the largest independent
producer of mechanical transmissions in the world. With 12
400 employees, the company achieves an annual turnover of
almost EUR 2.4 billion in its 25 manufacturing plants in
Europe, Asia and USA[5].

With the products on the latest technical level and pro-
gressive manufacturing technologies, the company achieves
leadership on the market of transmission systems of tomorrow.
The cornerstone of its success are qualified and committed
employees, both men and women.

GETRAG FORD Transimissions built in the industrial park
near Kosice Kechnec technically advanced plant. In November
2006, began production of motorcycle gears began, in autumn
2007 production of dual-clutch gearbox was launched.

Currently around 760 employees are working for us, and
we plan to increase the number to more than 900 in a few
years. The company Getrag Ford Transmissions Slovakia sro
is a subsidiary of Getrag Ford Transmissions, a joint venture
(50:50) of Getrag company [2], specialist in gearboxes and
Ford Motor Company.

Getrag Ford Transmissions is located in Cologne (Germany)
and manufacturing facilities in Bordeaux (France), Halewood
(Great Britain), in Cologne and Kechnec (Slovakia). In addi-
tion there is a development center for products in the city of
Gothenburg (Sweden) [3].
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V. THE USE OF SOLAR PANELS TO DECREASE ENERGY
DEPENDENCE OF THE INDUSTRIAL PARK

Solar energy is the cleanest source of energy we can get on
earth. Based on this fact I decided to propose an alternative use
of solar panels as a substitute for obtaining electricity. These
panels can be installed on not built area, as well as built-
up area, specifically on concrete roofs of factory buildings
located in the industrial park. Such a method of saving energy
on one hand, saves money, on other hand helps to the energy
independence of the industrial park and last but not least is
involved in preserving nature for future generations.

This way of gaining power, is (initial cost) expensive, but in
long term the costs very quickly return. The guarantee of the
return of money invested is essentially one hundred percent,
because the use of solar panels is a global trend and this trend
is supported by the State, as well as EU itself.

The buying price is currently e 0.43027 / kWh which is
about 400% more expensive than the electricity from the distri-
bution network. It is therefore necessary to realize how easy it
is to earn and save at the same time. Recognise that the Act No.
309/2009 National Council comits the distribution network to
buy this enrgy from you for a good price, currently e 0.43027
/ kW, ie about 400% more expensive than electricity from
the distribution network [1]. This offers greater government
guaranteed annual returns for investors, municipalities and
cities than even the best banking sector offers. The Act also
provides 15-year guarantee purchase prices for all investors
[6].

VI. ESTIMATED ANNUAL PRODUCTION OF ENERGY IN
THE INDUSTRIAL PARK

The cornerstone of solar photovoltaic systems are photo-
voltaic fields, thus an interconnected system of photovoltaic
panels and other elements such as smart power inverter (in-
verter), the elements of harmonic filtering, phase correction,
security features, or batteries and meters of the amount of
electric power.

In Slovak latitudes solar photovoltaic system or solar power
plant installed with capacity of 1000 Wp produces from 950
kWh to 1150 kWh of electricity per year. Approximate price
of investment in such a system is approx. e 2 500 per
1000W installed capacity, producing approximately 1100 kWh
of electricity per year and income from the distribution system
approx. e 470 per year. The upper limit of installed capacity
practically does not exist, it is only limited by the terms of
the distribution network. For example, with installed capacity
of 1MW the investment is about 2.5 million e and annual
revenue of about 470 000 e [7].

At current guaranteed prices 0.43027 e / kWh the return
on investment is six years, after this period you get more
electricity for min. 19 years virtually free, since the pho-
tovoltaic system is powered solely from its own resources.
Another advantage is guaranteed security for the solar systems
provided by different companies, which ranges from 20-25
years. Economic benefits of solar power plants are therefore
very high, annualy 13 to 22%.

1) Solar power plant on – grid, system to supply electricity
from light source to the public, or distribution network

2) Solar power plant off – grid, system to supply electricity
from light source to own objects, mostlt where you can
not connect to the public electricity network.

The power of panels is expressed by so called peak power
(Wp). Watt is a unit used to express the ability of facilities
to generate electricity, or reflects the ability of electrical
equipment to consume electricity. 1 Wp is the power of the
device in the intensity of solar radiation 1000 W/m2 reaching
the cell at a nominal temperature of 25 ◦C [4].

These conditions are obtained in good weather when the
sun is at the highest point in the sky. So if we calculate, using
the simple formula, the power of solar power plant, which
would occupy only a hundredth of the industrial park area
(approximately 33,200 hectares), annual earnings would be
certainly not negligible [5].

33,200 m2 x 800 kWh / m2 / year = 26,560,000 kWh /
year 26.56 GWh / year

This would provide an annual profit of 11,420,800 e per
year. Price for direct supply of electricity to the grid is fixed
and guaranteed by the state for 15 years. Therefore, it is
one hundred percent guaranteed return on investment. Return
on total investment is estimated to 6-7 years. Performance
of 80% is guaranteed for 15 years and therefore, even if
such investment is costly and time consuming its return
is undeniable. Another advantage is clean energy produced,
without any by-products, waste. Finally, also the profit which
is within the timescale of 20 years not negligible.

VII. CONCLUSION

Price for direct supply of electricity to the grid is fixed
and guaranteed by the state for 15 years. Therefore, it is one
hundred percent guaranteed return on investment. Return on
total investment is estimated to 6-7 years.

Performance of 80% is guaranteed for 15 years and there-
fore, even if such investment is costly and time consuming
its return is undeniable. Another advantage is clean energy
produced, without any by-products, waste. Finally, it is also the
profit which is within the timescale of 20 years not negligible.
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Abstract— The aim of this work is to construct and programming 
model of intelligent robot sensory system based on LEGO. 
Represents a useful laboratory model, whether industrial or 
logistics for handling objects unattended, and for their further 
displacement in the manufacturing or shipping process. The 
robot s built from LEGO Mindstorms, which is designed for the 
construction of automated robotic models. Control is provided by 
the control unit NTX, which it can upload any proposed 
program,  if necessary. Is driven by three servomotors and sees 
its surroundings through three types of sensors such as colour 
sensor, ultrasonic sensor and pressure sensor. 
 

Keywords— Sensory robot control unit, sensors, actuators, 
software.  
 

I. INTRODUCTION 

Factory robots and robots with sensory systems are used 
around two decades. Their use is largely represented mainly in 
the automotive industry, but over time they started to get into 
other spheres such as production, working materials but also 
manipulation of objects without operator assistance, and not 
least the sensory robots have become increasingly even 
household. 

II. BACKGROUND 

When drawing up the sensory robot is needed to solve many 
problems. Mechanical parts, which are robots made of 
different shapes and not all are compatible. Since the mass-
produced, can be expensive or unavailable. Solve this problem 
LEGO Company, which in 1995 commissioned and launched 
LEGO technic. This step is gradually supplementing and 
modernizing parts of the market received a large number of 
compatible and affordable components. Further modernization 
and the need to control a robot designed by the company came 
with the new LEGO Mindstroms, which allows almost any 
model to build a robot to demonstrate under laboratory 
conditions. The primary part of the kit is a so-called smart 
cube NTX, which is within us includes a control unit with 
memory, allowing it to upload to a program created in a 
graphics program, LEGO Company which comes with a 
control unit via USB or Bluetooth connection to computer. 
Other components are modular systems such as touch sensors, 
light, ultrasonic. Using sensors, the robot is able to perceive 
their environment and obtain information about it. For the 
robot are designed interactive servo motors which are 

controllable number of turns or angles from 1 to 360 degrees. 
Interactive servo motors and sensors are attached to the 
control unit with six venous cables. 

 
III. TECHNICAL SPECIFICATIONS 

Intelligent Cube NTX is operated with 32-bit AMR7 micro 
control unit, 256 Kbyte Flash, 64 Kbyte RAM. 
Communication with PC is provided with Bluetooth Class II. 
through which it is possible not only to communicate with PC 
but also to remotely control the robot to 10 meters or USB 
port, 12 Mbit / s. The control unit has 4 input ports for sensors 
that are connected to a control unit using a 6 wire cable digital 
platform (One port includes IEC 61158 type 4/EN 50 170 
compatible port for future use). Servomotors are used to 
control three output ports, 6-wire cable digital platform. The 
control unit has an LCD graphic display 100 x 64 pixels. 
Sounds used for speaker with sound quality 8 kHz. Audio 
channel has an 8-bit resolution and 2 to 16 kHz sample 
frequency. NTX cube is in itself basic software to control 
various sub-programs, testing and calibration programs. NTX 
cube can also be controlled using the buttons and navigating 
the menu. Power is supplied from the adapter or AA batteries 
or special LEGO battery 

. 

 
 
     Fig.1 - Intelligent Cube NTX 

IV. DISTRIBUTION OF SENSORS AND MOTORS 

A. Sensor colour 

 
Fig.2 Sensor of colour 

14

163



SCYR 2011 - 11th Scientific Conference of Young Researchers – FEI TU of Košice 

Thanks to its construction, the sensor can be used for the 
recognition of six colours, detects the intensity of light or to 
measure the intensity of light coloured surfaces. The sensor 
may serve largely in deciding a robot. Program is possible for 
the robot to enter a variety of outputs, which carried by a 
selected colour. The sensor can also shine in four colours red 
blue green and white. This feature can be used to function as a 
robot, each colour can be programmed a certain property. For 
example such sensor can be used for mobile robots to 
determine the sensor path after which the robot to go. 

 

 
 

   Fig.3 Palette colour setting properties of the sensor 

B. Touch Sensor 
 

 
Fig.4 Touch Sensor 

 
Touch sensor provides the robot ability to touch. The sensor 

operates in three positions as press, release, or at once. For 
each property that can be programmed a certain input.  

 

 
 

Fig.3 - A variety of setting properties of the pressure sensor 

C. Ultrasonic sensor 

 
Fig.5 Ultrasonic sensor 

 
The ultrasonic sensor is used to detect the distance of objects 

to avoid obstacles, tracing objects. Sensor measures distance 
in centimetres or inches, which may NTX controller display to 
display. It can measure the distance from 0 to 255 cm with an 
accuracy of + / - 3 cm. The sensor uses the scientific 
principles of sound transmission and reflection from obstacles. 
Followed by calculating the period during which the reflected 
sound will come back to the sensor the distance is determined. 

 
 

Fig.6 A variety of adjustment features an ultrasonic sensor 

D. Interactive Servo Motor 

 
Fig.7 – Interactive Servo Motor 

  
The robot provides three interactive servo motors. They are 

already constructed for the transfer of sufficient strength. 
Servo properties are set different performance aspects of the 
program on your PC. Each engine has a built-in rotation 
sensor that provides precise robot motions on both sides. The 
rotation sensor measures the rotation in degrees of engine 
rotation or independent on the basis of complete revolutions. 
One revolution of the engine corresponds to 360 degrees with 
an accuracy of + / - 1 degree. Actuator can be set to infinite 
rotation, which ends with one of the sensors or rotation time in 
seconds and turning in grades. The PC software is set 
rotational speed of servo motor and also the strength with 
which it works. Motors are connected to an intelligent glance 
at ports NTX ABC. 

 

 
 

Fig. 8 - The range setting of Servo Motor properties 

V. HOW DESIGNED ROBOT OPERATES  

Sensory robot model is designed to manipulate objects in 
the automotive industry. Already mentioned the robot by three 
motors. The first actuator is connected to the control unit NTX 
on A output port and it controls the rotating robotic arm in the 
direction of right and left at an angle of 360 degrees through 
transfer to streamline its strength. Vertical bearing arm is 
attached to the bottom of the robot to transfer actuator A. The 
vertical arm can move the horizontal arm in the direction up 
and down at an angle of 150 degrees. It is operated actuator, 
which is connected to output port B to control unit NTX. Mass 
shoulders require gearing and this part. The upper horizontal 
arm incorporates a servo motor to open and close a robotic 
hand, whereby the robot can grasp objects. The servomotor is 
connected to the output port C in the control unit NTX. 
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Robotic arm can be changed as appropriate depending on what 
object should be transferred. The robotic arm for carrying 
objects in special containers uses this case. Sensors are used 
for robot perception. As the first, which triggers the whole 
process is an ultrasonic sensor. The program enables the robot 
when the robot approaches an object over a distance of 3 cm 
and ceases to move. The sensor is placed in front of the 
bottom of the robot. The sensor is connected to the input port 
1 controller NTX. If not close to any object or robot vehicle, 
the robot is in stand-by mode. If the robot is close to a 
container, the robot program is run, causing the robot tipped 
over the container to fetch the container, which is. Transported 
containers are marked in colour. The robot is set to distinguish 
three types of colour and the red, green and blue. This feature 
ensures colour sensor that recognizes six kinds of colours and 
is connected to the input port 2 controllers NTX. If the 
container is red, the robot picks up the container and moved it 
to his right side and deposited him there. If the vehicle is a 
container with green, the robot picks up the container again 
and put it on the left side. Repository is used for the last type 
of sensors and pressure. Sensors are in the starting position 
extended. If the robot is positioned on the sensor storage 
container is inserted. This robot acquires information that the 
repository is busy. If container transports the vehicle, the 
vehicle is marked in blue and the robot receives information 
that the container is loaded. Loading the container is again 
ejected pressure sensor for robot repository and gathers 
information that does not contain any cost, and thus returns to 
the starting position. 

 
 

 
 

Fig.9 Example of program LEGO Mindstorms 
 
 

VI. PROGRAMMING 

Creating programs for smart cube NTX is secured using 
LEGO Mindstorms NTX 2.0 software. The software is 
designed for easy connection to PC via Bluetooth or USB. Use 
the icons with the logic operation is ensured decision robot. 
Basic icons are icons for the movement of engines, adjusting 
their properties, recording sound effects, making loops and 
switches. Each actuator can set different properties than the 
length of motion, strength, speed, and port connectivity. For 
interactive servo motors feature is implanted base, that in case 
of blocking actuator program immediately assess the situation 
and on that basis is able to prematurely terminate the program, 
to avoid damaging the hardware. It is also possible to set the 
rotation of actuator properties. Sensors also have their icons, 
which are set in their properties. For the ultrasonic sensor can 
be set up motion detection or measuring distance. Colour 
sensor can be set using software as a coloured lamp that can 

illuminate four colours, or as light intensity sensor recognition 
and six colours. For the pressure sensor can be adjusted his 
position, compression, impact and eject. To decide the robot 
and the processing of input information used e-switch or loop. 
If you have a robot perform a task, it is necessary to enter 
basic information requirements and using that to compare 
them with the information input. Loop is used to re-perform a 
specific task, until there is a change of input. The program can 
still use the pause, which can be adjusted by the length of time 
required for stopping the process or a variation of the input. 
The software also contains logical and mathematical 
comparison, randomly generated functions. The last part is the 
servo calibration and reset to its starting position. In compiling 
the program to deploy icons on the desktop and, where 
appropriate, shall be connected to each other or to create e-
switch or for more sub-loops. Programming is based on the 
base of tree diagrams. 

 

CONCLUSION 

The main task of my work was to construct a model of 
sensory recovery robot technology production line for 
production of automobile components, using the LEGO 
Mindstorms. 

Robot could be used in practice in logistics processes 
objects transported in an automated process using the 
minimum operator. Adding more moving parts other sensors 
can expand properties of the robot. Created by the requirement 
to use the next time you synchronize the control unit and 
programs running on them at the same time. This task is 
beyond the described problems 
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Abstract—This paper describes a step-up DC converter, which 

main task is to increase the voltage from a low level drawn from 
a photovoltaic (PV) panel, to a high controlled level for 
connected inverter. The converter also provides an electrical 
isolation of PV panels from the grid. In the converter a LLC 
topology is used. The converter operates at high switching 
frequency to achieve small size of the power transformer. The 
main benefit of this converter is zero-voltage switching (ZVS) of 
primary MOSFETs and zero-current switching (ZCS) of rectifier 
diodes over the entire operating range. Advantage of used 
topology is that the converter can be controlled by a simple 8bit 
microcontroller (MCU). A laboratory model with maximum 
95.5% efficiency was built to verify properties of the LLC 
resonant DC/DC converter. 
 

Keywords—PV panel, LLC resonant converter, ZCS, ZVS.  
 

I. INTRODUCTION 

In nowadays is consumption of fossil fuels on its maximum 
level, and new sources of oil or gas are discovered only rarely. 
And therefore we must thinking of how we will compensate 
this deficit. One of options is using renewable power sources. 
Today is the power of water and wind most used. However 
with increasing development in photovoltaics the solar energy 
is more and more used nowadays. This increase is related to 
increasing efficiency of transformation of solar energy to 
electrical energy. Now, the common efficiency of PV cells is 
over 15%, and in the laboratory was achieved efficiency up to 
42%. Rising demand on a market for photovoltaic is related to 
reducing cost of PV panels and benefits which many countries 
offer. In Fig. 1 the year cumulative installed power of PV 
panels in years 1995 to 2008 is shown. 

For using the energy drawn from PV panels, we need 
special type of a converter. The type of the converter depends 
on method how we use PV panels. If system of PV panels and 
converter is not connected to power grid, we talk about off-
grid system. If the energy is not used, the energy obtained 
from PV panels is converted to charge batteries. If the 
consumption of energy begins, the converter starts to transfer 
the energy to the load through the inverter. If level of power 
obtained from PV panels is higher than the system can offer, 
the converter starts to draw the energy from batteries. 

Photovoltaic systems connected to electrical grid, called on-
grid, are more often used today. In this case are used special 
inverters, which convert the energy from PV panels directly 
into the grid. 

It is desired to use the renewable energy sources with 
maximal efficiency. One of the possibilities how increase the 
efficiency of a PV system, is to increase the efficiency of the 

inverter. There are quantities of inverters for PV systems on 
the market. Some inverters include DC/DC step-up converter, 
depending on whether the inverter is connected to the string of 
PV panels with voltage higher than the maximum value of the 
grid voltage. When a thin film PV panels are used, problem 
with leakage current will occur. Therefore it must be used 
converter with transformer, which provides galvanic isolation 
between PV panels and grid. 

 

 
Fig. 1 Cumulative installed power of PV panels for years 1995-2008 
 

If the line frequency transformer is used, the whole 
converter will be heavy and bulky. Therefore better solution 
can be, if transformer is used in dc converter. With high 
switching frequency, the transformer can achieve small 
dimensions. If there is second converter, the overall efficiency 
will decrease. 

 

 
Fig. 2 Topology of converter for solar system connected to grid  

 
But if a DC converter will be used with very high 

efficiency, then it is not such a problem. With this topology 
Fig. 2 it can be used more dc converters and there will be 
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achieved MPPT (Maximum Power Point Tracking) for each 
PV string. 

The described converter should work with input voltage 
range from 60V to 100V. The required output voltage (the 
input voltage for the inverter) is 400V and the maximum 
output power should be about 600W. 
 

 
 
Considering that it is required to have the high efficiency 

and an electrical isolation the series resonant LLC half-bridge 
converter was chosen [1]. Principal scheme of the LLC 
converter is shown in Fig. 3. It consists of the half-bridge 
inverter, created by power MOSFET switches, from which the 
resonant tank is supplied. 

The resonant tank of the converter consists of series “LS” 
and parallel inductance “LP” and the resonant capacitor “CR”. 
On secondary side of the transformer there is a full-bridge 
rectifier with a filter capacitor. 

II. PRINCIPLE OF OPERATION 

Power MOSFETs are switched with variable frequency with 
fixed 50% duty cycle and no overlapping. The resonant tank 
has two main resonant frequencies. The higher resonant 
frequency “fR” depends on the series inductance and the 
resonant capacitor and is calculated by using equation (1). The 
lower resonant frequency “f0” is additionally influenced by the 
parallel inductance (2). If the switching frequency is higher 
than “fR”, the converter operates always in the inductive area. 
It means that the resonant tank current lags the input voltage 
square waveform, and therefore switches work under ZVS 
condition. Below the “f0” resonant frequency, the resonant 
tank behaves as a capacitive load. Therefore the resonant tank 
current leads the input voltage. Switches works under ZCS 
condition. The area between “f0” and “fR” is split by a 
borderline to the capacitive and the inductive region. The 
operating point in this area depends on the load of the 
converter. When the switching frequency is equal to the 
resonant frequency “fR”, the voltage gain of the resonant tank 
is 1. It means that converter is load independent. At normal 
operation condition, the operating point should be placed near 
to this resonant frequency. Fig. 4 shows voltage gain curves of 
resonant tank for few load conditions. We can see the 
capacitive region on the left side of the borderline and the 
inductive region on its right side. 
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The voltage gain curves are calculated using (3), where “Q” 

is quality factor (4), “λ” is inductance ratio (6) and “fN” is the 
normalized frequency (7). 
 

The „Z0“is the characteristic impedance (5) and “n” in (4) is 
the turn ratio of the transformer [2]-[6]. 

The operation of converter we can explain according to Fig. 
5. in the next six phases: 

1. The resonant tank current from the previous phase is 
flowing now through the body diode of Q1. It causes 
that the voltage across Q1 drops to zero, and creates 
the zero voltage condition for the lossless turn-on of 
the switch. 

2. Now the current flows through Q1, and has quasi 
sinusoidal character. Therefore the turn-off current is 
much smaller. 

3. Q1 and Q2 are switched-off. The current of Q1 drops 
to zero immediately, but the voltage across the 
switch rises slowly due to the charging of the output 
capacitance of the MOSFET. It reduces the turn-off 
losses. 

4. Like in the first phase, the resonant tank current 
flows through the body diode but now of the switch 
Q2. The voltage of Q2 falls to zero. The switch is 
turned on. 

5. The current flows through Q2 similarly to the second 
phase. 

6. Switches Q1 and Q2 are switched-off again. The 
current of Q2 falls to zero, but the voltage rises 
slowly again due to charging of the transistor output 
capacitance [7]. 

 

 
Fig. 4 Voltage gain curves of the resonant tank. 
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Fig. 3 The principal scheme of proposed LLC converter. 
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III.  SIMULATION  

The resonant converter was simulated in LTSpice IV 
program. Components of the resonant tank were calculated by 
equations presented in chapter II. Working frequency was set 
to 150 kHz. The collector current and collector-emitter 
voltage of the switch Q1 are shown in Fig. 6 (upper 
waveforms). It can be seen there that the switch Q1 starts to 
conduct when voltage of the switch is zero and thus ZVS is 
achieved for primary switches. When Q1 is turned-off, the 
current falls to zero, but voltages rise slowly, because the 
output capacitance of MOSFET is charging. On the bottom 
picture there are waveforms of current and voltage of the 
rectifier diode D1. The current through the diode starts and 
stops flowing when voltage is near to zero. Therefore the 
switching losses are minimal.  

 

IV.  LABORATORY MODEL OF THE CONVERTER 

The laboratory model of the resonant converter was built. 
Parameters of the model: 

Input voltage range  VIN = 60-100V. 
Output voltage  VOUT = 400V. 
Output power   POUT = 600W. 
When the circuit was designed, there was a need to solve 

few problems. Because the converter operates at high 
frequency and in addition with high currents, each part of 
circuit must by able to withstand this condition. When 
choosing discrete components, such as MOSFETs and 
rectifier diodes, we must care; that they should have minimal 

loses in active mode and short switching times. But there is 
not problem with the maximum operating voltage, because the 
voltage stress is very low due to soft switching. 

The input and resonant capacitors must handle very high 
load current at high frequency. Quality capacitors of “KPI” 
type are suitable to fulfil these conditions. 

The transformer can be designed so that it integrates the 
series and the parallel inductance in one circuit. In classic 
transformer, the parallel inductance can by replaced by a 
magnetizing inductance, and series inductance by a primary 
leakage inductance. But there is problem with inductance ratio 
between magnetizing and leakage inductance, because the 
ratio is very small. One solution is to integrate an air gap into 
the magnetic circuit of the transformer. By adjusting the air 
gap; we can control the size of the magnetizing inductance 
and thereby also the inductance ratio (6). For winding we 
must use litz-wire to avoid a skin effect in a conductor [8]. 

High/Low side driver is used for driving of the MOSFETs. 
The driver is controlled by the 8-bit MCU. The circuit has a 
voltage feedback with an optocoupler.  

V. EXPERIMENTAL RESULTS 

The converter was connected to the DC voltage source, and 
loaded by an adjustable resistor. Input voltage was set to 90V. 
Voltages and currents of primary MOSFETs and secondary 
rectifier diodes were measured by a digital oscilloscope. 
Result is in Fig. 7. Waveforms of the voltage and the current 
of the MOSFET Q1 are in the top picture and waveforms of 
the voltage and the current of the rectifier diode are below. 
We can see that the current starts to flow when voltage across 
MOSFET is zero and thus ZVS is achieved. Moreover, the 
switch-off current is minimal. The current through the rectifier 
diode starts to flow when the voltage is near to zero. It means 
small switching loss. The voltage of the diode starts to rise 
when current falls to zero. The ZCS of the diode is achieved, 
too. If we look at waveforms of both voltages, we do not see 
any voltage spikes. It means that there is no voltage stress 
across MOSFETs and rectifier diodes. Therefore we can use 
these components with lower break down voltage, but with 
better other parameters. 

 

 
 
Next was measured the efficiency of the converter. The 

converter was loaded from 10% to 100%. Results are in a 
graph in Fig. 8 As we can see; the efficiency is high in wide 
range of load, especially over 30% load. In 50% load the 

 
Fig. 7 Measured waveforms of currents and voltages on the primary 
MOSFET and the rectifier diode. 

 
Fig. 6. Simulated waveforms of voltages and currents on switch Q1 and 
diode D1. 

 
Fig. 5 Characteristic waveforms of collector – emitter voltage and 
collector current of half-bridge switches. 
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efficiency reaches its maximum, and up to 100% load, slowly 
declines. 

 

VI.   CONCLUSION 

The resonant converter with LLC topology has many 
advantages compared to other converters. Due to the high 
efficiency over the entire operation range, the converter is 
well suitable for applications such as PV systems. 
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Abstract—Auxiliary circuit for DC/DC converter with 

controlled output rectifier is presented in this paper. Soft 
switching for power switches of the inverter is achieved by using 
controlled output rectifier and soft switching of the controlled 
rectifier by using lossless auxiliary circuit. The principle of 
converter operation is explained and analyzed and experimental 
results on the laboratory model are presented. 
 

Keywords—ZCZVS Converter, Pulse Width Modulation 
(PWM), DC power supply, High frequency power converter, 
Snubber, Soft switching, DC-DC converter. 
 

I. INTRODUCTION 
The conventional phase shifted PWM converters are often 

used in many applications because their topology permits all 
switching devices to operate with soft switching by using 
circuit parasitics such as power transformer leakage 
inductance and devices junction capacitance. In very used 
phase-shifted PWM control converters, circulating current 
flows through the power transformer and switching devices 
during freewheeling intervals. This circulating current can be 
eliminated by disconnection of the secondary winding, which 
can be realized by reverse bias application for the output 
diode rectifier [1] – [14] or using controlled rectifier [5], [15] 
– [20].  

 

II. POWER CIRCUITS OF THE PROPOSED CONVERTER 
To improve the properties of the existing converters, the 

new topology of the energy recovery turn-off snubber was 
proposed in the following DC/DC converter. 

Scheme of the proposed DC/DC converter shown in Fig. 1 
consists of full bridge inverter, centre tapped power 
transformer, controlled output rectifier, output filter and novel 
type of secondary turn-off snubber.  

The converter is controlled by pulse-width modulation of 
secondary transistors. Soft switching all of the transistors in 
the converter is reached. 

The new snubber circuit eliminates the turn off losses of the 
secondary transistors. The semiconductor switches T5, T6 in 
the secondary side are used to reset secondary and 
simultaneously also primary circulating current. The energy of 
the leakage inductance of the power transformer stored in 
snubber at secondary switch turn off is transferred to the load. 

 

III. OPERATION PRINCIPLE 

The switching diagram and operation waveforms are 
shown in Fig. 2 and operation analysis of the converter is 
shown in Fig. 3. The DC/DC converter is controlled by pulse 
width modulation of secondary switches. 

 
 

 

 
Fig. 1.  Scheme of the proposed converter.
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Fig. 2.  Operation principle waveforms. 

 

 
Fig. 3.  Operation analysis in the intervals.

14

171



SCYR 2011 – 11th Scientific Conference of Young Researchers – FEI TU of Košice 

A. Interval t0-t1 
 The secondary transistor T5 is turned on at t0 half period 

earlier then primary transistors T1 and T2. The capacitor CC5 
starts discharging to the load. The rate of rise of discharging 
current of this capacitor CC5 is limited by the snubber circuit 
inductance LS5, and thus zero current turn on for the MOSFET 
transistor T5 is achieved. In the same time transistors T3, T4 
are turned on. The current of the primary transistors T3, T4 and 
the current of the secondary transistor T6 are reduced by the 
discharging current of capacitor CC5.  
 

B. Interval t1-t2 
The energy stored in snubber inductance LS5 is now 

flowing through DC5 to load. 
 

C. Interval t3-t4 
This interval starts with the turn off of the primary 

transistors T3 and T4. The magnetizing current of the 
transformer Tr discharges the output capacitances COSS of the 
transistors T1, T2 and charges the output capacitances of the 
transistors T3, T4. The rate of rise the current is limited by the 
leakage inductance of transformer. Soft turn on for transistors 
T1, T2 is achieved. 

 

D. Interval t4-t5 
The turn on of the transistors T1, T2 and T6 commutations 

from freewheeling diode D0 to T5 transistor occur at t4. The 
current of transistor T5 is reduced by the discharge current of 
the capacitor CC6 and later by the current of the inductance 
LS6. 
 

E. Interval t5-t6 
At the time t5 transistor T5 turns off. Its current 

commutates on capacitor CC5 and diode DC5. Zero voltage turn 
off of this transistor is ensured because the rate of rise the 
voltage is limited by the capacitor. The energy of the leakage 
inductance of the power transformer is absorbed by the 
snubber capacitance and then by the load. 
 

F. Interval t6-t7 
At t6 the rectified voltage ud reached zero and afterwards 

the waveform of the charging process of the CC5 capacitance 
are changed. In this interval the energy of the leakage 
inductance is absorbed only by the capacitor CC5. At t7 the 
current of the rectifier diode D5 falls to zero, and the primary 
current that flows through the transistor T1 and T2 drops on 
value of the magnetizing current because the whole energy 
was absorbed by the capacitor. 

 

G. Interval t7-t8 
Only the magnetizing current flows through the primary 

winding of the power transformer in this interval. This small 
magnetizing current is turned off by primary switches and 
thus zero current turn off is achieved. The current of the 
smoothing inductance LO is flowing through the freewheeling 
diode. 

IV. EXPERIMENTAL RESULTS 
Laboratory model with components shown in Table I was 

built to verify the operation principle of the converter. The 
converter was supplied from DC source with a value of 300V. 
The rated output power was 1.2kW at switching frequency of 
50 kHz. The typical converter waveforms were obtained at 
output voltage of 40V and output current of 25A. 

 
TABLE I. 

USED COMPONENTS IN CONVERTER 
T1-T4 IRG4PSC71UD 
T5,T6 IRFP90N20D 
D5,D6 UFB200FA40 
DC5, DS5, DC6, DS6 CSD20060D (SiC diode) 
LS5, LS6 24μH 
CC5, CC6 33nF 
DO 249NQ135 
LO 44μH 
CO 470μF 
Tr coaxial transformer (turn ratio 6) 

Primary transistor collector-emitter voltage and collector 
current with gate signals of primary and secondary transistor 
are shown in Fig. 4. After turn off of the secondary MOSFET 
gate signal the transformer primary current sink to the value 
of magnetizing current. This small magnetizing current is later 
turned off by primary IGBT transistors and thus only 
negligible turn-off losses occur. At the turn on moment of 
primary IGBT transistors the primary current flows through 
their freewheeling diodes and rise of current is limited by the 
leakage inductance of transformer. This ensures zero voltage 
zero current turn on. Switching trajectory of primary transistor 
is shown in Fig. 5. 

 

 
Fig. 4.  Primary transistor voltage and current at turn on and turn off. 

 

 
Fig. 5  Switching trajectory of the primary transistor. 
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Secondary transistor drain-source voltage and drain 
current at turn on and turn off are shown in Fig. 6. At turn off 
of this MOSFET transistor the collector current commutates 
on the snubber capacitance CC5 and thus the transistor voltage 
rate of rise is reduced. At the turn on of the transistor T5 the 
capacitance CC5 is discharged through the transistor to the 
load. The rate of rise of the discharging current is reduced by 
inductance LS5. Switching trajectory of secondary transistors 
is shown in Fig. 7. Charging and discharging of snubber 
capacitors is shown in Fig. 8. 

 

 
Fig. 6.  Secondary transistor voltage and current at turn on and turn off. 

 

 
Fig. 7.  Switching trajectory of the secondary transistor. 

 

 
Fig. 8.  Charging and discharging of snubber capacitors.  

 
Efficiencies of the converter at various output voltages are 
shown in Fig. 9. 

 
Fig. 9.  Efficiencies of the converter. 

 

V. CONCLUSION 
Soft switching and reduction of circulating currents in the 

proposed converter are achieved for full load range using 
secondary side turn off snubber in combination with 
controlled output rectifier. 

By proper design it is possible to utilize the magnetizing 
current of power transformer for charging or discharging 
output capacitances of the IGBT switches and thus zero-
voltage turn-on of the IGBTs to achieve.  

The IGBT transistors are turned-off almost under zero 
current. Only small magnetizing current of the power 
transformer is turned-off by IGBT transistors. 

The main task of the proposed secondary turn off snubber 
is transfer of the leakage inductance energy to the load. 
Moreover it ensures zero current turn-on and zero voltage 
turn-off of the secondary switch. 
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Abstract — This paper describes spectrogram and dynamic 

time warping function as possible part of the system for 
recognition of voice commands for the car’s equipment control 
such as GPS, radio, air-conditioning etc. or robotic system 
utilizing embedded systems.  
 

Keywords — spectrogram, embedded system, dynamic time 
warping.  

I. INTRODUCTION 
In present time the recognition of spoken speech is highly 

developed.  Most research is focused on using the English 
language for such communication, however our research is 
aimed for using the Slovak language. 

Research of recognition of spoken speech on our 
department is oriented on recognition of simple instructions 
by spectrogram. These instructions are used for car’s 
equipment control such as GPS, radio, air-conditioning or 
robotic system with embedded systems. 
Some problems with recognition of spoken speech are: 

a) speaker’s voice can be different in various 
conditions, 

b) different speakers have different voices, 
c) changing environment causes trouble for speech, 
d) recorded voice can be degraded by quality of 

microphone or by distance from it. [1] 

II. EMBEDDED SYSTEM 
An embedded system is a computer system designed to 

perform one or more dedicated functions often with real-time 
computing constraints. One or more main processing cores 
control embedded systems. They are typically represented 
either by microcontrollers or digital signal processors (DSP). 
The program instructions written for embedded systems run 
with limited computer hardware resources: little memory and 
operating output. Because of this, it is important to optimize 
the acoustic signal processing used by embedded systems for 
speech recognition. [2] 

III. TEACH-ROBOT 
For control with simple instruction are selected Teach-

Robot. Mechatronic system Teach-Robot is angular arm with 
5 axles and 6 DC-motors (Table 1). Teach-Box provides 
manual control of Teach-Robot and provides communication 
between Teach-Robot and personal computer (Fig.1). [3] 

IV. SIGNAL PROCESSING 
The basic principle of most methods for acoustic signal 

  

 
Fig.1 Mechatronic system Teach-Robot 

processing is the assumption that its properties are changing 
slowly. Methods called short-term analysis separated and 
processed segments of speech signal. These segment are 
micro segments which are represented by the time segment of 
10 to 30 ms(our system 10 ms and overlap 5 ms) . Because 
these micro segments are connected or can overlap each other 
we will get the sequence of numbers, which describes the 
speech. 

Speech signal is recorded mostly by microphone, so the 
analogue signal is recorded. Analogue cycles are digitalized, 
that the continuous signal is represented by sequence of 
numbers. This process is called pulse code modulation. 
Pulse code modulation consist of two operations: 

- sampling in time, 
- quantization[4]. 

A. Processing by time 
Most methods of short term analysis in time can be 

described by following equation: 

    knwksQ
k

n  




 ,           (2) 

where Qn is the short time characteristics, s(k) is the sample 
of acoustic signal get by pulse code modulation in time k,  
τ(s(k)) is the transformation function a w(n) is the weight 
sequence (or window) which chose the samples s(k). 
Hamming´s windows are used when processing in time. 

TABLE 1 
Moving specifications 

Meaning Motor Number of 
pulses 

Angle 

grip of gripper M1 70 60° 
rotation of gripper M2 130 200° 

wrist up/down M3 420 90° 
rotation of upper arm M4 420 90° 
rotation of lower arm M5 350 80° 

rotation of body M6 700 320° 
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Hamming´s window is defined as (fig.2)[5]: 

- w(n)=0,54-0,46cos[2πn/(N-1)]  
for 0≤n≤N-1, 

- w(n)=0 for other n. 

 
Fig.2 Hamming window 

B. Short-time energy 
Big problem with speech recognition is how to determine 

when the instruction is spoken. For this, we will apply the 
function of short-time energy. Function of short-time energy 
can be described by the following equation: 

    





k

n knwksE 2 ,   (3) 

where s(k) is the sample of acoustic signal get by pulse code 
modulation in time k and w(n) is in our system Hamming’s 
windows with length of micro segment 
10 ms and sampling rate 8 kHz.[6] 

V. SPECTROGRAM 
We have chosen spectrogram for our method of speech 

recognition with embedded systems. A spectrogram is a time-
varying spectral representation (forming an image) that 
shows how the spectral density of a signal varies with time. 

Figures (Fig. 3, Fig. 4) are showing the same word (word  

 
Fig.3 Spectrogram of word “stop” spoken by first person 

 
Fig.4 Spectrogram of word “stop” spoken by second person 

 
“stop”) spoken by two people. We can see similarities there. 
Fig. 5 is showing different word (word "vpravo"). We can see 
that the spectrographic picture is clearly different, which is 
very important for our recognition system [7].  
 

 
Fig.5 Spectrogram of word “vpravo” spoken by second person 

We have divided the spectrogram to several sectors, in order 
to ease the computing process. The final value is made by 
arithmetic mean of these sectors (Fig.6). 
 

 
Fig.6 Spectrogram of word “vpravo” with arithmetic mean of sectors spoken by 
second person 

VI. DYNAMIC TIME WARPING 
The correctness of spoken speech classification is 

influenced by inconsistency and non-linear change of 
acoustic signal in time axis. The same word spoken by one 
person can have different overall length, even different length 
of some parts of the words (phonemes, vocals). Using 
algorithm of speech images comparison, which is based upon 
dynamic programming, can solve this problem. This 
algorithm utilizes non-linear time normalization. The change 
in time axis is modeled by non-linear dynamic time warping 
function (DTW) with strictly defined properties. Time 
differences between two speech images A and B are 
eliminated by deformation of one time axis, in order to 
achieve maximum correspondence with second image.  
 

The image of the tested word is marked as A:   
A={a(1), a(2),..., a(n),..., a(I)},       (4) 

where a(n) is n-th vector of tested word’s attribute and image 
of reference word B is described as: 

B={b(1), b(2),..., b(m),..., b(J)},      (5) 
where b(m) is m-th vector of reference’s word attribute. 
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Algorithm with DTW function then searches for optimal 
path in plane (n,m): 

m = ψ(n),               (6) 
which minimizes the D function of total distance between 
images A and B defined as: 

       



I

n
nbnadBAD

1
,ˆ,  ,     (7) 

where      nbnad ,ˆ  is the local distance between n-th 
vector of tested word’s attribute and m-th vector of 
reference’s word attribute.  

We have to define the time variable k  for which the 
following statements are valid: 

n=i(k),  k=1,...,K, m=j(k), k=1,...,K, 
where K  is the length of time axis for A and B pictures 
comparison. The situation is demonstrated on Fig.7. [1] 
 

 
Fig.7 Comparison of tested a(n) and reference b(m) image in plane (n,m) 

In order to find the optimal path it is essential to fulfill 
following conditions: 
 

A) Limitation to start and end border points  
i(1)=1,  j(1)=1, i(K)=I,  j(K)=J. 
 

B) Conditions of monotony and coherence 
 

    *10 Ikiki  ,     *10 Jkjkj  . 
I*, J*=1,2,3 
 

C) Limitation of DTW function steepness 
If the point [i(k),j(k)] moved with increasing k in 
direction of one axis, for example n* times, the 
movement in this direction is forbidden unless it 
moves m*times in different direction.  
 

D) Global limitation of DTW function movement area 

In order to improve the computational cost and optimize the 
DTW sensitivity similarly to the step function constraints 
global constraints were introduced. The „Sakoe-Chiba band" 
and „Itakura parallelogram", both global path constraints 
shown at Figure 8 and define the set of points available for 
DTW alignment only from the non-shaded regions [2]. 

 
Figure 8: Global path constraints, left: Itakura parallelogram, right: Sakoe-
Chiba band. 

A. Weighting 
By adding the weights to the each of the distances based on 

the step direction we could penalize or favor certain types of 
point-to point correspondence. 2 most types weight function 
(Fig.9) [3]: 
 

- symmetric weight function: 
           11ˆ  kjkjkikikW ,   (8) 

- asymmetric weight function: 
     1ˆ  kikikW ,           (9) 

     1ˆ  kjkjkW ,            (10) 

 
Figure 9: Weighting coefficients w(k) for symmetric (left) and asymmetric 
(right) forms. 

VII. CONCLUSION 
Spectrograms together with dynamic programming offer 

interesting way of speech recognition with using only 
a limited hardware resource of embedded systems.  
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Abstract— Due to increase of electric power demands, power 

systems are larger and more complicated, and the dependence of 
people on electricity increases. Outages in electric supply have an 
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to minimize the effect of disturbances that arise in the power 
system so as to have minimum impact on the reliable and safe 
supply of electricity. Stability of power system is one of the most 
important area of power system operation. Loss of stability (loss 
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discusses power-system instability and the importance of fast 
fault-clearing performance to aid in reliable production of 
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I. INTRODUCTION 
Power system stability has been recognized as an important 

problem for secure system operation since the 1920s [3], [4]. 
Many major blackouts caused by power system instability 
have illustrated the importance of this phenomenon [3]. 
 The term stability of the power system is connected with  
transient phenomena associated with changes in generator 
rotor angle, changes in frequency and voltage. Given the wide 
range of issues there is need for classification of power 
system stability according to Fig.3. [5] 

II. BASIS FOR STEADY-STATE STABILITY 

 This article deals mainly with steady-state and transient 
stability. 

 
In an interconnected power system, the rotors of each 

synchronous machine in the system rotate at the same average 
electrical speed. The power delivered by the generator to the 
power system is equal to the mechanical power applied by the 
prime mover, neglecting losses. During steady-state 
operation, the electrical power out balances the mechanical 
power in. The mechanical power input to the shaft from the 
prime mover is the product of torque and speed  (PM = TM

When the system is disturbed due to a fault or when the 
load is changed quickly, the electrical power out of the 
machine changes. The electrical power out of the machine can 

change rapidly, but the mechanical power into the machine is 
relatively slow to change. Because of this difference in speed 
of response, there exists a temporary difference in the balance 
of power. This power unbalance causes a difference in torque 
applied to the shaft, which causes it to accelerate or 
decelerate, depending on the direction of the unbalance. As 
the rotor changes speed, the relative rotor angle changes. Fig. 
2 shows the relationship between the rotor (torque) angle δ, 
the stator magnetomotive force (MMF) F1, and the rotor 
MMF F2. The torque angle δ is the angle between the rotor 
MMF F2 and the resultant of the vector addition of the rotor 
and stator MMFs R, as shown in Fig. 2 

 

 ω). 
The mechanical torque is in the direction of rotation. An 
electrical torque is applied to the shaft by the generator and is 
in a direction that is opposite of the rotation, as shown in Fig. 
1.  

. 
Fig. 1.  Mechanical and electrical torques applied to the shaft [2]. 

 

 
Fig. 2.  Stator, rotor, and resultant MMFs and torque angle [2]. 
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Fig. 3.  Classification of power system stability according to IEEE and CIGRE [3,7] 

 
 
Fig. 4 shows a circuit representation of a synchronous 

generator connected through a transmission system to an 
infinite bus. The synchronous machine is modeled by an ideal 
voltage source Eg in series with an impedance Xg. The 
terminal voltage of the machine ET is increased to 
transmission system levels through a generator step-up (GSU) 
transformer, which is represented by an impedance XT . The 
high voltage side of the GSU is connected to the infinite bus 
via a transmission line represented by reactance XL. The real 
(MW) power output from the generator on a steady-state basis 
is governed: 

 

δsin
X

EE
P

g

Tg
e ⋅

⋅
=             (1) 

 
by where δ is the angle between the generator terminal 

voltage and the internal voltage of the machine. As the power 
transfer increases, the angle δ increases. A fault in the system 
can result in a change in electrical power flow, resulting in a 
change in the power angle δ. This is shown in Fig. 5.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4.  Synchronous machine tied to infinite bus 
 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Phasor diagram, generator tied to infinite bus 
 
 
 
If a fault causes the current I to increase and the terminal 

voltage to decrease, the electrical power out of the machine 
will decrease since the impedance seen by the generator is 
now mainly inductive. This disturbance causes the rotor angle 
to increase, perhaps beyond the limits of generator 
synchronous operation. The resulting variations in power flow 
as the rotor accelerates will cause a well-designed loss of 
synchronism protective relaying (78 function) to isolate that 
generator from the rest of the system. The disturbance on the 
remaining system, which is due to the loss of generation, may 
result in additional units tripping offline and, potentially, a 
cascading outage. 

 

III.   TRANSIENT STABILITY 
 

Generators are connected to each other by a network that 
behaves much like weights  interconnected by rubber bands 
(see Fig. 6). The weights represent the rotating inertia of the 
turbine generators, and the rubber bands are analogous to the 
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inductance of the transmission lines. By pulling on a weight 
and letting go, an oscillation is set up with several of the 
weights that are interconnected by the rubber bands. The 
result of disturbing just one weight will result in all the 
weights oscillating. Eventually, the system will come to rest, 
which is based on its damping characteristics. The frequency 
of oscillation depends on the mass of the weights and the 
springiness of the rubber bands. Likewise, a transient 
disturbance to the generator/network can be expected to cause 
some oscillations due to the inability of the mechanical torque 
to instantaneously balance out the transient variation in 
electrical torque. 

 

 
 

Fig. 6. Rubber band analogy 
 

 
The synchronous machine’s electrical power output can be 

resolved into an electrical torque Te multiplied by the speed 
ω. Following a disturbance, the change in electrical torque 
can further be resolved into two components: 

 
ω∆δ∆∆ DSe KKT +=         (2) 

 
where:  

δ∆SK - component of torque that is in phase with the 
rotor angle change. This is known as the “synchronizing 
torque;” 

ω∆DK  - component of torque that is in phase with the 
speed change. This is known as the “damping torque.” 

 
Both components of torque act on each generator in the 

system. A lack of sufficient synchronizing torque will result 
in loss of synchronism. Such a loss of synchronism can only 
be prevented if sufficient magnetic flux can be developed 
when a transient change in electrical torque occurs. This is 
facilitated by a high initial response excitation system (an 
excitation system that will cause a change from the input to 
output within 1 s) that has a sufficient field-forcing capability 
and a sufficiently fast response to resist the accelerating or 
decelerating rotor. In order to be effective for both 
accelerating and decelerating rotor responses, the excitation 
system must be capable of fieldforcing positively and 
negatively, particularly on generators with rotating exciters. 
When the rotor is accelerating with respect to the stator flux, 
the rotor angle is increasing due to a mechanical torque that is 

higher than an electrical torque. 
 
 

 
Fig. 7. Transient stability illustration: a) System b) rotor angle curve 

 
 
The exciter system must increase the excitation by applying 

a high positive voltage to the alternator field as quickly as 
possible. Conversely, when the rotor angle is decreasing due 
to a mechanical torque that is less than an electrical torque, 
the exciter system must decrease the excitation by applying 
a high negative voltage to the alternator field as quickly as 
possible.  

Starting from the initial operating condition (point 1), a 
close-in transmission fault causes the generator’s electrical 
output power Pe to be drastically reduced. The resultant 
difference between the electrical power and the mechanical 
turbine power causes the generator rotor to accelerate with 
respect to the system, increasing the power angle (point 2). 
When the fault is cleared, the electrical power is restored to a 
level corresponding to the appropriate point on the power-
angle curve (point 3). Clearing the fault necessarily removes 
one or more transmission elements from service and at least 
temporarily weakens the transmission system. After clearing 
the fault, the electrical power out of the generator becomes 
greater than the turbine power. This causes the unit to 
decelerate (point 4), reducing the momentum that the rotor 
gained during the fault. If there is enough retarding torque 
after fault clearing to make up for the acceleration during the 
fault, the generator will be transiently stable on the first swing 
and will move back toward its operating point. If the retarding 
torque is insufficient, the power angle will continue to 
increase until synchronism with the power system is lost. [2] 
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Fig. 8. Influence of fault clearing time: a) slow fault clearing time b) fast fault 
clearing time 

 
Power-system stability depends on the clearing time for a 

fault on the transmission system. Comparing the two 
examples in Fig. 8 shows this point. In the example of slower 
fault clearing (a), the time duration of the fault allows the 
rotor to accelerate so far along the curve of PE that the 
decelerating torque comes right to the limit of maintaining the 
rotor in synchronism. The shorter fault-clearing time (b) stops 
the acceleration of the rotor much sooner, assuring that 
sufficient synchronizing torque is available to recover with a 
large safety margin. This effect is the demand placed on 
protection engineers to install the fastest available relaying 
equipment to protect the transmission system. 

 

IV.   CONCLUSION 
Due to the increasing electricity consumption and 

economic and time consuming construction of new power 
lines, existing networks are operated more at the limits of 
their possibilities and they are just an ultimate of stability of 
power system. Therefore it is necessary pay close attention to 
power system stability and control. 
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Abstract— Solder pastes are key materials in surface mount 

technology (SMT) for assembly of printed circuit boards (PCBs). 

As the trend towards miniaturization of electronic products 

continues, there is an increasing demand for better 

understanding of the flow and deformation that is, the rheological 

behavior of solder paste formulations. Wall slip effect that is 

connected with requirement of very accurate (shape and volume) 

solder paste deposition plays an important role in characterizing 

the flow behavior of solder paste materials. The aim of this study 

is to investigate the influence of the solder paste formulation on 

wall-slip formation and its effect on the printability of these 

pastes material. Paper refers to dynamics of printing parameters 

for one of the most common method of solder paste deposition-

stencil printing. 

Keywords— stencil printing, solder paste, viscosity of solder 

paste.  

 

I. INTRODUCTION 

Over the last 30 years, the SMT assembly process has 
become increasingly more sophisticated. There are two 
primary methods of applying solder paste to a PCB: Stencil 
printing and dispenzing. Which method will be used for 
deposition depend on the size and the type of assembled 
components, availability of technology, massivity of 
production and etc. While each method has its advantages and 
disadvantages, this study focuses on dynamics and different 
aspects of dispenser deposition on the solder paste print 
deposition quality. There is a wide opinion in the industry that 
the paste printing process accounts for the majority of 
assembly defects. Experience with this process has shown that 
typically over 60% of all soldering defects are due to the 
problems associated with deposition process of solder paste. 
Those defects faults are a major source of board failure. 
Unfortunately, understanding the causes of those defects can 
be challenging because there are numerous factors to consider. 
There is several factors influence to printing quality of solder 
paste, which has equivalent relevance [1]:  

• Environment: temperature of solder paste during 
storage and during printing, room temperature, 
humidity, solder paste storage time, solder paste 
shelf time, etc. 

• Solder paste formulation and material: alloy 
type, powder size, manufacture date, water soluble, 
viscosity, thixotropy, relaxation time, flow curve, 
metal content, flux type, tack time and force, etc. 

• Equipment: type of stencil printer, technology of 
stencil manufacturing, printer alignment, optical 
inspection system. 

• Human factor: employee skills and knowledge, 
part of day, operator errors and training frequency. 

Stencil printing process is very alike screen printing. 
Prepared PCB is guyed to frame holder and cover by (mostly 
metal) stencil. Stencil design has apertures only at places 
where solder paste should be deposited. Squeegee blade 
moves cross whole stencil and push solder paste via apertures, 
like is it shown at Fig. 1. 

 

 
Fig.  1. Solder paste stencil printing process [1]. 

 
Like other solder deposition methods (screen printing, 

dispensing) also stencil printing require specific values of 
solder paste viscosity. Typical viscosity of lead-free solder 
paste for stencil printing is between 150 and 250 Pa.s [1], [2], 
[3]. Viscosity of solder paste is regarded as inappropriate, 
when: 

• solder paste is sticky to squeegee blade, 
• flux segregate from metal alloy, 
• surface of solder paste has dry look, 
• shape breakdown of deposited solder paste, 
• incoming to clogging of stencil apertures by solder 

paste. 
Advancements of this method are good repeatable, long 

stencil life, high speed, high accuracy and low price of 
solder paste deposition in big series. Stencil printing 
disadvantaged are relative high price of stencil, which 
depend on stencil material, stencil thickness and 
manufacture methods, and necessary stencil replace when 
motive is changed, and also illusoriness to deposit different 
height of paste. Solder paste deposition quality mostly 
depend on stencil quality, right rheological properties of 
solder paste and dynamics of squeegee setup.   
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II. STENCIL MATERIAL AND TECHNOLOGY 

Stencil for solder paste deposition to PCB’s soldering pads 
are mostly manufactured from metal materials, which are 
shown at Table 1. 

Table 1 Stencil estimated lifetime by material [2], [4]. 

Stencil material Stencil lifetime (number of depositions) 

Indurate nickel 100 000 

Stainless steel 50 000 

Standard nickel 50 000 

Copper alloy 10 000 

Soft nickel 10 000 

  
The result from Table 1 is that the longest lifetime has 

indurate nickel, which has the best resistance to abrasive and 
chemical processes. Its high price include expensive 
electroform manufacture technology. For small series, where 
high accuracy is not requiring, is possible use a polyamide of 
polyimide stencil. But non-metal stencils have sort lifetime 
and they can have lower accuracy of deposition. There are 
three common used manufacturing technologies for metal 
stencils: 

• chemical etching, 
• laser cut, 
• electroforming etching. 

 
Main difference between these manufacture technologies is 
how small solder paste volumes can by possible deposited on 
PCB. Stencil made by chemical etching can be used for pith 
greater than 0,6 mm [5].  These stencils are relative cheep, but 
they have sort lifetime (cooper alloy), shape of stencil 
apertures has lower accuracy (Fig. 2).  
 

 
Fig. 2. Comparison of aperture walls surfaces made by chemical etching 

(left), Laser cut (middle) and electroforming etching (right) [4], [5]. 
 

Laser cut stencils are massive apply in industry because 
their good “value for money”. Laser cut stencils can by use for 
components with pitch greater than 0,4 mm [5]. 
Manufacturing of these type of stencil is relative quick and 
also redesign is possible (add new or lager apertures). 
Advance is trapezoidal shape of apertures for smoother release 
of solder paste. The most expensive manufacturing technology 
for stencils is electroforming etching. Electroformed stencils 
have the smoothes wall surfaces of apertures (Fig. 2), for good 
solder paste release, the longest lifetime, because indurate 
nickel has good durability and also nickel has lower surface 
friction. This stencil can by use for ultra fine pitch components 
(> 0,2 mm [5]) like µBGA and Chip Scale Packages. 
 

III. TRANSFER EFFICIENCY AND STENCIL DESIGN 

Assemblies with miniature components such as 0201’s or 
01005’s, CSPs or µBGAs packages and standard larger SMT 
components are challenging products. Problem is that, design 
a stencil that will reliably print the small solder paste volumes 
for the miniature components while providing sufficient solder 
paste volume for the larger SMT components and through 
hole components.  

Stencil design is probably the most important of the process 
issues. Poor stencil design can lead to insufficient solder 
deposits, which can prevent the component from touching the 
paste or not have enough flux to overcome the oxide on the 
sphere or in the paste. Area ratio, as well as transfer 
efficiency, plays a huge role here. Although stencils may offer 
a small increase in the amount of paste applied, it is the paste 
itself that usually makes the difference. By feeding the stencil 
details into the paste measurement system at onset, the system 
can calculate the theoretical amount of paste that should be 
deposited, and then create a percentage (efficiency) by 
measuring the amount of paste that was actually deposited. 
Inconsistent or reduced transfer efficiency will reduce the total 
solder paste volume deposited on the solder pad and thus, 
possibly contribute to the reduced wetting of the flux, causing 
a head-in-pillow defect. Some variables that can affect transfer 
efficiency are stencil type, atmospheric conditions and the 
paste itself.  

The biggest effect on transfer efficiency is stencil design 
and type of manufacturing. In generally, good solder paste 
deposition is when transfer efficiency is higher than 70%. For 
reach this number has to by articles fulfilled of Area Ratio 
limits. The Area Ratio is the ratio between the area of the 
aperture opening and the area of the aperture walls. When 
lower values of Area Ratio are find, it can by chose stencil 
manufacturing technology from Table 2.    

 
Table 2. Choosing right stencil type by parameter Area Ratio. 

Area Ratio Recommended stencil type 

over 0,90 chemical etching 

0,90 – 0,66 laser cut 

0,66 – 0,50 electroforming etching 

under 0,50 necessary redesign of stencil  

 
 

IV. RESULTS 

This paper confirms that the electroformed stencil provided 
better print performance than the laser cut stencil or chemical 
etching stencil. Mirror aperture walls provided by 
electroforming stencil process, release solder paste better than 
the other stencils types. But because high price of 
electroformed stencil can be expensive use only electroformed 
stencils. For good “value for money” is necessary know the 
Area Ratio parameter in stencil design and determinate for 
correct stencil type. 
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Abstract  - The subject of this thesis is the characteristic the 
production system, product and proper management of the 
production. There is pay attention to the production profile 
and the program production and also opportunities for 
proper handling with production means. The work refers 
to the importance of respect for the individual steps as well 
as the use of different calculation systems. 
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I. INTRODUCTION 

The main and only subject of this production is the 
production of car batteries. There is only one variant of 
this product. It is called lead battery. It is actually a type 
of standard car batteries. The entire production process 
of the product has three phases. The first phase is deals 
with the production of basic parts. The second includes 
basic installation and fitment. The results of the third 
phase are finished products. In this case the car 
batteries.  

II. PRODUCTION AND ITS STRUCTURE 

Production of car batteries is destined for the market 
and it is sequenced among the mechanical production. 
Although that is produced only one product is 
manufacture of car batteries mass production. It is 
actually the mass production of one type of product in 
large quantities, practiced for a long time. In this 
production are applied special machines and lines, and 
human work is minimal. This production is typically 
organized as a continuous production. 
 

A. Profile of the product and production 

Car battery or the accumulators are also sources of 
electricity in motor vehicles. They are actually the 
sources of chemical energy, which is produced only 
when is the engine in the rest. In another case, the 
energy source is an alternator or dynamo. The battery is 
composed of several articles. Each article must have the 
approximate voltage 2.1 V. Very substantial part of the 
battery is a plastic container, in which are located all 
other components. Another part is the electrolyte 
separator. In the car battery has an important role the 

lead. Lead allows you to add a great power. This fact is 
important when starting. Autobatteries suits well their 
frequent use. It is necessary to be cautious in their 
assembly and disassembly. At removal must first be 
disconnected skeleton outlet. At installation it is the 
opposite. Car battery must be recharged in a ventilated 
area, sources of direct current, and the same voltage as 
the battery. Battery terminals should be clean and well-
tightened clamps. The average life of car batteries is 4-6 
years. However, depleted below 1.75 V is irreversibly 
damaged. [1] 

 
B. Program of production 

Car battery production is difficult process composed 
of several steps. The manufacturing process begins with 
the production of plastic containers and covers, mostly 
made of polypropylene. The next step is the production 
of lead plates or grid. Then followed by the insertion of 
a mixture of lead oxide. It is actually powdered lead and 
other materials such as sulphuric acid and water, which 
are applied to the grids. Other material made of 
powdered sulphate is added to the paste and applied to 
the negative plates. Positive and negative plates must be 
separated to prevent short-circuiting. Separators are thin 
sheets of porous, insulating material. Another part of the 
process is the pairing of positive and negative plates and 
separator. Then the battery is filled with electrolyte, 
which is a mixture of sulphuric acid and water. The final 
steps are connecting the cover, insulation inspection, 
charging. Battery terminals are connected to electricity 
and the battery is charging for several hours. After the 
charge is shifted to the line where appropriate, clean and 
are placed it on the labels [2]. 

Per year is produced approximately 1008 pieces 
which means that if it has 252 working days so is made 
of 4 batteries per day. For one year are consumed 
8225.28 kilograms of lead and 2016 kg of sulphuric 
acid. 

III. PREPARATION 

A. Technological preparation of production 
 

Technological preparation of production of this 
product is the very theme of the comprehensive, which 
includes a series of important steps. The first step is the 
workflow, which is the sequence of work activities, 
which are already described in the previous chapter. 
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Other steps include working instructions and cutting 
scheme, which is creates the appropriate software as 
OPTIMIC or ARCON. [3]       

B. Design preparation of production 
 

 

This kind of preparation production is related to 
product design and builds on it. Contains information 
common to that proposal. It resulted in drawings and the 
BOM components to determine which is also used 
software. The BOM are shown in the picture below. 

Fig.1 BOM components 
 

C. Economic Preparation of Production 
 

These are specific activities related to conversion 
costs and prices. Economics training includes:  

• Conversion of the consumption of materials. It is 
implemented through the distribution of 
individual groups of materials and on the basis 
standardized rules and product characteristics. 
This conversion is realized in units. To produce a 
single car battery is coated with lead weighing 
8.16 kg, 2 kg of H2SO4, and 0.5 kg 
polypropylene.  

• Conversion of material consumption in spending. 
In this step is very important to compare prices of 
suppliers. Based on the above data, calculate 
material consumption in spending.  
Purchase price: 
Lead - € 1.300 / tone, polypropylene-€ 1.052 / 
tone, H2SO4 - 1.43 € / kg.  
Price of material to produce one piece of product 
is:  
Lead - € 10.608 
Polypropylene - € 0.52 
H2SO4 - € 2.86 
final price is: 13.988 €. 

• Conversion of wage expenditure 
• Conversion rates. It is indicated on the basis the 

calculation formula, which contains the sum of 

factors: direct costs + direct labour + other direct 
costs + administrative expenses + selling 
expenses + profit. For this production is adapted 
to calculate one piece. 

 
15

34,23

3,33

4

2,82

6,3

62,38eur

+

+

+

+

+

 

 
DISPOSITION OF MATERIAL. It is a short-term 
emergency plan consisting of plans, the consumption, 
stocks and supplies and the ongoing continuous 
registration of consumption, inventory records and 
performance records of supplies. The essence of 
determining the consumption of material is its 
standardization. [4] 

IV. PRODUCTION CAPACITY 

It is the ability of the unit or system to carry out their 
activities in a certain period. In other words, this is the 
maximum output by the manufacturing unit will produce 
over time. Capacity is dependent on the technical level 
of production machinery and equipment, at the time of 
their activities, work organization and production, on 
manpower and materials. To calculate capacity are three 
types of formulas. The proposed company produces only 
one type of product capacity is expressed in units of 
kind and therefore the most appropriate relations for the 
calculation is the following relation: 

 

Q T xVp p p=                                                                 (2) 

where: 
Qp - is capacity expressed in specific units kind, 
Tp - is usable time fund in hours, 
Vp - is kind exercise in units per hour. 
 
Example: 

Operation produces car batteries and used 14 
machines (Pressure Dia Casting Machine, Battery Oxide 
Filling Machine, Oxide Mill System, Paste Mixing 
Machine, Automatic Grid Pasting Machine, Complex 
Alloy Casting Machine, Automatic Short Circuit Testing 
Machine, Fully automatic VRLA battery water cleaning 
and drying machine, Car battery automatic assembly 
line, Automatic Code Printing Machine, Automatic 
Interior Resistance Testing Machine, Automatic Leak 
Testing Machine, Automatic Aluminium Foil Sealing 
Machine, Automatic Heat Sealing Machine) and their 
parameters are given in the technical descriptions of 
equipment. The available fund one time the machine is 
5193.18 hours per year. Usable time the fund is 
calculated by the equation: Fund calendar time - public 
holidays, weekends, holidays, leave, what time we reach 

Bill of material (BOM) 

 
List: 

 
-1- 

 
Company: 
 

 
Product: 
Car Battery 
12V 70Ah 

Letters: -1- 
Pure dimensions 
in mm 

Quantity 
content 

 No. No. 
of 
parts 

Title No. 
of  
pieces 

Material 

Thickness x 
Width x 
Length 

1  
pc 

Product  

1. 0001 Plastic 
container 

1 Polypropylene    

2. 0011 Cover 1 Polypropylene    
3. 0102 Lead plate 25 Lead    

4. 05006 A mixture 
of lead 
oxide 

 Powdered 
lead, H2SO4, 
water 

   

5. 08775 Electrolyte  H2SO4, water    

6.  87674 Separator 1 Porous 
synthetic 

   

Prepared by Checked: Approved by: 

14

185



SCYR 2011 - 10th Scientific Conference of Young Researchers – FEI TU of Košice 

the nominal fund. After deduction of days for 
maintenance, repairs get usable result time fund [6]. 

Based on the data it is possible to calculate individual 
capacity.  

 
Pressure Dia Casting Machine:        Battery Oxide Filling Machine: 

5193,18

120 /

623181, 6

T hp

V ks hp

Q ksp

=

=

=

                         

5193,18

180 /

934740

T hp

V ks hp

Q ksp

=

=

=

 

Paste Mixing Machine:                Complex Alloy Casting Machine: 

5193,18

120 /

623181, 6

T hp

V ks hp

Q ksp

=

=

=

                         

5193,18

480 /

2492726, 4

T hp

V ks hp

Q ksp

=

=

=

 

Car battery automatic assembly line:  

5193,18

100 /

519318

T hp

V ks hp

Q ksp

=

=

=

    

Automatic Interior Resistance Testing Machine           

5193,18

100 /

519318

T hp

V ks hp

Q ksp

=

=

=

 

  
At following equipment is identical with the final 

capacity. 
Is also very important to establish the capacity of the 

production areas. 

TM p
Q xp

m dv
=                                                              (3)      

where: 
M - is total production area in m2, 
m - is capacity standard surface to produce a product in 
m2, 
dv - is time interim standardized product in the 
production of 1 hour. 
 
Example: 
M = 750 m2, designed on the basis of land-use decision 
m = 4m2, 
d = 0.0081 hour, calculated as the average of all the 
machines. 
 

750 5193,18
120212500

4 0, 0081
Qp = × =  

 
Scope of capacity utilization is influenced by many 

factors and mainly the production plan, which 
determines planned capacity utilization.  

The best way, which can increase capacity utilization 
to improve the organization of work, more use of 
working hours, etc. There are many ways to increase 
capacity and among the major ones include shortening 
operating times, trained workforce, and reduce labour 
content products [4]. 

V. PRODUCTIVITY 

It concerns to all businesses. The ratio between the 
volumes of production inputs for the same period is 
determined by the ratio of productivity. 

A. Labour productivity 
 

Partial productivity p is determined by the same input 
ratio:  
 

outpu
p

t

t

inpu
=

                                                                  
(4)

 

 

According to data in the table the productivity is 
determined for the previous year: 
 

Inputs - outputs: Year XXX 

Outputs products Pieces 
Price EUR /pc  

1008 
62.38 

material kg 
Costs EUR / kg 

10745,28 
1.26 

energy kWh 
eur/kWh 

300000 
0.035 

Inputs 

 

work Hrs. 
EUR / hour 

6048 
2.02 

Tab.1.Table to finding productivity 

62879, 04 (13539, 0528 10500)
3,17

12216, 96
p

− +
= =  

B. Total productivity 
 

It is a summary of the productivity factor and 
expresses the resulting total efficiency of all resources. 

  

výstup
Cp

amountof resource inputs
= =  

výstup

work capital energy material
=

+ + +
.                             (5) 

62879, 04
1, 7343

13539, 052 10500 12216, 96
Cp = =

+ +
 

 

VI. STORES 

As with most in this production is necessary to 
determine the exact amount of inventory in stock and 
can also derive their functions. In this regard, here are 
three types of inventory, whose determination is very 
important. The first production inventory is which is 
actually supplying all the materials from suppliers. 
Inventories are stocks of production created their own 
materials that are produced in the previous phase and 
also preparations, which are delivered within the 
cooperative relations in one company. Equally important 
is the last inventory of finished products, which is the 
inventory-finished production. The purpose of this 
inventory is to ensure a smooth and trouble-free issue 
inventory items for consumption. According to the 
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function of individual inventory is very important to 
their classification. This classification is in the 
manufacture of tactical management. This classification 
is mainly ordinary inventory of the inventory, which is 
covering the needs in the period between two supplies. 
Further is an insurance inventory, which is very 
important as it is covering the bulk of deviation from 
planned consumption. It is necessary to define precisely 
the technical and seasonal inventory. As in every 
production and there is ultimately necessary to identify 
as important to smaller stocks in particular emergency, 
maximum, minimum, order and unused inventory. [4] 

 It is necessary that at each production standards are 
maintained inventory, based on parameters that can be 
precisely defined. One of these parameters is the supply 
cycle which is the time elapsed between two successive 
deliveries. This time is expressed in days. Another 
parameter is size of the delivery. It's height at once 
delivered quantity of material. It is expressed in physical 
units. Consumption is determined on the basis of actual 
consumption for some time and planned consumption. It 
is expressed in the quantity or monetary units. The last 
parameter is delivery time and ordering time. In this area 
the focus of the standardization of insurance inventory, 
which can ensure the correct determination of the high 
degree of reliability of material consumption in the 
enterprise, even in very difficult conditions. The basic 
way it is possible to calculate the insurance reserve is 
based on the number of days required to produce 
supplies + transfer to the supplier + implementation of 
orders + Transport from supplier to customer + take 
delivery in the enterprise + casual preparation before 
putting into consumption. Obtained insurance stock in 
days converted at the average daily consumption of 
buffer stocks in material units. There are many methods 
to calculate insurance reserves. In this case, is probably 
the most appropriate method using method of coefficient 
Protection class to which a fundamental relation: 

Z M kp jpl ⋅=                                                              (6) 

where: 
Mpl - is projected yearly consumption, 
kj - is coefficient of insurance. 

 

The idea is to find the coefficient of Protection class 
of the table. It is still created for a specific method. 
Searching for the basis points set for the material on the 
basis of the criteria that determine the supply of 
insurance and the requirements of their insurance. 
Buffer stocks are obvious to any data item of material. 
Fuse is important for items affecting consumption 
patterns, the lack of which causes defects in production. 
Mpl = 10745.28 kg 
kj = 0.028 

10745, 28 0, 028 300,86gZp k⋅ ==  

As in most, and in this production inventory 
management succession management activities whose 
purpose is to find and secure the amount of stock of 
each species so that the material secured was continuous 
production process. It is obvious that this level of 
control is influenced by external but also internal 
factors. It is very important to be accurately set and 
monitor the status of orders, their terms, height and 

extent of their storage. Management systems stemming 
from inventory, costs and organization can describe its 
own inventory management: a single ordering system, 
re-ordering system. It is necessary to determine the 
amount of suitable low cost associated with ordering and 
storage. Smaller amounts are equal to more orders and 
higher costs and the number increases the costs of 
storage. The average stock on the stock is defined by: 

2
Z

X
Z p= +  

Then for the case: 

300, 86

11000

11000
300,86 5800,86

2

kg

X kg

Z

Zp =

=

= + =

 

It is also important that the designated storage costs 
without insurance stocks: 

2 100

X P
N SS = ⋅ ⋅ ,                                                           

(8) 

11000 2

14099, 904

20

15509894

X kg

S eur

P

N eurS

=

=

=

=

 

And finally, the cost of ordering: 

M
N EO

X
= ⋅                                                                  

(9) 

11000

10745, 28

4000

3907, 370

X kg

M kg

E eur

N eur

=

=

=

=

 

All calculations are indicated for annual consumption. 
The aim of this whole process is to minimize costs [5].   

CONCLUSION 

Production of car batteries is a complex process 
comprising a number of important tasks, which may 
reach incorrect compliance with the negative result. Like 
any production, this one has many negative effects, on 
which is paying particular environment. Despite this 
fact, today's mobilized world do without this product, 
which is part of almost any vehicle. 
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Abstract-- This project was created for effective studying 
practical sections of object „Basics of electronics“ by a real 
remote control measuring workplace. The content of this 
measuring workplace are circuits of operational amplifiers and 
measure instruments and web camera. In circuits, it is possible to 
change a value of feedback resistors and setting parameters of 
measure instruments by PC. The measuring workplace is 
distributed trough the internet. The whole project is created in 
the development environment LABview with using the 
measuring card NI- DAQmx. 

Keywords-- Labview, remote control measure workplace, 
operation amplifier, feedback resistors, remote control measure 
instrument, NI-DAQmx. 

I. INTRODUCTION 

Testing of basic circuits with operational amplifier for 
students is important to understanding of elementary 
electronic. Study of electronic without real measuring and 
exploring features of basic electronics components is not 
sufficient for students. A solution of this problem is real 
measuring in a laboratory. However this measure is 
problematic because of inadequate number of measuring 
instruments and fast destruction of measuring components. 
The destruction of electronics components is caused by often 
using.  

A main task of this work is to design a measuring 
workplace, which can be controlled by a user via internet. The 
program which controls of circuit for different laboratory 
tasks through Internet was developed in the LabVIEW. 
LabVIEW development environment allows to remote access 
from any client with available web browser like Explore, 
Mozilla. In this workplace is used real instruments controlled 
from the program using their interfaces.  

 

II.  DESIGN AND CREATE MESASURING PLANT 

Laboratory stand consist of four independent circuits for 
four laboratory exercises. Each measuring circuits is being 
controlled by a switching circuit which allow to change circuit 
component according command by a student. The first two 
measuring circuits contain operational amplifiers connected as 

inverting and noninverting amplifier, where the feedback 
resistances were controlled remotely by user. Change of 
feedback elements caused different characteristic of amplifier. 
Final value of feedback resistor is determined by parallel 
connection of four resistors connected through the analog 
multiplexer (fig. 1). Third measuring circuit represents 
application of an operational amplifier as integrator. Fourth 
circuit to be prepared for laboratory measurement was the 
rectifier with operational amplifier. The input signal from 
generator is being connected to all four circuits parallel.  

 

 
Fig.1 Switching of feedback resistor on inverting circuits of operational 

amplifier 

Every there are two measuring nodes in any circuit . Each 
measuring node is connected to one of eight inputs at analog 
multiplexer. The Output from the multiplexer are connected to 
input of stand alone oscilloscope. Second input of 
oscilloscope is connected to the output of generator. Selection 
of measured nodes by any multiplexer is performed 
independently by 3-bit addressing bus AB. The feedback 
resistors in both amplifiers and rectifier and feedback 
capacitors in the integrator are chosen simultaneously by 
control bus CB (fig.2). Multiplexers for control of the 
feedback resistors and selection of signals from measuring 
nodes are realized by integrated circuits DG 408, 409 and DG 
412. The ON resistance DG 408, 409 is 100Ω and DG 411 is 
35Ω. Multiplexers are controlled by TTL/CMOS outputs from 
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measuring card NI-PCI 6251. It contains as well as a general 
breadboard area and power bus terminals for external power 
and grounding. Schematic of whole plant is on (fig 2). Driving 
software use basic NI-DAQM blocks: open session, write, 
read, and clear session. Software is orientated to easily 
controlling by user. 

USB port was utilized for communication between server 
and instruments. Control commands were generated by 
LabVIEW using VISA language and standardized SCPI 
commands.  

 
Fig.2  Block scheme of laboratory stand  

IV. DESIGNING A WEB SERVER FOR CONNECTION A 

WORKPLACE TO THE INTERNET. 
 

The web server is designed in the environment LabVIEW. 
The LabVIEW environment allows to generate the html web 
page from the panel diagram of the control program which is 
accessible from the client´s computer. Program is running on 
server which is able to control laboratory stand. Clients 
computer achieves access to the server enabling Remote Panel 
Server access in the control program at the server. User from 
the clients computer can control program using Explorer or 
Mozilla. These web browsers have to allow pop-up 
application. 

The link of this web page is set on the official web pages of 
the laboratory Department of electronics and multimedial 
communication. 

V. CONTROL PROGRAM FOR CONTROL MEASURING 

INSTRUMENTS 

Control program allows changing basic setting-up of 
generator AGILENT 33220A and oscilloscope RIGOL 
DS1052E. Generator AGILENT 33220A represents arbitrary 
signal generator of frequency range 0-20 MHz. Oscilloscope 
RIGOL DS1052E is two channel digital oscilloscope with 
max 1GSa/s.  

Multiplexing circuits for connection of selected measuring 
points into two inputs of oscilloscope were controlled from 
the digital outputs of the USB DAQ board NI6251 by 
National Instruments. For any multiplexer three digital 
outputs were utilized. Other four digital outputs were used for 
control of combination feedback resistors simultaneously in 

all four circuits. Four digital inputs allow to set-up one of 16 
resulting values of feedback resistor. Commands for digital 
control of laboratory stand – its all four circuits- were 
generated from LabVIEW control panel. 

 

 
Fig.3  Control program for switching of feedback resistor 

Both instruments were controlled via USB link and using 
VISA standard.  

Control program of oscilloscope allows controlling basic 
settings: 

• time base 
• voltage range 
• ON/OFF inputs 
• triggering level 
• V and H -position 
• DC or AC coupling of channels 
• Switching on/off AUTO button and RUN/STOP 

buttom 

Moreover program allows acquiring following parameters 
of the measured signals: 

• measured signals from two input channels  
• transferring values from oscilloscope determining 

parameters of measuring waves (amplitude, period, 
minimal voltage, maximal voltage, frequency) 

Control program of generator allows controlling basic 
settings: 

• signal form 
• signal amplitude, phase, offset, and frequency 
• output polarity 
• ON/OFF channel 

Panels which control generator, oscilloscope and measuring 
nodes are on fig.4,5  
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Fig.4  Control panel of generator 

 

Fig.5 Control panel of oscilloscope 

 

 

 

 

 

 

 

 

 

VII.  CONCLUSION 

Presented laboratory stand controlled remotely through 
Internet serves students of Faculty of Electrotechnic and 
Informatics for distant laboratory exercises in the course of 
“Basic electronics”. Described stand is one of four stands 
which are in the trial phase. Three laboratory stands are 
controlled with DAQ board only. Described one has to 
increase feeling of work in the real laboratory. Results from 
questionnaire inquire among students showed that both 
methods how to control of laboratory stands are for users 
similar. In the future this stand can be enriched with a web 
camera and some more circuits with an operational amplifier. 

This article was created from my Diploma work [7]. Whole 
project was running in laboratory on department KEMT of 
FEI TUKE. Project gives a new idea about measuring via the 
internet and proposal of effective study of electronics. 

Issue of this project doesn’t have any conjunction with my 
PhD study and my future PhD thesis.  
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Abstract—The paper briefly deal with wire-bonding and 

factors that affects on the wire-bonded joints. The wire-bonded 
joints are widely used in a lot of applications where is they 
quality very important. The quality of wire-bond joint is affected 
by the many factors as materials, method of wire-bonding, 
parameters of wire-bonding etc. 
 

Keywords—wire-bonding, quality of wire-bonded joints.  
 

I. INTRODUCTION 
The wire-bonding is one of the technologies for 

interconnecting of the chip with external environment and it is 
one of the critical steps in the completion of the components. 
The requirement for quality of wire-bonding process (and 
joints) is all the more important, that the many demanding 
applications consist from microchips (among others 
components) with electrical interconnection based on wire-
bonded joints. Creating of quality wire-bonded joints is a 
precondition for adequate reliability of electronic 
components, particularly in critical and demanding 
conditions. 

II. WIRE-BONDED JOINTS 
The wire-bonded joints can be divided either according to 

physical principle on which they were bonded, or according 
to the shape of the wire bond. From a physical principle 
distinguish thermocompress wire-bonding (T/C), ultrasonic 
wire-bonding (U/S) or thermosonic wire-bonding (T/S) 
(Tab. 1).  In term of shape of bond, we distinguish the ball 
bonding and wedge bonding (Fig. 1 and Tab. 2). 

The T/C bonding technology is the oldest method for 
creating of wire-bonded joints. The main disadvantage of T/C 
bonding is the relatively high temperature and high force 
during the bonding, which leads to significant problems 

during thinner chips bonding. The other two methods of wire-
bonding (U/S and T/S) are more suitable technologies for 
wire-bonding, which offer several advantages [8].   

The modern U/S wire-bonder equipments use a typical 
frequency in the range of 120 kHz to 140 kHz, while the older 
equipments work with a frequency of 60 kHz. The transducer 
electrical energy to mechanical energy is usually based on 
piezoelectric element. Amplitude of the generated ultrasonic 
waves is subsequently amplified by the element called “horn” 
(this element narrows their diameter) with the “tip” (bonding 
tool) at the end [1], [7]. 

The wedge bonding (T/C since 1957, U/S since 1960 and 
T/S since 1970) is older as ball bonding technology. The ball 
bonding is faster and more robust methods, bud in spite of 
this, the wedge bonding dominates in cases where they are 
requirements on low profiled interconnection, uninterrupted 
stitch or bonding chip/chip.  

The basic adjustable parameters of wire-bonding are (1) 
force of wedge applied on the contact pad during bonding, 
ultrasonic (2) power and application (3) time of the ultrasonic 
energy. The precise setting of parameters depends e.g. on 
used materials, shape of “tip” (not only ball/wedge), and 
greatly affects the quality of wire-bonded joint. The shape and 

quality of wire-bonded joint are also affected by shape and 
parameters of used bonding tool (tip), and on the other hand, 
type and shape of bonding tool depends on the specific 
requirements given by application. For example, the angle of 
wire under which enters to the bonding tool at wedge bonding 
may be different. Smaller angle (30°) is suitable for 
interconnections with request on higher loop, but wire is 
exposed to greater stress than at angle (60°), which is more 
suitable for the lower loops. For all that, the higher loops are 
more suitable in term of keeping of loop shape. [9]  

TABLE I 
DIFFERENT TYPES OF WIRE-BONDING [3], [9] 

 Wire-bonding process 

 T/C  U/S  T/S 

Force high low low 

Temperature 300 – 
500ºC 25ºC 100 – 

150ºC 
Ultrasonic energy no yes yes 

Wire material Au Au, Al Au 

Pad material Al, Au Al, Au Al, Au 

TABLE II 
BALL VS. WEDGE WIRE-BONDING [3], [8], [9] 

 Ball wire-bonding Wedge wire-bonding 

Wire-bonding T/C, T/S T/S, U/S 

Wire material Au Au, Al 

Bonding tool capillary wedge 
Bonding tool 

material 
tungsten carbide 

ceramic 
Tungsten carbide – for Al 

Titan carbide – for Au 
Speed 10/sec (T/S) 4/sec 
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III. MATERIALS USED IN WIRE-BONDING PROCESS 
The bonding process is creation of conductive 

interconnection with the wire between bonding pad on the 
chip and bonding pad either another chip or substrate on 
which is chip placed. Thus, there are two major materials: (1) 
material of wire and (2) material of pad, in the whole bonding 
process. The properties of used materials as well as 
compatibility between them are other significant factors that 
affect quality of wire-bonded joint. 

A. Materials for wires 
The wires material based on Au, Al or Cu are the most 

common used materials for wire-bonding in electronics. Each 
of these materials has specific properties that determine the 
advantages and disadvantages in terms of their usability in 
wire-bonding process. 

Au wires are widely used for T/C and T/S bonding. 
Ultrapure Au is too soft and therefore there are added 
ingredients such as Be (5 to 10 ppm) or Cu (30 to 100 ppm). 
There is required higher temperature (typically 150°C) when 
are Au wires wire-bonded [3], [8]. 

Au wires are in its pure form very soft too, so Au wires are 
most often used in the form of alloys (1% Si or Mg). There is 
do not required higher temperature during wire-bonding 
process [3], [8]. 

Cu based wires appear to be a suitable replacement of Au 
wires for economic reasons. Cu offers significantly better 
conductivity and higher fusing (melting) current, but it is 
easily oxidize and it is worse bondable [3], [6]. 

Wire thickness depends on application requirements and 
varies from ~10 μm to 100 μm. The thinner wires are suitable 
for fine applications. The thicker wires have higher strength 
and better resistance to deformation, which can occur during 
packaging [9]. They are also suitable for applications which 
require higher current loads. 

B. Compatibility between wire and pad materials 
The typical materials for pads are Au, Al, Cu, Ag or Ni. 

The wire-bonded joints based on equal materials for wire and 
pads are least susceptible to intermetallic compound forming 
and therefore they are highly reliable.  

The combination wire/pads based on Au/Al or Al/Ag are 
vulnerable to formation of many intermetallic compounds and 

Kirkendall’s voids.  Intermetallic compound AuAl2 is formed 
at the interface Au/Al even during wire-bonding at room 
temperatures. Nevertheless, Au/Al is one of the most common 
used combinations. Al/Ag combination is widely used in the 
field of hybrid integrated circuits, because used thick-film 
pastes are common based on AgPt or AgPd. Joints tend to 
degrade and oxidize in a humid environment. 

  The combination wire/pads based on Au/Cu or Cu/Al are 
vulnerable to formation of many intermetallic compounds. 
Wire-bonding of Cu/Al is characterized by the formation of 
that leads to similar defects as the system Au/Al, but growth 
of intermetallic compounds is slower and without 
Kirkendall’s voids. 

  The combination wire/pads based on Au/Ag or Al/Ni are 
more reliable as previous mentioned combinations. Au/Ag are 
characterized by high reliability for long periods even at 
elevated temperatures, because they are not prone to the 
growth of intermetallic compounds. Al/Ni is typically used 
for power components and for high-temperature applications 
and it is more reliable as Al/Ag or Al/Au combination in 
various operating environments. 

IV. ASSESSMENT OF WIRE-BONDS QUALITY 
Optimization of wire-bonding process requires considering 

number of factors that affect the quality of wire-bonded joints 
(chip – package – wire – pads, etc.). There was proposed 
several methods (destructives or nondestructive) for 
assessment of wire-bond joints. Pull test and shear test are 
standard destructive methods for assessment of the 
mechanical properties of joints. Pull test is one of the widely 
accepted methods of testing. Visual inspection, nondestructive 
pull test (NDPT) and nondestructive shear test (NDBS) are 
typical nondestructive tests [4], [7]. Overview of standards 
used for assessing of wire-bond joints are summarized in 
Tab.3 [3][10]. 

The pull test is one of the appropriate tests for assessing of 
wire-bond joints, which partly correlates with visual 

(a) 

(b) 
Fig. 1.  Shape of ball (a) and wedge wire-bonded joint (b) [8]. 

TABLE III 
PREVIEW OF STANDARDS USED FOR ASSESSING OF WIRE-BOND JOINTS [3], 

[8], [9] 

Standard Name/Description 

EIA*/JESD22-
B116 Wire Bond Shear Test 

ASTM** F 458 Standard Practice for Nondestructive Pull Testing 
of Wire Bonds 

ASTM F 459 Standard Test Methods for Measuring Pull 
Strength of Microelectronic Wire Bonds 

IPC-TM-650 2.4.42.3 - Wire Bond Pull Strength 

MIL-STD-883H 

Method 2010.12 - Internal Visual (Monolithic) 
Method 2011.8 - Bond Strength (Destructive Bond 

Pull Test) 
Method 2017.9 - Internal Visual (Hybrid) 

Method 2023.6 - Nondestructive Bond Pull 
Method 3003.1 - Delay Measurements 
Method 2001.3 - Constant Acceleration 

Method 2026 - Random Vibration 
Method 2002.5 - Mechanical Shock 
Method 1008.2 - Stabilization Bake 

Method 1004.7 - Moisture Resistance 
Method 5009.1 - Destructive Physical Analysis 

*  Electronics Industries Alliance 
** American Society For Testing And Materials  
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inspection as well as with the basic adjustable parameters of 
wire-bonding equipment (power, time and force). The 

evaluation of the pull test is the one of the methods that 
allows optimize parameters of wire-bonding process. 

The basic layout of the pull test is show in Fig.2a. Tensile 
force acts on wire and extends towards the two contacts (on 
chip and pads) during the pull test. In the general case, the 
force applied on the chip is [1], [11]: 
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and on the pads [1][11]: 
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Optimization of the wire-bonding parameters is determined 
based on the graph – maximum pull strength vs. power, time 
or force. All types of dependence exhibit similar trend and 
they correlate with the dependence of the maximum pull 
strength vs. wire-bond deformation (Fig.2b – the deformation 
of wire-bond is expressed as a wire-bond diameter D 
multiple). The wire-bond is stronger and more deformed 
while increasing any parameters of wire-bonding. The pull 
lift-off process of bond failure dominated at the beginning of 
the curve. The heelcrack process of bond failure is typical 
after reaching a maximum. The optimal parameters are 
located in a narrow range over the peak of the curve [3]. 

V. CONCLUSION 
Assessment of quality of wire-bond joints is a complex 

process that requires extensive knowledge of the principle of 
the wire-bonding, mechanical and electrical properties of used 
materials with connections to the relevant norms and 
standards. For the quality wire-bond, it is necessary to take 
into account not only circuit layout and next technological 
processes but also supposed working conditions of 
components.  
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Fig. 2.  Principle of pull test (a) and bond pull strength vs. deformation – or 
power/time/force (b) [8]. 
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Abstract— In the article we deal with the main lines of e-

learning system, that will be implemented at the Department of 

Technologies in Electronics and which is based on an open-source 

Content Management System (CMS). In the article are compared 

two most used CMS to find one, that will match our requirements 

or which should be easily modified to match them. Our goal is to 

define the main features of the e-learning system and find 

modules for CMS system, by which these features could be 

implemented.  

 

Keywords— Blended-learning, CMS, Drupal, E-learning, 

LMS.   

 

I. INTRODUCTION 

Nowadays, computers and information technologies are 

used in every area in our life to save a lot of time as well as 

money. This trend hit the educational systems, too.  

Most of universities and their departments are using some 

kind of e-learning technologies or plan to implement them. In 

most cases, with expression e-learning, the universities mark 

classical study materials published in electronically form, what 

is not correct, but sometimes, we can see, that they have 

implemented a complex e-learning system. 

This trend met our department, too. In next few years, we 

would like to implement a complex e-learning system, which 

will contain e-books, study materials in electronic form, on-

line courses, interactive applications, animations, and the 

database of relevant publications, video-archive from lectures 

and from laboratory exercises, on-line exercises, tests and 

quizzes.  

II. E-LEARNING 

A. What is it 

The e-learning expression can mark a simple electronic 

presentation as well as a complex learning system integrating 

on-line courses, study materials in electronic form, some kind 

of animations, applications or virtual laboratory allowing 

remote work on real technological equipments. 

The noun e-learning can be defined as “learning using 

electronic: the acquisition of knowledge and skill using 

electronic technologies such as computer- and Internet-based 

courseware and local and wide area networks”[1]. 

A well-designed e-learning system should on the one side 

provide a complex, user-friendly environment for students to 

support their study, but on the other hand, it should not take 

more loads on teachers. It should provide an easy-to-use 

interface for creating study materials and on-line courses as 

well as a transparent navigation and administration interface.  

 

B. Main facilities of an e-learning system 

 A well-designed e-learning system must have several 

critical facilities, without which we can not call a system as e-

learning. 

One of the most important features is the user management. 

E-learning system must be able to handle different user roles, 

e.g. anonymous user, student, teacher, course-administrator 

and main administrator. Every of these user roles must be 

configurable per user based so, that the system must allow to 

change permissions for every user, to restrict access and 

unauthorized operations.  

The second important feature is content management. A 

quality of the e-learning system must support different kind of 

content. The most used types of contents are web-pages, e-

books, on-line courses, quizzes, multimedia files (audio and 

video streams) and animations.  

Connected with content management, it is very important, 

that an e-learning system must allow controlling the access of 

the each content. The access control can be user-based, based 

on date and time, on the satisfaction of some conditions (read 

the previous chapters, spent defined time on the previous 

page, accomplish some test, etc.). 

A very useful feature should be the versioning of the 

content. If some changes occur in the study materials, the 

student can see the date and time of these changes, and is able 

to get back for the previous version.  

If we are talking about content management, one of the 

critical tasks is to create a good index of content. E-learning 

system should have the ability to assign some tags for the each 

content, by which the content can be searched. Tags can 

belong in some categories, like courses, teachers, study areas, 

etc.  

It is also very important to give the students a space for 

discussion. This discussion can be course-related, subject-

related. The best solution is to create a discussion for every 

study material, where can the students exchange their 

experiences as well as they can ask the teacher some questions 

and where is some extra place for some auxiliary explanation 

of the topic of the study material.  

Utilization of Content Management System for 

Implementing the e-Learning Systems 
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A complex e-learning system should provide a space for 

exchanging files, what is important in the process of collecting 

and evaluating of student's works and what is a good solution 

for the problem of the file size limit of the e-mail attachments. 

There should be also a place for the communication related to 

exchange files, e.g. evaluation comments, hints, etc. 

Crucial feature is the ability of assessment of the work that 

is done on the site – grade-book, test metrics, a cumulative 

total for test scores completed by a student during the course. 

 

C.  Blended learning 

For universities, a typical e-learning system, which is the 

only education form, is not a desired solution. Emerging trend 

is to involve blended learning programs, in which, e-learning 

is integrated with traditional training methods. There are 

combined offline and online forms of learning, where the on-

line learning usually means “over the Internet or intranet,” and 

offline learning happens in a more traditional classroom 

setting. We assume that even the offline learning offerings are 

managed through an on-line learning system. An example of 

this type of blending may include a learning program that 

provides study materials and research resources over the Web 

while providing instructor-led, classroom training sessions as 

the main medium of instruction. 

 

D. Learning management systems (LMS) 

A LMS is a set of software tools, for delivering, tracking 

and managing on-line training and education. The main 

advantage of the LMS is the integrated environment. 

Some LMS are web based to facilitate administration and 

access to learning content. Most of these systems are 

commercially developed and are provided under commercial 

software licenses, but there are several ones, that have open-

source license. To implement an e-learning system at a 

university, better choice is to use an open-source alternative, 

which is providing in most cases every needed feature, and if 

not, they could be easily added on.  

The most known and most used open-source LMS is 

Moodle. It is used at some departments at our university, too. 

As everything, an LMS system has their contras, too. 

Sometimes, it is hard to import some type of content; the user 

interface can not be modified; in Moodle there are 

implemented too many functions, and sometimes the whole 

system is too slow; it is not existing solution for atypical 

problems; the development community can help only with 

common troubles.  

 

E. Sharable Content Object Reference Model (SCORM) 

Connected to LMS, it is very important to mention 

SCORM, which “integrates a set of related technical 

standards, specifications and guidelines designed to meet 

Scorm's high-level requirements – accessible, inter-operable, 

durable and reusable content and systems”. Content, that 

meets SCORM standards, can be delivered to students via any 

SCORM-compliant Learning Management system using the 

same version of SCORM with that is the content compatible.  

It is very important to creating study materials that meets 

SCORM standard, for using the materials any-time, anywhere, 

with any system. It is easier migrated the learning system to 

other LMS or to exchange learning materials between different 

learning organizations with no additional cost.  

The support for SCORM is one of the crucial requirements 

for the CMS system that will be used for implementing e-

learning system at our department. 

III. CONTENT MANAGEMENT SYSTEM (CMS) 

A. What is it 

CMS is a system used to manage the content of a web site. 

Usually, a CMS contains two main elements – the content 

management application and content delivery application. 

While the first element allows for a person, who do not know 

Hypertext Markup Language (HTML) to creating and 

managing content, the second element is responsible for 

updating and viewing the Web site.  

The Top 3 most used CMS systems are Joomla, Drupal and 

Wordpress. Both, Drupal and Joomla are easily modifiable 

and have the support of a big developer community. The full 

source codes of every their modules are available and both 

have a very wide range of plug-in modules. To use one of 

them for our e-learning system should be a good bet. 

Wordpress is no as easily modifiable and have no plug-ins for 

extend the system for e-learning abilities. 

 

B. Main integrated features of Drupal and Joomla 

required for e-learning system 

Content management systems have some common features, 

like user management, multi-level permission content 

management with user-friendly interface, preview the content 

before publishing, templates, version management, forums, 

search engine, module for uploading files, polls and others. 

Every CMS have built-in support for plug-in modules, by 

which the features of the CMS system could be extended. 

The built-in user management usually allows creating 

different user roles, by which the administrator can allow or 

restrict some operations for the user. Every CMS system has 

built-in support for anonymous user role. Usually, for every 

user or user-role, it is possible to define, which content is 

available and which modules they can use.  

The most used content type, like classical web page, quiz, 

and flash animations are supported by default. Most of CMS 

TABLE I [2] 

HIGH-LEVEL REQUIREMENTS FOR SCORM 

Requirement Explanation 

Accessibility The ability to locate and access instructional 

components from one remote location and 

deliver them to many other locations 

Interoperability The ability to take instructional components 

developed in one location with one set of tools 

or platforms and uses them in another location 

with a different set of tools or platforms. 

Durability The ability to withstand technology evolution 

and changes without costly redesign, 

reconfiguration or recoding. 

Reusability The ability to incorporate instructional 

components in multiple applications and 

contexts. 
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systems have built-in option for defining our own content 

type.  

Drupal have in base configuration also the support of 

versioning. For the content it is possible to choose, if the older 

version of content should be saved, or overwritten. In case the 

versioning is selected, the date and time of the modification 

and the older content of the page is saved and can be showed 

for users with appropriate privileges. 

Drupal have also integrated taxonomy – tagging system, which 

allows us to creating tags by vocabularies and terms, which 

could be used for searching the content. It allows classifying 

content into categories and subcategories. 

 

A. Main integrated features of Drupal and Joomla 

required for e-learning system 

The main power of the most used CMS systems are the 

wide range of plug-in modules, which are usually provided 

under open-source license and can be easily modified. There is 

also a big community of developers, who are ready to help, if 

the user/system administrator has some problem, which seems 

to be unsolvable. Usually, for the most of potential problems 

there is a solved user request with a short how to describing 

the way to solve it.  

There are four main projects, which are based on Drupal 

and contain different tools helping educational process: 

Eduglu, ELMS, Open Scholar and Voice Box. These systems 

are containing a classical Drupal installation and contain also 

some extra plug-ins needed for educational purposes usually 

developed by some e-learning institute. It could be a good 

choice to start with some of these systems, because usually, 

those have integrated a lot of requested functions and the 

standard Drupal plug-in modules can be used with them, too. 

The combination of built-in modules and the wide range of 

additional plug-in modules give us a very powerful tool, which 

can solve all of our demands.  

There are also available complex learning systems based on 

Joomla, but they are usually commercial projects, so, it is not 

possible to use them for free. This is the main reason, why I 

had chose the Drupal, as the base for our e-learning system. 

IV. CONCLUSION 

As it came out from the comparison of the two most used 

open-source CMS, Drupal seems to be the better choice for 

implementing an e-learning system, because it has more 

needed feature implemented and provided under free and 

open-source license. For every our requirement for the e-

learning system, there are exists built-in or plug-in modules.  

In the future, before implementing the e-learning system, it 

should be useful to compare Moodle and Drupal with 

appropriate plug-ins, to test, which one is more user-friendly, 

easier for administration and faster at the same environment. 

There are exists some projects, where developers are trying to 

connect Moodle and Drupal to a homogeneous system, which 

should inherit the best properties from both systems. If this 

project finish before we start implementing our e-learning 

system that could be a good choice, too. 
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TABLE II 

MODULES PROVIDING REQUESTED FEATURES 

Requirement Joomla Drupal 

Versioning Simple Content 

Versioning 

Built in 

Discussion related to 

content 

JComments Comment and 

Tracker 

Multimedia 

integration and player 

All Videos SWF Tools 

User management Artof User Filter Permissions, 

User protect 

File upload Simple File Upload Upload, File Field 

Tags Tag Taxonomy 

WYSIWYG editor JCE Wysiwyg 

SCORM support No free version 

available yet 

CCK Scorm Field, 

Simple_LMS – 

under development 

Gradebook No free version 

available yet 

Gradebook, School 

Administration 

Searching OpenSearch Search, Custom 

Search,  

Themes Templates Templates 

Multilingual support Translation 

Manager 

Translation 

Management 
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Abstract— This paper deals with possibilities of sensorless 

vector control induction motor. For identification of the angular 
speed is used model reference adaptive system based on rotor 
flux (RF MRAS). This type of speed estimator is verified by 
simulation and some tests to changes of stator resistance are 
done.  
 

Keywords—induction motor, RF MRAS speed estimator, rotor 
flux, sensorless vector control  
 

I. INTRODUCTION 

Induction motor drives are one of the most popular 
electrical machines used in different industrial branches 
because of its simple construction. Induction motor can be 
controlled using vector control, which provides high accuracy 
and dynamics control.  

Nowadays the sensorless control of induction motor is 
extensively investigated, because elimination of speed sensor 
provides the advantages of reduced cost and size of electrical 
drive, higher reliability and less maintenance requirements. 
Various methods have been proposed for the speed estimation 
of induction motor, such as open-loop estimator, estimator 
using saturation of the third-harmonic voltage, model 
reference adaptive systems (MRAS) with different kind of 
observers, adaptive observers like Luenberger observer, 
Kalman filter or sliding mode observer, signal injection 
techniques and estimators using artificial intelligence.  

MRAS schemes offer simpler implementation and require 
less computational effort compared to other methods based on 
mathematical model, hence are the most popular strategies 
used for sensorless control. 

 

II. RF MRAS SPEED AND ROTOR FLUX ESTIMATOR 

A. Mathematical model of induction motor 

The mathematical model of an induction motor drive in a 
stationary frame (�, �) can be described by equations as 
follows:  

The stator and rotor voltage equations: 
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The stator and rotor flux linkages in the (�, �) reference 
frame: 
 ��

� = ��	�� + ��	�
�  (3) 
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where R1 and R2 are stator and rotor resistance respectively, 

i1 and i2 are stator and rotor current, L1, L2 and Lh are stator, 
rotor and mutual inductance, ω2 is the rotor speed.  

The electromagnetic torque and the rotor speed are related 
by the dynamic equation: 
 

�� − �� =
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�
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where J is the inertia, p is number of pole-pairs and me is 

electromagnetic torque, which can be expressed: 
 

 
�� =

3�
2

��

��
�Ψ�� �! − Ψ�! ��" (6) 

  

B. Rotor flux MRAS speed estimator 

 Usually the classical rotor flux MRAS (RF MRAS) speed 
estimator structure consists of a reference model, an adaptive 
model and an adaptation mechanism which generates the 
estimated speed. The reference model, called voltage model 
(VM), can be obtained from stator voltage equation and its 
output are the reference values of the rotor flux components. 
The reference rotor flux components can be obtained from the 
reference model as follows [1]: 

 
 

#Ψ�� =
��

��
(%�� − �� �� − &��# ��) (7) 

 
 

#Ψ�! =
��

��
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where & is the leakage coefficient and is defined: 
 

 
& = 1 −

��
�

����
 (9) 

 
The adaptive model, called current model, can be obtained 

from the rotor voltage equation and its output represents the 
estimated value of the rotor flux components. Adaptive model 
inputs are stator current components expressed in (�, �) 
reference frame and estimated rotor speed �)�. The identified 

14

198



SCYR 2011 - 11th Scientific Conference of Young Researchers – FEI TU of Košice 

rotor flux components can be obtained by equations [1]: 
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where T2 is rotor time konstant. 
Design of the adaptation mechanism is an important part of 

the RF MRAS speed estimator and is based on Popov´s 
hyperstability criterion [5]. The adaptation mechanism 
minimizes the error between the reference and estimated rotor 
fluxes. First, it is necessary to define a speed tuning signal ,-, 
which is minimized by PI controller. The PI controller output 
is the estimated rotor speed which is fed back to the adaptive 
model. The speed tuning signal and the estimated speed can 
be expressed as [1]: 

 
 ,- = Ψ�!Ψ*�� − Ψ��Ψ*�! (12) 

 
 

�)� = (./ +
.0

#
),- (13) 

 

 
Fig. 1   Block diagram of RF MRAS estimator 

III.  SIMULATION RESULTS 

The RF MRAS estimator properties were verified in the 
structure of indirect vector control. The induction machine 
parameters are given in Table 1.  

 
TABLE I 

Parameter Value [unit] Parameter Value [unit] 
Pn 750 W J 0,0054 kgm2 
Un 220/380 V R1 9,978 Ω 
In 3,8/2,2 A R2´ 9,933 Ω 
nn 1380 rpm Lh 0,4494 H 
p 2 L1σ = L2σ 0,0368 H 
S 0,08  L1 = L2 0,4862 H 

The simulations have been carried out using 
MATLAB/Simulink platform and overall block diagram is 
shown in Fig. 2.  

 
Fig. 2   Overall block diagram of sensorless vector control 

 
 Fig. 3 shows the speed response of the induction motor 

and RF MRAS estimator during speed reversion. 
Corresponding rotor flux waveforms (only beta components 
of reference and adaptive model) are shown in Fig. 4.  

 
Fig. 3   Speed response during speed reversion from -50 to 50 rad/s 

 
Fig. 4   Rotor flux waveforms of the reference and adaptive model 
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Fig. 5   Effect of incorrect setting of R1 value to the speed response and 

rotor flux components (ωref = 30 rad/s, R1 is increased by 10 %) 

 
 
Fig. 5 shows effect of incorrect setting of R1 value to the 

speed and beta rotor flux components of the reference and 
adaptive model RF MRAS estimator. From the figure is seen 
that the RF MRAS estimator is unstable. If the speed is 
increased to 80 rad/s (Fig. 6), the speed estimator can work 
properly, but due to an incorrect value of R1 the speed 
waveforms oscillate.  

 

 
 
 

 
Fig. 6   Effect of incorrect setting of R1 value to the speed response and 

rotor flux components (ωref = 80 rad/s, R1 is increased by 10 %) 

 
 

IV.  CONCLUSION 

At the present time big effort of researchers is focused to 
the sensorless control of electrical drives, because elimination 
of speed sensor has several advantages. In this paper was 
discussed MRAS speed estimator based on rotor flux and it 
was implemented in the indirect vector control structure of 
induction motor. This type of speed estimator has very simple 
structure, but the other hand is highly sensitive to machine 
parameter variations, since is based on mathematical model. 
Particularly stator resistance variations present big problem at 
low speed range, where the estimator is unstable. Therefore it 
is necessary monitoring changes of stator resistance.  
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Abstract — Paper presents experiments and results with 

traffic sign recognition system based on optical correlator. The 

traffic scene is captured with color camera and key frame is 

extracted as input for the system. The system consists of two 

main blocks, Preprocessing and Optical Corelator. The 

Cambridge Correlator was used. The ROI is defined and chosen 

in preprocessing block. Preprocessed ROI go to Optical 

Correlator a then is compared with reference images (traffic 

signs). Several experiments have been done with this system. 

Results and conclusion are discussed. 

 

Keywords— Optical correlator, Traffic Sign, color 

segmentation, Optical Fourier Transform, Joint Power Spectrum 

 

I. INTRODUCTION 

Video-based object recognition has many applications in 

different fields [1-4]. Each of recognition systems has its own 

specific requirements for input data (image or video). Input 

data have to be preprocessed, to producing relevant features to 

next processing.  

This paper is concentrated to Drive Assistance System based 

on Optical Correlator. Driver Assistance System helps the 

driver in his drive process and its most important task is driver 

and crew safety.  

Goal of this paper is present experiments with Driver 

Assistance System based on Cambridge Correlator.  

II. SYSTEM FOR TRAFFIC SIGN RECOGNITION 

Traffic sign recognition is one of most important part of 

Drive Assistance System [1-4,7].  For traffic sign recognition 

is fast process time very important. In Fig. 1 is shown block 

diagram of proposed system to recognize traffic signs using 

Optical Correlator.  

 

Fig. 1.  Proposed Trafic Sign Recognition System. 

Traffic Sign Recognition System (Fig. 1) consists of two main 

blocks, Preprocessing [7] and Optical Correlator.  

Traffic scene is captured with the color camera. From video 

stream the key frame is extracted and then used in next 

processing. Next processing consists of converting key frame 

from RGB to HSV color space. HSV color space is 

represented by three components: Hue (H), Saturation (S) and 

Value (V).  

  

Fig. 2.  Color Filtering. 

 

Fig. 3.  Defining ROI 
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Fig. 4.  Resize input image for Optical Correlator 

First step of preprocessing is exposition correction. In next 

step of preprocessing, the color filter is used. Color filters are 

designed to remove all irrelevant colors in input traffic scene. 

After color filtering, just relevant color is available. If the 

“RED” filter is used, bitmap looks such us Fig. 2b and if the 

“BLUE” filter is used, bitmap looks such us Fig. 2c. For 

“Yellow” filter no relevant color was detected so the bitmap 

looks such us white image, without any features. Images after 

color filtering contains color clusters, which are irrelevant for 

detecting traffic signs. In next step, the irrelevant color 

clusters are deleted (Fig. 2d,e). After color filtering and 

irrelevant cluster removing, the potential Region of Interest 

(ROI) is shoved (Fig. 2d,e). Minimum and maxim size of ROI 

has to be defined to ignoring too big and too small objects. 

The ROI is defined at the input image. ROI crop input image 

to chosen traffic sign (Fig. 3). The background is removed 

from input image and then traffic sign without background is 

resized to correct size for input of Optical Correlator (Fig. 4). 

III. EXPERIMENTS AND RESULTS 

In our experiments the “Speed limit” traffic signs were used. 

Three traffic sign were chosen and tested. All speed limits 

traffic signs contains red circle, so in preprocessing the 

“RED” filter was used. Every red circle on traffic scene was 

defined as a ROI. After defining ROI, the background was 

removed. The red circle of traffic sign was defined as a 

background, because every speed limit traffic sign contains 

this circle and correlation is too high between every sign. 

Background was deleted first to red color, and then to black 

color. After this preprocessing, just black symbols inside the 

red circle was left.  As input to correlator were used only 

numbers 40, 60 and 80. The Fig. 5 show example of the input 

to correlator for speed limit 40 (a), JPS (b), JPS preprocessed 

– threshold (c) and correlation (d).   

Correltaion was found between chosen traffic sign, but some 

peaks were founded between 40-60 and 40-80 as well. 

Similarity between different numbers was much lower. All 

tested traffic signs contains number “0”, so similarity was 

found between all tested images. Similarity between same 

signs, for example 40-40, was much higher than between 40-

60, 40-80 or 60-80 (Fig. 6). 

On the Fig. 6 is shown, that correlations occurs between all 

tested traffic signs, but correlation between same symbols (40 

- 40) is the highest. On the Fig. 7 is shown correlation 

between tested signs and each correlation is coupled with 3D 

graph produced in MATLAB. 
 

 

Fig. 5.   Correlation process 

 

Fig. 6.  Correlations 

On the Fig. 7a is shown “Speed Limit 40”, Fig. 7b “Speed 

Limit 60” and Fig. 7c “Speed Limit 80”.On these graphs is 

shown, that correlation between same images is much higher 

than peaks of other correlations founded in image.  

IV. CONCLUSION 

In this paper the Traffic Signs Recognition system with 

Using Optical Correlator was presented. Traffic scene was 

captured with color camera and then the key frame was 

extracted. The key frame was preprocessed and converted to 

HSV color space. “RED”, “BLUE” and “YELLOW” bitmap 

was extracted.  

In experiments, the “Speed Limit” traffic signs were used. 

The preprocessing was concentrated to red circle. Just 

symbols inside red circle were relevant. These symbols were 

compared with Optical Correlator.  

In all tested “Speed Limit” traffic signs were correct signs 

recognized. Correlation between same signs (symbols) was 

much higher than correlations between others signs, so correct 

traffic signs could be recognized.  

In future we want to focus preprocessing input information 

and use preprocessed video as input for Optical Correlator. 

Another target is using these system to recognition all Traffic 

Signs, not just “Speed Limit”. These can be done with better 

preprocessing and using better “Reference image” in Optical 

Correlator. 
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Fig. 7.  Correlation peaks 
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Abstract—This paper is review of practical video surveillance 

systems. With the growing quantity of security video, it becomes 

vital that video surveillance systems be able to support security 

personnel in monitoring and tracking activities. The aim of the 

surveillance applications is to detect, track and classify targets. 

We will also describe a design of our video surveillance system 

with optical correlator.  

 

Keywords — Video surveillance systems, surveillance 

applications, security video, security personnel, optical correlator.  

I. INTRODUCTION 

With the growing quantity of security video, it becomes 

vital that video surveillance systems be able to support 

security personnel in monitoring and tracking activities. 

Video surveillance systems are common in many 

environments. Video surveillance has been a key component 

in ensuring security at airports, metros, casinos, banks and 

correctional institutions. More recently, government agencies, 

businesses, and even schools are turning toward video 

surveillance as a means to increase public security [5].  

Several important research questions remain to be 

addressed before we can rely upon video surveillance as an 

effective tool for crime prevention, crime resolution, and 

crime protection [2]. 

Some example applications include intrusion detection, 

activity monitoring, and pedestrian counting. The capability 

of extracting moving objects from a video sequence is a 

fundamental and crucial problem of these vision systems [3].  

II. OUR SYSTEM USING OPTICAL CORRELATOR 

We designed system (see Fig. 1) that works follow s. We 

have video output from CCD camera. This video output is 

divided to video sequences that are input for process called 

pre-processing. To recognition moving objects on the 

background, head detection and luggage detection we used 

the tracker. Tracker contained following blocks: Motion 

Detector, Head Detector, Shape Tracker and Region Tracker. 

Tracking output is recognized in recognition block [4]. 

A Motion Detector detects moving pixels in the image. It 

models the background as an image with no people in it. 

Simply subtracting it pixel wise from of the current video 

image and thresholding the result yields the binary motion 

image. Regions (bounding boxes) with detected moving blobs 

are then extracted and written out as the output from this 

module. Main features of a Motion Detector are: 

• Simple background image subtraction, 

• Image filtering (spatial median filter, dilation) depending 

on available CPU time, 

• Temporal inclusion of static objects into the background, 

• Background modelling using a speed-optimized median 

filter, 

• Static regions incorporated into background (multi-layer 

background).   

A Head Detector makes rapid guesses of head positions in 

all detected moving regions. Main features of a Head Detector 

are:  

• Works in binary motion image, 

• Looks for peaks in detected moving regions, 

• Vertical pixel histogram with low-pass filter, 

• Optimized for speed not accuracy. 

A Shape Tracker uses a deformable model for the 2D 

outline shape of a walking pedestrian to detect and track 

people. The initialization of contour shapes is done from the 

output by the Region Tracker and the Head Detector. Main 

features of a Shape Tracker are: 

 
 

Fig. 1.  System block diagram. 
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• Local edge search for shape fitting, 

• Initializing of shape from Region Tracker, Head Detector 

and own predictions, 

• Occlusion reasoning.  

A Region Tracker tracks these moving regions over time. 

This includes region splitting and merging using predictions 

from the previous frame. Main features of a Region Tracker 

are: 

• Region splitting and merging using predictions, 

• Adjust bounding box from Shape Tracker results, 

• Identify static regions for background integration. 

Recognition block contained two blocks: Classificator and 

Personal Recognition. Data from recognition output are 

compared with data from Image Memory. 

Image memory is database of static images of human faces, 

that have guarded enter to this room (employees faces). 

Learning is a process of personal identities creation. 

A device for comparing two signals by utilizing the Fourier 

transforming properties of a lens is optical correlator. It is 

commonly used in optics for target identification and 

tracking. The correlator has an input signal which is 

multiplied by some filter in the Fourier domain. An example 

filter is the matched filter which uses the cross correlation of 

the two signals. An optical correlator automatically identifies 

or recognizes the contents of an image by combining an 

incoming image with a reference image, and the degree of 

correlation after combining the images determining the 

intensity of an output light beam [1]. 

III. EXPERIMENT AND RESULTS 

A new method for a robust and efficient analysis of video 

sequences is presented; it allows the extraction of foreground 

objects and the classification of static foreground regions as 

abandoned or removed objects. 

On Fig. 2 is shown how to works our face detection with 

recognition system. The face detection and recognition system 

utilizes a video camera and a PC with optical correlator to 

perform the person identification task. It should: 

1.   Detect faces from the still images (or video sequences). 

There is no restriction to the background and the number 

of faces. 

2.   Handle the varying conditions in a consumer 

environment. 

3.   Recognize faces by comparing the captures face images to 

a database of known faces. A decision is then made about 

the identity of the person (either one of the faces in the 

database, or not belong to the database at all). 

4.   Enable that the face detection and recognition stage can 

take place at different locations [4]. 

IV. CONCLUSION 

Surveillance systems significantly contribute to situation 

control. Such systems transform video surveillance from a 

data acquisition tool to information and intelligence 

acquisition systems. Real-time video analysis provides 

surveillance systems with the ability to react to an activity in 

real time, thus acquiring relevant information at much higher 

resolution [1]. The long-term operation of such systems 

provides the ability to analyze information in a spatial-

temporal context. 

The problem of remote surveillance has received growing 

attention in recent years, especially in the context of public 

infrastructure monitoring for transport applications, safety of 

quality control in industrial applications, and improved public 

security. The development of a surveillance system requires 

multidisciplinary expertise, including knowledge of signal 

and image processing, computer vision, communications and 

networking pattern recognition and sensor development and 

fusion [1]. 

Our system is preventing before entering forbidden person 

and leaving the suspicious luggage into the guarded room. In 

this luggage or package could be bomb, gun, drugs, etc. On 

the other side, big task is checking if some person steals the 

luggage, package or the other things.  

Our system could increase security employees and the other 

people in schools, stations, airports, etc. 
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Fig. 2.  Face detection a recognition system. 
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Abstract—The paper describes advantages and building 

virtual models in Graphical User Interface (GUI) MATLAB 

environment. The virtual models of the BLDC motor and 

induction motor were developed by applying mathematical 

equations. We have used a BLDC model with trapezoidal 

waveforms of back-EMF voltages and induction motor in XY 

coordinate system. Based on analysis of time responses a 

comparison study of results of both motors is presented in GUI 

MATLAB environment. 

 

Keywords—Induction motor, brushless DC motor, modeling, 

simulation 

I. INTRODUCTION 

Virtual models have undergone rapid progress in recent 

years and have been widely accepted not only for commercial 

product development, but for eLearning and lectures, too. 

Product design and manufacturing organizations are moving 

from the traditional, multiple and serial design-build-test 

cycle approach to simulation-led problem solving and 

performance validation using CAE, CAD or 

MATLAB/Simulink tools [1]. 

Verification of the theoretical knowledge by real machines 

is risky, slow and costly. Virtual models of the machines can 

overcome this difficulty. 

II. CONSTRUCTION AND OPERATING PRINCIPLE 

The BLDC motor is also referred to as an electronically 

commuted motor. There are no brushes on the rotor and the 

commutation is performed electronically at certain rotor 

positions. The stator magnetic circuit is usually made from 

magnetic steel sheets. The stator phase windings are inserted 

in the slots (a distributed winding), or can be wound as one 

coil on the magnetic pole. The magnetization of the 

permanent magnets and their displacement on the rotor are 

chosen in such a way that the back-EMF shape is trapezoidal. 

This allows the three-phase voltage system, with a rectangular 

shape, to be used to create a rotational field with low torque 

ripples. In this respect, the BLDC motor is equivalent to an 

inverted DC commutator motor, in that the magnet rotates 

while the conductors remain stationary. In the DC 

commutator motor, the current polarity is reversed by the 

commutator and the brushes, but in the brushless DC motor, 

the polarity reversal is performed by semiconductor switches 

which are to be switched in synchronization with the rotor 

position. Besides the higher reliability, the missing 

commutator brings another advantage. The commutator is 

also a limiting factor in the maximal speed of the DC motor. 

Therefore the BLDC motor can be employed in applications 

requiring high speed. 

The simple motor model of a BLDC motor consisting of 

a 3-phase power stage and a brushless DC motor is shown in 

Fig. 1. 

 
Fig. 1.  BLDC motor model [2] 

III. MATHEMATICAL MODEL OF THE MOTOR 

Modeling of a BLDC motor can be developed in the similar 

manner as a three-phase synchronous machine. Since there is 

a permanent magnet mounted on the rotor, some dynamic 

characteristics are different. Flux linkage from the rotor 

depends upon the magnet material. Therefore, saturation of 

magnetic flux linkage is typical for this kind of motors. As 

any typical three-phase motors, one structure of the BLDC 

motor is fed by a three-phase voltage source. The source is 

not necessarily to be sinusoidal. Square wave or other 

wave-shape can be applied as long as the peak voltage does 

not exceed the maximum voltage limit of the motor. 

Similarly, the model of the armature winding for the BLDC 

motor is expressed as follows: 

a
a

aa e
dt

di
LRiv  (1) 
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b
b

bb e
dt

di
LRiv  (2) 

c
c

cc e
dt

di
LRiv  (3) 

 

where 

L is armature self-inductance [H], 

R - armature resistance [Ω], 

va, vb, vc - terminal phase voltages [V], 

ia, ib, ic - motor input currents [A], 

and ea, eb, ec - motor back-EMFs [V]. 

 

In the 3-phase BLDC motor, the back-EMF is related to 

a function of rotor position and the back-EMF of each phase 

has 120º phase angle difference so equation of each phase 

should be as follows: 

)( ewa fKe  (4) 

)32( ewb fKe  (5) 

)32( ewc fKe  (6) 

 

where 

Kw is back EMF constant of one phase [V/rad.s-1], 

θe - electrical rotor angle [° el.], 

ω - rotor speed [rad.s-1]. 

 

The electrical rotor angle is equal to the mechanical rotor 

angle multiplied by the number of pole pairs: 

me

p

2
 (7) 

Where θm presents mechanical rotor angle [rad]. 

 

Total output torque can be represented as summation of 

that of torque of each phase. The next equation represents the 

total output torque: 

CCBBAA
e

ieieie
T  (8) 

where 

Te is total output torque [Nm], 

p - number of pole pairs. 

 

The equation of mechanical part is represented as follows: 

b
dt

d
JTT le

 (9) 

where 

Tl is load torque [Nm], 

J - rotor inertia [kgm2], 

B - friction constant [Nms.rad-1]. 

 

The detailed mathematical model of the induction motor is 

generally known and due to this fact it not mentioned here 

(also saving the allocated space for the contribution). 

 

IV. SIMULINK MODEL OF THE MACHINES 

Fig. 2 shows the BLDC drive motor SIMULINK model. 

The model was developed in the rotor reference frame of the 

BLDC motor using equations shown above [3]. 

 

 
Fig.2.  SIMULINK model of the BLDC drive 

 

Fig. 3. shows the detail of the BLDC motor block. 

 

 
Fig. 3.  SIMULINK model of the BLDC motor block 

 

Fig. 4. shows the detail of the induction motor block. 

 

 
Fig. 4.  SIMULINK model of the induction motor block 

 

 

Fig. 5 shows results of simulation of a BLDC motor with 

the following parameters: Vd = 30V, R = 4,98Ω, L = 5,05 

mH, p = 4, J = 15,17.10-6 kgm2, kw = 56,23.10-3 V/rad.s-1, Tl = 

0,1 Nm. The load time is 0,15 s.  

The time courses in Fig. 5 belong to the BLDC motor with 

trapezoidal back-EMF. There is a very good correlation with 

the responses of the BLDC motor models known in the 

references [3], [4]. 
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Fig. 5.  Time courses of trapezoidal back-EMF 

 

V. GRAPHICAL USER INTERFACE IN MATLAB 

A graphical user interface provides the user with a familiar 

environment in which to work. A graphical user interface 

(GUI) presents a pictorial interface to the program. A good 

GUI development environment can make programs easier to 

use by providing them with a consistent appearance and with 

intuitive controls like pushbuttons, list boxes, sliders, menus, 

and so forth, all of which are already familiar to the user, so 

that he or she can concentrate on using the application rather 

than on the mechanics involved in doing things. The GUI 

itself should behave in an understandable and predictable 

manner, so that a user knows what to expect when he or she 

performs an action. For example, when a mouse click occurs 

on a pushbutton, the GUI should initiate the action described 

on the label of the button.  

However, GUIs are harder for the programmer because a 

GUI-based program must be prepared for mouse clicks (or 

possibly keyboard input) for any GUI element at any time. If 

GUIs were not used, people would have to work from the 

command line interface, which can be extremely difficult and 

frustrating [5]. 

 

The three principal elements required to create a MATLAB 

Graphical User Interface are: 

 Components 

 Figures 

 Callbacks 

 

Development of GUI  

In GUI program, we can simulate the equations that 

describe not only mechanical but also electrical transients. 

First, we have to open a MATLAB and type command guide 

in the command window. Then we should see the blank GUI 

screen and we can start with the virtual model building. 

Fig. 6 is shown GUI before the final version with settings 

table for the pushbutton simulation. 

 

 
Fig. 6.  GUI settings table for the pushbutton simulation 

 

Fig. 7 is shown GUI for modeling and simulation of the 

BLDC motor. By blue pushbutton ea, eb, ec we can see time 

courses of trapezoidal back-EMF in three-phase stator 

windings of the BLDC motor. Fig. 7 is shown mentioned 

back-EMF voltages before and after the load mount in time 

0,15 s. 

 

 
Fig. 7.  Time courses of the BLDC motor in Matlab GUI 

 

In the bottom of GUI simulation model are sliders to 

change the BLDC motor parameters. After changing the 

motor parameters we can monitor the behavior of the motor 

and show time courses of parameters that we want to monitor 

and analyze. 

Students by GUI simulation can better understand the 

theoretical knowledge acquired from lectures into real 

devices. Via the GUI simulation we can monitor and analyze 

response time of physical quantities that are available. 

Fig. 8 is shown a response time of the load variations of  

0,1 Nm to 0,2 Nm. After changing we can analyze by the 

increase in the size of the load that speed of the motor and 

also back-EMF voltages in each three-phase in the stator 

winding were decreased.  
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Fig. 8.  Time courses of speed and back-EMF voltages 

 

Fig. 9 is shown GUI for modeling and simulation of the 

induction motor. By green pushbutton i1x, i1y we can see 

time courses of currents in three-phase rotor windings of the 

induction motor. Fig. 9 is shown mentioned currents before 

and after the load mount in time 1,5 s. 

 

 
Fig. 9.  Time courses of the induction motor in Matlab GUI 

 

Fig. 10 is shown a response time of the rotor inertia 

variations of 0,1 kgm2 to 0,191 kgm2. After changing we can 

analyze by the increase in the size of the rotor inertia that the 

dynamic response of the speed of the motor was decreased. 

 

 
Fig. 10.  Time courses of speed after higher value of the rotor inertia 

VI. CONCLUSION 

Presented virtual models are used in teaching in the field of 

electrical machines, drives and actuators. Students will get 

experiences in the analysis of virtual models before they 

verify properties of the machines measured on real devices in 

the laboratory. 

The modeling procedure presented in this paper helps in 

simulation of the BLDC motor and induction motor. The 

performance evaluation results show that, such a modeling is 

very useful in studying the drive system before taking up the 

dedicated controller design, accounting the relevant dynamic 

parameters of the motor. 

An important aspect in understanding the physical process 

of real devices is the acquisition of theoretical knowledge 

and simulation results. MATLAB GUI is tool that will help us 

to do. 
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Abstract—Supervisory control represents a base for 

development of complete control system at present. The main 
elements of supervisory control applications are data acquisition 
from technological process level, process visualization with the 
control function and alarm situations indication. This article 
presents concept of alarms in supervisory control application 
using software products from Wonderware Corp. 
 

Keywords—supervisory control, alarms, visualization.  
 

I. INTRODUCTION 
Supervisory control system represents an inherent part of 

information and control system of industrial plant processes. 
At present, supervisory control applications even allocates big 
share of factory software investments.   

In industrial sphere the issue of supervisory control is also 
known by the acronym SCADA/HMI (Supervisory Control 
And Data Acquisition / Human – Machine Interface) and 
presents central unifying position in the factory control 
system.  

Alarm subsystem is the most important component of 
general realization of supervisory control application in 
conditions of real-time process control. It creates separate 
section in the visualization screens with basic features like 
signaling or acknowledgement of alarm states. 

 

II. SUPERVISORY CONTROL AND ALARMS 

A. Supervisory control 
 Supervisory control [1][2][3] represents a system, that 

provides monitoring and control of geographically large 
technological processes. Within this system there are included 
all the equipment and functionality for acquisition, 
processing, transmission and visualization of necessary 
information about controlled processes. 

Supervisory control system in an industrial plant operates 
these primary functionalities: 

 data acquisition from technological level of 
controlled system, 

 visualization – alarms, trends, data  and process 
flow presentation, 

 technological process control, 
 communication with machinery level and other 

subsystems at a higher control level, 
 data archiving – cooperation with database system. 

 

The most pronounced component of SCADA/HMI 
application is visualization.  

 Visualization of processes [4] means application of 
theoretical, technical, software and communication issues 
within industrial plant to visualize defined objects concerning 
technological processes and their automatic control system 
with the aim to support real-time decision making and control. 

Current visualization software tools offer full graphical 
user interface for development and deployment of 
applications. In many cases this interface has the object 
oriented representation possibility of system elements or it 
contains  preformatted libraries with graphical objects for 
different parts and sectors of industrial equipment. 

 

B. Alarms 
Alarm system as an important part of supervisory control is 

the most cardinal functionality of process monitoring and 
visualization.  By means of different forms of alarm signaling 
[5] it provides human operators the possibility to observe 
information about overrunning admissible variable states, so 
subsequently they are able to perform the action, assess the 
situation and make a real-time response to changes in 
manufacturing.  

Usually there are two basic alarm types that can be defined 
on process variables within the SCADA/HMI software: 

1. alarms generated because of reaching the value 
limit of process variable, 

2. change-rate alarms – caused by rapid change in 
value. 

Alarm states, which are an inseparable component of 
supervisory control system, can be divided into following 
groups: 

 process variables alarms, 
 communication status alarms, 
 diagnostic alarms of controlled process, 
 SCADA/HMI system state alarms, 
 alarms generated because of security violation of 

control system (Intrusion Detection Systems). 
Whereas the alarm subsystem of HMI application is very 

important, it must be designed in good enough visible part of 
visualization screens. Visual differentiation of alarm states 
presents the most relevant task for development of the 
screens. Alarms signaling should be easily visual identified by 
the operator, so they can analyze alarm state and make   
changes in controlled system or acknowledge the alarms. 
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III. ALARM SYSTEM CONFIGURATION 
In this section of article is described alarm configuration in 

ArchestrA IDE (Integrated Development Environment) as an 
environment of industrial software products from 
Wonderware Corp. 

The best known product is InTouch that provides 
development and running of complete visualization 
applications with predefined graphic tools. A superstructure 
above InTouch makes product Wonderware Application 
Server, which introduces technology ArchestrA presented as 
unifying software architecture with products and services for 
effective design and deployment of automation and 
information application in industrial sphere.  

 
ArchestrA technology interconnect functionality of 

InTouch and Application Server into development 
environment ArchestrA IDE where is used object-based 
representation for conveying process variables and complex 
of elements with predefined options. 

 
Both InTouch and Application Server (ArchestrA) have 

their own engine tools for alarm management configuration. 
Fundamental difference between them is in alarm manager 
engine, in ArchestrA there is configuration of alarms 
performed on objects representing process variables (Fig. 1) 
rather than only on process variables in InTouch. 

 

 
The alarm agent marked as AlarmClient in ArchestrA IDE 

can be found in the section of graphical tools and symbols 
called Graphic Toolbox. AlarmClient has some predefined 
functionality possibilities and its' parameters editing and 
configuration is accessible through Symbol Editor, what is a 
tool in ArchestrA IDE for graphical symbols modification as 
required. 

Essential alarm manager component in ArchestrA IDE is 
graphical symbol named AlarmClient. The alarm mechanism 
in ArchestrA let to manage alarms triggered from itself, but 
also from alarm provider InTouch. 

 
For adjustment of actual alarms signaling and manipulation 

it is necessary to enter alarms provider in AlarmClient.  Alarm 
provider definition consists of alarm provider itself and group 
of generated alarms. General notation about setting up alarms 
provider is following: 

 \provider!alarm_group 
or in more detailed form 
 \provider!alarm_group!tagname 

For example using generated actual alarms from InTouch 
the expression should be in this form: 

 \intouch!$System 
 
There are three different alarm types for configuration in 

ArchestrA IDE according to time of alarm generation [6]: 
 current alarms – which presents actual real-time 

generated alarms, 
 recent alarms – generated recently, usually a few 

minutes ago, 
 historical alarms – triggered before a long time 

period. 
In case of historical alarms there is a need to use a database 

for archivation of alarms generated longer time ago. For 
compatibility with Wonderware InTouch or Application 
Server is used Wonderware Historian in combination with 
Microsoft SQL Server to provide industrial database services. 

 
Database of alarms in Historian is necessary to be created 

by tool Alarm DB Logger Manager delivered with InTouch 
installation. By means of this tool it is possible to set alarm 
provider (InTouch or ArchestrA), alarm groups and then we 
can create a database for alarms archivation (Fig. 2). 

After configuration and starting a functionality of Alarm 
DB Logger Manager the alarm logging into the database is 
automatically provided. 

 

 

IV. APPLICATION EXAMPLE 

A. Model Intelligent House 
The Intelligent House model (Fig. 3) consists of two floors, 

which are rooms in the house [7]: 
 In the room upstairs is realized temperature control 

with temperature sensor and heating device 
simulated by bulb. The room is equipped also with 
two fans to possibility of air circulating and 
thereby the change of temperature. 
 

 
Fig. 1  Alarm with levels and priority definition on object representing 
process variable in ArchestrA IDE 

 
 
Fig. 2  Alarm system functionality scheme for generating Current, Recent 
and Historical Alarms. There is a need for coexistence with Alarm Database
to gain historical alarming. 
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 In the room downstairs is realized control of 
lighting. There is placed lighting sensor, the 
source of light is bulb and light coming from 
surroundings through jalousie controlled by a 
stepper motor. 
 

 
Essential controlled variables in the model Intelligent 

House there are lighting and temperature. These variables are 
technologically represented in controlled system by two bulbs 
in separated rooms. One of them perform lighting function 
and the second one is used like a heating device. 

 System control is provided by network LonWorks 
composed of sPoint modules and has next features: 

 sensing lighting in the room, 
 sensing temperature in the room, 
 warm air exhausting, 
 sensing lighting intensity, 
 sensing heating intensity of heater. 

Communication with higher level of control is implemented 
with Factory Suite Gateway.  

B. Application 
Visualization application of model Intelligent House (Fig. 

4) was created using InTouch and ArchestrA software 
technologies and consists of main screen and secondary 
screens.  

 
In front of the screen in the part Historical is a button to 

invoke a window with historical alarms. On the main screen 
there is realized an alarm signalization light, which is blinking 
when is triggered unacknowledged alarm situation. Next to 
this light element is localized a button for showing the 
window (Fig. 5) with detailed list of acknowledged or 

unacknowledged alarms. Each alarm situation is displayed in 
one row and can be defined in different color rendering 
according to setting of alarm priorities. The area of alarm list 
is active, it means that there is a possibility to invoke a 
context menu by right-clicking on every line. 

 
 
Context menu on each alarm line has several items and can 

be used to acknowledge of individual alarm or for adding a 
commentary and others. There is placed an external button for 
acknowledgment of all alarms under the area of alarm 
situations list. 

V. CONCLUSION 
The main benefit of this work is the practical 

implementation of ArchestrA alarm object in the supervisory 
control concept of laboratory model. Special ArchestrA alarm 
object is available only in new versions of Application Server 
and it has a different configuration and whole engine issues 
when comparing with InTouch alarm object functionality. 
ArchestrA alarm object utilizes alarm generation on 
automation objects supported by the functionality of specific 
application objects. 
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Fig. 5  Actual alarms window with the AlarmClient ArchestrA symbol  

 
 

Fig. 3  Model Intelligent House 

 
 
Fig. 4  Visualization application of controlled model Intelligent House 
created in ArchestrA IDE 
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Abstract— this paper presents analyzes of so called long tail 

visitors of three different web pages. After brief introduction to 

long tail theory I present how to use Google Analytics to split 

visitors into keyword segments. In next section I demonstrate 

how to use these segments to analyze web traffic and I also 

compare long tail keywords of three different websites of 

different size. I used advanced segmentation to find out the best 

long tail keywords for all of three websites, to propose 

approaches for next optimization. 

 
 Keywords— long tail, Google Analytics, segmentation, web 

analytics  

 

I. INTRODUCTION 

Advantages and availability of internet is constantly 

increasing every year. There are thousands of new web sites 

with the same or similar topics, what means that companies 

started to fight for the visitors. The aim is to increase 

conversion rate, what is the ratio of visitors who convert into 

desired action on given web site. Conversion actions might 

include purchase, submitting a form, newsletter subscription, 

software download or other activities. Owners of web 

applications and developers realized the importance of 

keywords - they want to to have one of the best positions in 

Google search results on particular keywords or pay as little as 

possible for online advertising.  

Keyword is a significant word or phrase, relevant to the web 

page or document in question [1]. User enters keywords to 

search engine and expects the most relevant pages which 

contain these keywords. Well optimized web site brings more 

visitors.  It means that one of the most important processes in 

search engine optimization is proper use of keywords on the 

page.  

One of the biggest problems for website owners or 

copywriters is to choose right keywords. There are two 

options: focus on major keywords or focus on bigger amount 

of particular keywords which are not so popular.  

The main advantage of optimizing pages for the major 

keyword is usually the amount of searches per month. On the 

other hand, these keywords are usually more general and 

therefore the conversion rate, for example in case of e-

commerce sites, can be much lower than would be in case of 

particular words. 

 Competition for major keywords is usually too high and 

therefore it is difficult to get the best positions in search 

engines. Also in case of PPC (pay per click) ads the price per 

click for major keywords is much higher than for particular 

keywords. These are the main reasons why become long tail 

keywords more and more popular. 

II. LONG TAIL 

The Long Tail was popularized by Chris Anderson in 

October 2004. The term is describing the retailing strategy of 

selling a large number of unique items in relatively small 

quantities – usually in addition to selling fewer popular items 

in large quantities [2].  In other words,  products that are in 

low demand or have low sales volume can collectively make 

up a market share that rivals or exceeds the relatively few 

current bestsellers and blockbusters, if the store or distribution 

channel is large enough [3]. 

In web environment, long tail (see Fig 1) is represented by 

long tail keywords. Long tail keywords are keyword phrases 

with at least 2 or more words in them. They are usually highly 

specific.  

 

 
Fig 1. Long tail in web environment 

 

Long tail keywords are cheaper and less risky. These 

keywords bring in customers looking for something specific. 

This will mean a much higher conversion rate because web 

site obviously has something that the customer is specifically 

looking for. Analysis of these keywords can help site owner to 

decide for which keywords (s)he should optimize and target 

his (her) website. 
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III. ANALYSIS OF LONG TAIL KEYWORDS IN GOOGLE 

ANALYTICS 

There are many advanced statistical tools, which allow 

analyzing long tail keywords. One of the most popular is 

Google Analytics [5]. In order to segment and analyze long 

tail traffic it is important to set up advanced segments using 

regular expressions. These segments allow us to analyze 

historical data and also to trace the most popular phrases 

consisting of multiple words. Regular expressions are a set of 

key combinations that defines a pattern for a search to match. 

They allow us to create different segments for phases 

consisting of two, three or more words. Example of regular 

expression for segmentation of phrases consisting of two 

words is s(\S+)$\(\S+)^ , where the characters have the 

following meanings [6]: 

 

^ beginning of chain 

\S any character except white characters 

+ At least 1 time (max unlimited) 

\s "white" characters (space, tab, line break characters) 

$ The end of chain 

 

This regular expression checks whether the string begins 

and ends by any character except "white" character. These 

characters are separated by a space, tab or line break 

character. 

 

I  have created four segments for our next analyzes (see Fig 

2): 

 Single-keyword queries 

 Two-keyword queries 

 Three-keyword queries 

 Multi-keyword queries (more than three keywords) 

 

 
Fig 2. Advanced Segments in Google Analytics 

 

The advantage of Google Analytics is that once you create 

advanced segments you can access them across all of your 

website profiles, so there is no need to create it for each 

website profile separately. This was very handful for our 

analysis. I used these advanced segments to find out particular 

keywords for each website. The aim was also to compare 

traffics of three sites of different sizes and find out if the 

amount of long tail visitors depends on web site size or not. 

 

IV. ANALYZING LONG TAIL VISITORS OF WEB SITES OF 

DIFFERENT SIZES 

 

For our analyses I chose three different web sites – 

ubytovaniekosice.sk, qsystem.sk and h-profit.sk. 

The first one, ubytovanie.sk, offers information about 

accommodation in Kosice. This website represents website 

with highest traffics in our case study. In last year (last 12 

months) it had 16 326 visits with average 7,46 page views per 

visit. Almost 78% of visitors were new. Bounce rate (the 

percentage of visitors who enter the site and left rather than 

continue viewing other pages within the same site) was 

37,91%. Almost 84% of visitors came via search engines (see 

Fig 3). 

 
Fig 3 Traffic source overview - ubytovaniekosice.sk 

 

The second one, qsystem.sk, offers information about 

company, which provides quality services and metrology. In 

last 12 months it had 4 107 visitors with average 2,55 page 

views per visit. More than 72% of visitors were new. Bounce 

rate was 51,33% what means that more than a half of visitors 

left website immediately.  More than 76% of visitors came via 

search engines (see Fig 4). 

 

 
Fig 4 Traffic source overview - qsystem.sk 

 

The third website, h-profit.sk, offers information about 

young and small accounting company.  It had only 502 visits 

last 12 months with average 3,47% page views per visit. 

Almost 88% of visitors were new, but also almost 58% of 

visitors left website immediately. More than 63% of visitors 

came via search engines (see Fig 5). 

 

 
Fig 5 Traffic source overview - h-profit.sk 

 

As we can see, most users who have visited analyzed 

website came just because the search engines. Therefore it’s 

worth to analyze further keywords, especially long tail 

keywords which initiated these incomming visitors. I used 

advanced segments, as is described in chapter III. of this 

paper. 

In case of website ubytovaniekosice.sk, only 5% of users 

used single keyword queries. Almost 62% of users used two 

keywords queries and 22% used three keyword queries. Rest 

11% used multi keywords queries (see Fig 6). 

 
Fig 6 Segmentation of Long tail keywords – ubytovaniekosice.sk 
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In case of website qsystem.sk, 14% of users used single 

keyword queries, 50% of users used two keywords queries and 

22% used three keyword queries. Rest 14% used multi 

keywords queries (see Fig 7). 

 
Fig 7 Segmentation of Long tail keywords – qsystem.sk 

 

 In case of website h-profit.sk, only 2% of users used 

single keyword queries, 79% of users used two keywords 

queries and 5% used three keyword queries. Rest 14% used 

multi keywords queries (see Fig 8). 

 

 
Fig 8 Segmentation of Long tail keywords – qsystem.sk 

 

Comparing results according to website size, there are no 

significant differences - in all cases, two keyword queries are 

taking the biggest part of all queries. It is logical, because 

single keyword queries are too general. Therefore, if there is 

a lot of competitors for this single key word, user will maybe 

click on link on better positions as our result is. As we can see 

three and multi keyword queries are taking significant part of 

all queries also, therefore it is important to focus on these 

keywords during optimization of website or ads. 

We can use our advanced segment to find out, which are 

these long tail keywords. In Google Analytics, we can find the 

best keywords for each segment. As an overview, we can use 

list of all long tail keywords, which include the best two, three 

or multi keywords (see table 1).  Based on the data, website 

owners can optimize the site as well as advertising campaigns 

for long tail keywords and thus gain competitive advantage. 

 
TABLE 1  

LIST OF THE BEST 10 LONG TAIL KEYWORDS 

 ubytovanie.sk qsystem.sk h-profit.sk 

1 ubytovanie košice  q system  h profit 

2 ubytovanie kosice  iso 9001:2008  h - profit, s.r.o.  

3 košice ubytovanie  školenie 

metrológia  

h profit kosice 

4 chata ruzin  interný auditor  bezpečnosť pri práci 

5 kosice ubytovanie  nástroje kvality  bozp v predajni 

protipožiarna ochrana  
6 kosmalt kosice  skolenie 

metrologia  

interná smernica 

evidencia dph  

7 turistická 

ubytovňa k2 

metropol  

fmea priklad  

 

ochrana osobných 

údajov mzdy  

8 robotnícka 

ubytovňa košice  

školenie fmea  podmienky zasielania 

intrastatu  

9 ubytovna kosice  interny auditor  poradenske služby  

10 turistická 

ubytovňa 

metropol  

metrológia 

školenie  

s.r.o zalozenie kosice  

 

 

We can find some additional information in table 1. For 

example, users often search for different variations of 

company name. They also try to specify company location. As 

we can see, there are also a lot of phases which have the same 

meaning, but the words have different order or are 

with/without diacritics. This is specific for Slovak or Czech 

language and it is very important to keep it in mind during 

creating ad text and selecting proper keywords. 

V. CONCLUSION 

 

Based on an analysis of keywords of three websites of 

different sizes, we can say that independent on the size of the 

websites long tail keywords are important source of new 

visitors. These keywords represent the largest part of all the 

keywords that bring users to the website. Therefore, regardless 

of size of website, I highly recommend website owners to 

optimize the site as well as advertising campaigns for long tail 

keywords and thus gain competitive advantage. 
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Abstract—This paper deals with proposal of intrusion detection
system to inform system administrator about potential intrusion
in the system. Proposed architecture employs statistical method
of data aggregation, that allows detection based on the knowledge
of user activity aberrance in the computer system from learned
profile representing standard user behaviour.
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I. INTRODUCTION

The aim of a intrusion detection is to identify all intrusion
attempts correctly and recognize activities that should not be
tagged as intrusion. In this context, intrusion is understood to
be integrity or resource accessibility violation, which means
security policy violation. Systems detecting such activity is
presented as intrusion detection system IDS. For its activity,
IDS utilizes computer system and network features or data
analyzed for a subsequent resolution on attack existence or
process.

II. INTRUSION DETECTION SYSTEMS

Means of analysis is referred to as method used by intrusion
detection system to determine an attack. There are two known
analysis approaches [1]:

• detection per pattern,
• detection based on anomaly.
In the detection per pattern, system behavior patterns are

identified, corresponding to known attacks. This method uses
evaluation of frames and data in them, whereby it is possible
to determine an attack. It is possible to detect system behavior
patterns corresponding to known attacks from audit trails, logs
(status records), or changes in attacked system. In the case of
detection based on anomaly, each non-permissible anomaly
from expected system behavior is identified. Expected sys-
tem behavior is predetermined manually or automatically by
prepared profile characterizing user/system behavior in the
computer system [8]. Automatic elaboration of this profile is
generated by a software collecting and processing data that
characterizes system behavior in a time and forms statistically
admissible behavior pattern subsequently.

III. DESIGN OF INTRUSION METHODS IN UNIX SYSTEM

The system controlling log records are based on record
comparison with already known patterns presenting intrusion.
It requires database upgrade of these patterns on each occasion
of a new intrusion type detected, otherwise it is not discerned
and revealed. Unlike such system, IDS is based on statistical
data evaluation conception, capable of single attack detection,
without obligation to upgrade it constantly [7].

However, statistical approach has its drawbacks. An attacker
can learn behavior of eligible users and achieve the same
behavior, what can lead to the states, when an attack would not
be detected, eventually if an eligible user changes his behavior,
false alarm will occur.

A. One-Layer IDS Architecture

The term of single-layer architecture means that all com-
ponents, of which IDS consists, are part of it. Integrity and
simple manipulation with the system present an advantage of
the single-layer architecture.

In the way of architecture design, it was necessary to
consider, which computer system IDS would be used on and
who would be its administrator as well. In this case, single-
layer architecture meant simpler administration and possibility
of centralized regulation of system resources consumption.

Performance

An essential meaning and impact on the performance of
intrusion detection system at the same time, have primarily
these hardware components: processor, main memory, system
bus, network interface card, and hard-disk. In general, the
main question of the IDS design is property (value) selection,
that IDS is supposed to consider and check as it works. For
instance, they can include:

• disk mechanism access,
• processor utilization,
• computing memory utilization,
• hard-disk utilization,
• data integrity,
• battery utilization,
• average speed of data transfer in network,
• average size of network frames,
• duration of network connection,
The designed system is based on system parameter control,

that represent utilization of processor, operating memory, and
the number of running processes. They were chosen by reason
of constant changes of their values, and because minimum
activity changes in computer system are revealed by high
changes of these values, and a quick and accurate identification
of user behavior anomaly is made possible.

B. User Activity Profile

Through the profiles of users activity, subject (or group of
subjects) behavior is described concerning certain object (or
group of objects), what provides marking or description for
regular behavior of these subjects and objects. Behavior is
characterized through statistical values. During certain time
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Fig. 1: Database Model

interval, quantitatively measured values are represented by
statistical value. Time interval can be allowed strictly e.g.
minute, hour, day, week, or it can be a time between two
control events e.g. between user login and logout to a system,
program initialization and termination, or file opening and
closing. Values of user activity profiles are obtained from
control logs of system survey.

In the designed system, user activity profiles are represented
as database tables and single profile parameters are represented
as table columns. It is possible to create and delete profiles
from the database, and switch among them only if system
control is not running at the same time or if they are not used
by the designed system in other way.

C. Data Gathering Method

For user behavior profile, it is necessary to learn behavior of
proper user for being usable and ready for system controlling.
Behavior learning represents data collection and gathering,
presenting system parameters represented by processor utiliz-
ing, main memory utilizing, and a number of running pro-
cesses. These data are stored in system folder /proc, concretely
in virtual files:

• /proc/stat,
• /proc/meminfo
• /proc/loadavg

In fact, /proc directory is not a standard directory because by
its exploration, it is possible to find that its files sizes is null. It
represents all details about Linux system including information
about the core, processes, and configuration parameters.

Data gathering is realized in period with duration adjustable
by system user through the menu settings. The period contains
function call for assemble data archiving. This function param-
eters are represented by functions, discovering current values
of corresponding system activity characteristics. In this case,
processor utilization is presented by its average usage in the
time interval of one second and it is represented in percentage.
Value of the operating memory is being loaded straight from
a file, and it is set in kilobytes. Running processes represent
all the processes existing in the system.

1) Data Logging: Data storing is being realized in one-
second time period and it is provided by a function which
parameters are functions determining current values of appro-
priate system activity characteristics. First evaluated functions
are presenting parameters and their return values are stored in
a database table. Data is constantly stored in a database.

Model of database table is displayed in Fig. 1. For column
titles, values presenting processor utilization are preserved
by the column cpuval, values presenting operating memory
utilization are preserved by the column actmem, and values
presenting the number of running processes are in column
proccnt.

D. Data Processing

As systems are allowed to hold and treat extreme amount
of data, it was necessary not to work with all the gathered
data but with the data inevitable for the system operation.
Account on that, determination of useless data, their discard
was required. Allowing the fact that each learned value of
system activity is unique and necessarily required for proper
system functionality, two possibilities came into the account.

First possible alternative was data collecting in time inter-
vals longer than one second. This possibility would provide
storage of smaller data quantity, however, it would fetches
back some risks. It could cause unintended disguise of in-
trusion into the system, eventually it could cause belated
detection and warning on the intrusion.

An entire problem with amount of data was solved with
the second alternative. It allowed data gathering in arbitrary
long periodic time intervals. The base formed assumption that
all values would be divided in groups and an average would
be computed from values within the group. This was done to
n-multiple reduce table capacity. User is allowed to change
the number of values within the group in the settings of the
IDS system. By default, an average is computed within triple
groups of values. By setting, it is necessary to consider the
less number of values within a group from which the average
would be computed, the more exact would be detection of
anomalous state and on the contrary, the greater would this
number be, the less accurate would the detection be.

IV. DETECTION MECHANISM OF DESIGNED IDS
Model of the designed IDS is based on functional assump-

tion entailing that deviation of user activity in the system
can be detected by a comparison of new observed values to
strictly given ranges. Values indicating ranges are concluded
by previous observation of user activities or other values of
the same type. Fixed boundary consists from averages of
values measured in the learning phase and deviation factor
representing instability of these values between single mea-
surements. New measurement is defined as anomaly if its
value falls within interval of reliable values obtained in the
learning phase of user behavior in the system, multiplied with
the deviation factor. Model is also based upon hypothesis that
system error utilization is accompanied by abnormal system
utilization. Following these characteristics relating abnormal
system utilization, violation of security rules can be detected.

V. SYSTEM ACTIVITIES RECORDING

User activity in a computer system in the designed system
substituted by values of parameters described in chapter II.B.
Concerning timeliness of the mentioned values, it is possible
to divide them in two groups:

• values loaded from the database representative learned
user behavior,

• values loaded during running of IDS system representa-
tive current user activity in operating system.

However, system testing through the IDS is based on data
comparison representative learned sample user behavior with
data presenting current user activity in operating system.
In order to feasibility of the comparison, it is necessary
to access data, type-equivalent with compared samples. The
accessing is provided by cyclic working function determining
and computing values of required system parameters that are
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being stored in arrays representing samples for current activity
of the system user. As it is necessary that sample filling cycle
of the current activity is running during comparison as well,
its running is provided by a separate thread. However, this can
cause collisions, especially in case of comparison during filling
the sample up with data. In this case, testing would be inac-
curate, at worst, the intrusion wold not be detected. Solution
of such collision was provided by using semaphores directing
the whole process of the system monitoring and testing, and
cloning data array representing loaded sample of the current
system user activity. During filling the sample, comparison is
in the phase of waiting on the contrary, tested sample cannot be
updated if the comparison is in process. Mentioned thread and
cloned array provide sample loading constantly by continual
loading of values presenting the current system user activity.
Tested sample is updated in bulk only if it is allowed by the
semaphore.

VI. DATA COMPARISON

Main questions, needed to resolve with the design of in-
trusion detection system based on anomaly occurrence in the
operation system, were:

• threshold level of intrusion detection,
• characteristics select for user activity monitoring.
Threshold level represents boundary value, overrun of that

means possible intrusion, where it is necessary to record the
event and warn the administrator about its occurrence. Value
of the level can be different in various cases, so its fixed setting
was ineffective and improper. For that reason, designed system
offers possibility of modification of the value and its storing
for the following utilization. As an enormous amount of values
are treated in the system frequently, storing boundary values
independently and constant accessing them, would be exces-
sively computing-difficult. As a consequence, in architecture
of the designed IDS, boundary values are computed following
maximal allowed variance represented by its factor, that is
allowed to be set by user. Single computation of maximal
allowed value is realized directly during data comparison, so
the necessity of other memory variables utilization, that would
preserve the value is not needed.

Data comparison is based on comparing of two constantly
updated samples, represented by value arrays. The first sample
is represented by an array of values loaded from the database,
presenting learned user behavior. The second sample is loaded
during running of the IDS, concretely during the testing
phase, and it contains values representing current user activity
in operation system. Single operation of data comparison
is realized by a function, in which directly at comparison
possible exceed of maximal flowing variance from the average
is computed and tested, representing learned user behavior.

VII. INTRUSION DETECTION

By reason of false alarm prevention to intrusion, data evalu-
ation is realized exponentially, what is provided by counting of
standard user behavior variance. That guarantees that intrusion
at lower variances would not be indicated. It is ensured by
the fact that lower variances would not exceed the learned
value that represents standard user behavior. In case of user
anomaly behavior that variances exceed 10% range, the value
of variance summary is the reached level presenting standard
user behavior. If user behavior remains anomaly or anomalous

in other way, the value of variance summary increases as
the exceeded value determining boundary of average behavior
value is multiplied by the factor of maximum flowing variance,
attribute denoting intrusion is not annulled, and thereby the
intrusion is indicated. Flowing variance is presented by the
form that multiplies average of learned user behavior value.

After successful test of sample representing user activity,
defined action is performed by the program following the
predetermined attribute denoting an attack. In case of intrusion
detected by an attribute, report is generated warning of the
event administrator of the system.

Intrusion detection is recorded to system log of syslogd.
System administrator is able to review system log. IDS system
is enable to filter these logs and display them to a console.

VIII. FALSE INTRUSION DETECTION

If user use new software or by other meaning is his behavior
changed, designed intrusion detection system detects new,
unknown behavior which can be so different from learned one,
that system will signal intrusion. It is necessary to remember
user sequences, which is unexpected and can represent new
user behavior which need to be added to patterns of expected
behaviors. It is necessary to create new behavior profile
or delete primary profile and create new profile to avoid
inconsistency in profile names. This could represent hazard
because if user’s behavior is changed it is assumed that some
activities will not be performed again.

It is necessary to count even an attack to system caused
by user himself. User’s rights are misused and his behavior
matches entitled activity sequence. In that case intrusion
will be not detected because user representing the attacker
perform precise attack not violating border values of entitled
behavior. Worse case represents situation when IDS system
learned excess values of utilization of CPU and others system
resources. In this incident attackers need to terminate running
programs or decrease system resource utilization. After that
it is possible to execute other software which utilization is
boundaries of learned values.

It is possible to detect system activities which could be
detected as false alarm. It is caused by e.g. operating system
updates or applications updates with higher system utilization.
Intrusion could by detected by executing unknown software
with eligible user. Running programs not executed in phase of
learning leads to fire detection system intrusion by unknown
activities. The architecture of designed intrusion detection
system is in the Fig. 2.

IX. EXPERIMENT

Concept of the experiment was to prove system functional-
ity. The intrusion detection system included learned profile of
standard computer system behavior. Time interval of learning
profile was 1200 seconds. Size of the sample was 10. Error
coefficient was 3 which enable system to detect anomaly from
profile behavior. Number of values from which the average
value was computed was 3. Activity messages was during
learning phase and testing disabled. System testing of the
designed system was realized in several steps representing
different types of system attacks.
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Fig. 2: Architecture of Designed IDS

TABLE I: IDS Results of Number of Requests
id cpuval actmem(kB) proccnt

1 1,98 175249 48
2 16,23 175917 48
3 45,71 176237 48
4 74,82 176533 48
5 140,32 176825 50
6 270,02 177409 50
7 413,59 178521 50
8 622,10 179825 50
9 526,36 179073 50

A. IDS Detection to Anomaly System Behavior

For final testing of the purposed intrusion detection system
was chosen experiment, which represents real IDS usage.
Realization of this test requires existence of computer system
as server which provides resources to its clients through
Internet and computer system as client with goal server’s
denied of services. Client represents attacker.

B. Attack Realization

After successful learning phase, IDS system on the server
begin to perform detection phase. After profile loading, server
accept user requests. Attack on the server was performed
by clients requests. During this attack it was recorded huge
numbers of user requests. Even after 30 seconds of intensive
testing, system does not detect intrusion.

C. Results

With normal user activities there was not detected intrusion
or other malicious activities. During performing attack IDS
system records increasing resources utilization. By exponential
approach was ensured that attack was not early detected, but
after some time, in this case after 12 seconds. Threshold limit
represents value 75,83 and during attack identification system
utilization value reached 140,32. Maximum system utilization
with this attack gained value 622,10.

Measured values are in the Tab. I.
Graph of the measured values is in the Fig. 3.
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Fig. 3: CPU Utilization

X. CONCLUSIONS

With information and communication technologies progress,
issue of operating system security has constantly higher impor-
tance. Information value of data increases, it is very important
to prevent sensitive data compromising. This paper presented
intrusion detection system and its implementation for the
purpose of functionality verification of the designed archi-
tecture. Testing of user behavior anomaly using the method
of statistical data evaluation. For better results, single testing
phase was expressively fasten, what would entail excessive
usage of system resources, having negative impact on system
response from the user viewpoint.
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[5] Vokorokos Liberios and Baláž Anton and Chovanec Martin: Intrusion
Detection System Using Self Organizing Map, Acta Electrotechnica et
Informatica, 2006
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Abstract—Currently there are various ongoing European
projects devoted to improvement of life of elderly people.
They are aimed to provide higher degree of independence,
autonomy and safety. The applications built for this purpose
imply requirements on simple scalability of such systems and
interoperability of hardware layer. In this paper we present
our platform based on state-of-the-art software technique OSGi.
We describe the architecture of the system mainly from a view
of OSGi modules(bundles), OSGi4AMI middleware, data inter-
change standards as Hessian and JSON, OSGi web development
frameworks and UI interfaces. We identify the advantages as well
as limitations of used technologies. Finally we introduce future
enhancements of the system.

Keywords—smart home, services, OSGi, ubiquitous computing.

I. INTRODUCTION

According to demographics studies, which predict increas-
ing number of people above 70 [1], European Union supports
many research projects oriented on improvement of indepen-
dent life and well-being of elderly and disabled people [2].
Technical University of Košice has participated in develop-
ment, testing and deployment of a smart-home system for the
MonAMI project [3]. The MonAMI system provides the func-
tionality for local and remote monitoring and actuating devices
located in the beneficiary’s household and alert notification in
case an unpredictable situation occurs.

In the process of MonAMI system design and implementa-
tion, which was done in cooperation with project’s partners,
we have identified several improvements and ideas how the
system could be enhanced. Therefore, we have created our
own branch of the system that we continue to work on, after
the end of the project.

In this paper we would like to focus on the architecture
solution rather than on functionality aspects. The sections in
the paper are divided as follows: the first section is devoted to
overview of the whole architecture, in the second section we
describe decision making and rule definition system and third
section describes user interfaces.

II. MONAMI SYSTEM ARCHITECTURE

The whole system is divided into three layers: hardware
layer, core system and external services which may be located
either on the same computer or may communicate remotely
with MonAMI core. The core of the system is implemented in
Java programming language, based on a modular framework
Apache Felix OSGi [4]. Modules, in OSGi perspective called
bundles, interact through interfaces defined by OSGi4AMI.
Among external services there are: Email, SMS gateway,
multimedia centre, etc.

A. OSGi4AMI middleware

Ambient Assisted Living (AAL) applications make use of
the intermediate layer between device technology on one side
and rule logic with user interfaces on the other side. The
advantage is the flexibility and adaptability of future hardware
technologies as well as new scenarios based on beneficiaries’
requirements. Such approach helps also in a development
process, when more different developer groups may work on
a common application in parallel.

Several middleware platforms have already been and still
are in a process of development in cooperative projects [5],
[6], [7], [8]. Although there have been various middleware
proposed, none of them have become a standard yet. They are
developed for slightly different domains and designed under
different goals, therefore their implementation vary. Though,
the main idea is the same [8].

In our system we have used OSGi4AMI middleware [9]. The
main idea is to hide hardware specific protocols and standards.
For example, services do not have the information whether a
temperature value came from a sensor built on a wired or
a wireless technology. In Fig.1 there is shown a simplified
scheme of OSGiAMI middleware. The hardware layer (in
our case ZigBee and 1-Wire network) is propagated through
abstract interfaces as TemperatureSensor, MotionSensor, etc.
to the layer of services. The interfaces are implemented in Java
programming language and serves also as connection points
for bundles in OSGi platform. The upper layer, labelled as
External services, represents services or applications that are
not a part of OSGi platform.

Fig. 1. Simplified scheme of OSGi4AMI middleware
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B. OSGi platform

The OSGi technology [10] brings the modularity in Java
programming language, that allows applications to be con-
structed from small, reusable and collaborative components.
Each component, called bundle, has its own life cycle and may
be remotely installed, started, stopped, updated and uninstalled
without requiring a reboot of the system. The installation of
new modules and their management is therefore very easy. The
bundles must define only dependencies between them through
interfaces, the searching and binding of required services is
handled by OSGi framework. The current OSGi specification
version 4.2 is developed by the OSGi Alliance. There are avail-
able several OSGi implementations as Knoplerfish, Apache
Felix, Equinox and Concierge OSGi [8].

Although the OSGi technology provides many advantages
as security, modularity, scalability and is used in several
AAL projects [11], [8], [12], we have identified following
limitations:

• Thread safety - Coming from a nature of used sensor
technologies, each device was running in an own thread.
OSGi technology do not solve concurrent access to shared
services. For example, two different gas sensors may ask
an alert service to produce an alarm on the same time.
The developer must be aware of this possibility and have
to ensure execution of the service in transaction.

• Import-Package complexity - With the increasing num-
ber of used packages from other bundles raises the com-
plexity needed to define imported packages in manifest
file.

• Web frameworks support - The support for some
technologies as Java Server Pages (JSP) or Java Server
Faces (JSF) is not direct and there are needed third party
bundles, providing this functionality.

Spring Dynamic Modules [13] seems to be a suitable
solution solving first two mentioned drawbacks of the three.
In the future we are going to integrate this technology in our
system.

C. System components

Global architecture overview of the system is depicted in
Fig.2. Residential gateway (RG) represents arbitrary computer
with the support of Java Virtual Machine (JVM) and sufficient
number of USB ports to connect device networks. There are
located all OSGi bundles: driver for each physical device tech-
nology, configuration bundle, logging support, HTTP server
Jetty, Hessian binary protocol server for HTTP communication
with external applications and rule management bundles.

Beneficiary may interact with the system in different ways:
by smart-phone with Android operation system, through multi-
media centre via TV situated in user household or remotely by
web user interface. Carer is notified about unexpected situation
by SMS and Email alerts or directly by a phone call.

III. RULES DEFINITION

Actions realized by the system are activities triggered when
events from sensors fulfil defined rules (conditions). Behaviour
of majority of services can be simply defined by following
formula: if values from sensors exceed thresholds take an
appropriate action. An example is a Wake up service which
sends an SMS to carer in case no motion is detected in a
predefined time interval.

Fig. 2. Main components of MonAMI system

We have used two different approaches for rules definition:
• Conditions implemented directly in source code of the

bundle.
• Domain specific language for service configuration based

on XML.
Domain specific language (DSL) significantly simplifies the

process of new service definition, where rules are defined in
one configuration file. In the first approach, however, it is
needed to implement new bundle with specific source code for
each rule separately. We have used XML format because of
its advantages as: hierarchical structure of final configuration
file, existence of validators and existence of APIs parsing the
XML file [14].

Below is listing of an example rule definition for Wake up
service. Tag <sensor> defines a sensor from which events
are evaluated in the particular service. Consecutive action
comprises of two parts: condition (defined by <condition>
tag) and taken action (defined by <action> tag). The events
are generated by sensors or a timer.

<s e r v i c e>
<name>WakeUPService< / name>
<t y p e>P e r s o n P r e s e n c e D e t e c t o r< / t y p e>

<s e ns or>
<name>motion< / name>
<t y p e>Mot ionSensor< / t y p e>
< l o c a t i o n>Bedroom< / l o c a t i o n>

< / s e ns or>
<c o n d i t i o n>

<and>
<cond ope r =”FALSE” v a l =”TRUE” d u r a t i o n

=” 3600 ”>motion< / cond>
<cond ope r =” h t ” v a l =” 08 : 0 0 : 0 0 ” >t ime< /

cond>
< / and>

< / c o n d i t i o n>
<a c t i o n>

< a c t I f v a l =”ON”>sms< / a c t I f>
< / a c t i o n>
<s e r v i c e>

Our approach is similar to that of T. Fuxreiter et al. [8].
They have used finite state machines (FSM), where the actions
are: setting a system variable, starting a timer, controlling an
actuator and the events are incoming messages from sensors
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or by timers. Both, FSM and DSL provides abstraction from
service information for service developer. We see the strength
of XML service definition in further enhancement of the
system, where the user will be able to define services only
by some ”clicks” in graphical UI.

IV. USER INTERFACES

As a main user interface has been selected Universal
Control Hub (UCH) middleware with a web application built
on top of it [15]. UCH seems to us very complex solution
requiring high input effort with small added value in a sense
of scalability and future enhancements. Therefore, at Technical
University we have created our own UI, called TUKEamivue
built on JSP and Ajax technologies and running on HTTP Jetty
container. When implementing TUKEamivue service we have
strived with several limitations of the OSGi framework.

A. Universal Control Hub

UCH middleware was developed within the scope of the
EU FP6 project i2home [16] and is based on the Universal
Remote Console (URC) Standard ISO/IEC 24752. Core part
of the UCH is socket layer hosting discovery and control
protocol between RG and UCH. The Socket layer is based
on HTTP and provides following main messages: discovery,
notify service, send request, send message.

The communication between UCH and RG is schematically
depicted in Fig. 3. Generic communication service (GCS)
is an OSGi bundle responsible for handling HTTP requests
and responses on the side of RG. The events are passed
from UCH to web based UI through HTTP. There are used
different interfaces for beneficiary and carer. A temperature
value measured by a sensor connected to the RG is passed
through GCS to UCH and then to a web page built on a
Webclient JavaScript Library (WJSL). We identified the UCH
middleware redundant, since OSGi4AMI middleware hides
device specific technology. Another deprival of the UCH is
the posibility to send requests only one way. The events are
created on the side of RG, however only the UCH is able
to send request to RG. Therefore the UCH has to ask RG
for a new values in small time intervals, which increase the
communication between the two components.

Fig. 3. UCH communication middleware

B. TUKEamivue service

TUKEamivue service provides web UI for monitoring (Fig.
4), controlling devices located in a household, calendar tasks
management and some additional functionality as weather
forecast or interface for enabling and disabling system ser-
vices. TUKEamivue is OSGi bundle running on RG providing

remote access only to one household. The service is based on
JSP technology. Here comes the drawback of OSGi platform,
since Apacha Felix do not provide bundles for JSP support.
Also web application deployment is quite complicated, since
OSGi requires servlet and resource file registration.

We have used Pax Web bundles provided by Open Partici-
pation Software for Java (OPS4J) community [17]. Pax Web
extends OSGi Http Service with better servlet support, filters,
listeners, error pages and JSPs and adds the support for easy
installation of WAR bundles. Pax Web is still in development,
so the users of this framework have to be aware of possible
problems connected with bundle deployment.

Fig. 4. Web user interface built on JSP and Pax Web framework

C. XBMC and Android user interface

Our aim is to provide more control options for the users,
to allow them monitor the household through TV and media
centre or smart-phones. We have developed the plug-in into
XBMC media player centre [18] and Java application for
controlling and monitoring a smart-home remotely through a
smart-phone.

Fig. 5. Communication between RG and UIs based on Hessian binary
protocol

The main aspect was to support the communication between
RG and XBMC or Android. We wanted to provide a common
communication protocol for both platforms. Among the the
possibilities were: web services, lightweight text-based open
standard JavaScript Object Notation (JSON), building our own
protocol or binary web service protocol Hessian. As the best
solution for our requirements we have evaluated Hessian,
because it provides mechanism for direct methods call in
source code in both sides of client and server. Hessian is a bi-
nary protocol [19] well-suited to sending binary data without
any need to extend the protocol with attachments. There are
supported various programming languages for Hessian through
third party implementations (C++, .NET C#, Perl, PHP, Ruby,
Objective-C, etc.) Other possibilities as JSON, web services
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and our own protocol we have drop out because they required
additional development. From the behaviour of our application
is it also obvious that frequent marshalling and unmarshalling
simple data in interchange format as Web Services Description
Language (WSDL) will be vain use of resources.

Communication in Hessian is defined by an interface on
both sides - client and server. Server binds the object instance
on the server side and client remotely calls exposed methods
(Fig. 5). The consistency is assured by the ”agreement”. Hes-
sian do not use any formal mechanism to check the consistency
between the client and the server interface definition. If the
consistency would be broken (e.g. server interface defines
method with two parameters, and client is calling method only
with one parameter)the on the server side will be thrown.

Fig. 6. Final solution with Asus touch screen, sensors and care phone unit

V. CONCLUSION

The OSGi technology provides highly suitable framework
for smart-home application development. Among the main ad-
vantages are modularity, scalability and dynamic deployment
and management of system modules. Since the technology is
rather new and in fast development, the support for external
frameworks is sometimes small. However, the situation is
steadily improving thanks to communities like OPJ4S and
Spring Source. OSGi current development is focused on the
connection of distributed OSGi frameworks as well as con-
nection to non-OSGi remote services. The recent OSGi spec-
ification 4.2 addresses these issues and first implementations
are already under development [20].

We are currently focused on development of a configuration
web interfaces for OSGi services based on Vaadin framework
[21], service definition UI with aspects of user behaviour de-
tection. Current research is oriented on activity classification,
mainly user tracking in household environment (movement
and device usage) and finding anomalies in user behaviour.
Our aim is to create a dynamical model that will adapt to
changing conditions in the user behaviour by the knowledge of
some dependencies between the activities. For this purpose we
plan to integrate techniques like Dynamic Bayesian Networks
(DBN) or Hidden Hierarchical Markov Model (HHMM) into
our system (Fig. 6).
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Abstract— Virtualization is becoming a standard information 

technology practice. Virtualization solutions are being broadly 

used in development and production environments, providing 

tremendous benefits like scalability, flexibility and availability. 

The need for high availability for industrial information portal is 

clear and based on this fact, we used a virtualization technology 

to virtualize a web server, on which runs a production 

information portal. To achieve high availability of industrial 

information portal, we used high availability strategy and 

Hyper-V Guest Clustering scenario of Failover Clustering under 

Microsoft Windows Server 2008 R2. 

 
Keywords — Virtualization, Web Server, Industrial 

Information Portal, Wonderware,  

 

I. INTRODUCTION 

 Virtualization brings many benefits not only in to the IT 

(Information Technology) environment but also in cybernetics 

and SCADA/HMI (Supervisory Control and Data 

Acquisition/Human machine interface) systems. Taking into 

account these benefits, we decided that we will use this 

technology in the effort of high availability of industry 

information portal. To achieve this goal we used the High 

Availability strategy and we have chosen Hyper-V High 

Availability implementation, specifically Hyper-V Guest 

Clustering. Guest Clustering (a cluster in a virtualized 

environment) provides two key values: Application Health 

Monitoring, which enables health monitoring of applications 

running within a VM (Virtual Machine) and Application 

mobility, which allows applications to failover from one VM 

to another VM.  

 

II. WODERWARE INFORMATION SERVER - INDUSTRIAL 

INFORMATION PORTAL 

 

Wonderware Information Server (before known as Suite 

Voyager) is an information portal for concentration and 

analysis of information. It uses the latest software 

technologies such as XML, VML, SOAP, .NET and 

ArchestrA technology platform. This portal is able to obtain 

all kinds of data, which may occur in an industrial enterprise. 

It allows to sort, organize these data, make them compact and 

provide them to the thin clients. As thin client can be used 

web browser Microsoft Internet Explorer, because of ActiveX 

components. This application thus becomes a universal client 

application for comfortable access to live data, alarm 

notifications, historical data and other information from the 

database applications and from the ongoing technological 

processes. Clients may have a graphical view of the current 

status of the process including the dynamic animation. With 

appropriate permissions can remotely interfere with the 

ongoing technological processes [1], [2], [14]. 

III. VIRTUALIZATION AND HIGH AVAILABILITY  

 

A. Virtualization 

 

Virtualization is the creation of a virtual version of 

something, like an operating system, a server, a storage device 

or network resources. Divided the hard drive into different 

partitions is some kind of virtualization, so it isn’t so 

unknown term. So virtualization in its core is involved with 

adding “layers of abstraction“ to the IT environment. These 

layers decouple one layer from another. 

 

Virtualization has many benefits. As we said, if the 

applications use the same server for behavior, they can invade 

each other, for example because of updating or one of the 

applications CPU (Central processing Unit) usage is at 

hundred percent, etc. The risk is greatly reduced by dividing 

the applications onto different virtual computers. 

Virtualization gives flexibility, so the operating system does 

not depend on particular piece of hardware. There are no 

changes needed for, for example moving the virtual computer. 

It ensures high scalability of systems. It is not necessary to 

build a 'final solution' because systems can be expanded on 

the fly, without prejudice to operate services. By using 

virtualization technology, it’s very easy to backup the systems 

and it’s great to simulate technically difficult solutions 

without need to own or ensure additional hardware [3].  

 

B. High Availability 

 

High availability solutions provide ways to manage planned 

and unplanned outages. Some examples of planned outage 

include the installation of the operating system or updating 

application that requires server offline. Unscheduled 

downtime can only be the result of hardware component 

failure, or loss of physical servers due to natural disasters. 

Server virtualization provides a solution for organizations 
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to implement a dynamic, flexible basic infrastructure, which 

minimizes the number of deployed physical servers, increases 

the use of resources and reduces long term operating costs. 

Removal of several physical servers to a common 

virtualization host requires a wider high-availability strategy 

as in traditional infrastructure. On the hardware level, the 

deployment of virtualization hosts on platforms that contain 

redundant or hot-swap components (resources, processors and 

memory) reduces the risk of unplanned shutdowns. With 

Windows Server 2008, is also the possibility to use the 

integrated features for managing Failover Clustering 

unplanned and planned outages. In Windows Server 2008 

with Hyper-V as virtualization platform, we can integrate 

Failover Clustering as part of its high-availability strategy for 

virtualized infrastructure. Windows Server 2008 Failover 

Cluster is composed of at least two servers (nodes) that are 

interconnected through various network links, one to track the 

status of individual nodes. Every Failover Cluster node is 

connected to the common disk array, such as Storage Area 

Network (SAN), and only one node in the cluster can have 

custom settings for network and disk resources associated 

with the application or service at one time. There are two 

different levels at which we can implement failover cluster on 

Hyper-V virtualization at the host and the guest operating 

system level. There are two Hyper-V High Availability 

implementations, Hyper-V Guest Clustering and Hyper-V 

Host Clustering [4]. 

 

 Guest Clustering provides two key values: 

 

Application Health Monitoring – Enables health 

monitoring of applications running within a VM. For 

example; if SQL Server is placed in a VM then the health 

state of SQL will be monitored to ensure it is functional and 

take recovery actions if the SQL instance were to crash or 

hang. 

Application mobility – Allows applications to failover 

from one VM to another VM. For example; if you need to 

patch the guest operating system you can move the 

application to another VM and reduce downtime. 

 

It is supported by Microsoft to run Failover Clustering in a 

virtualized environment with Windows Server 2008 R2 

Hyper-V; however the support policy varies for different 

guest OS versions [15]. 

 

IV. GOALS AND ANALYSIS 

 

An industrial information portal – Wonderware Information 

Server from company Wonderware corp. represents dynamic 

portal type sites that acquire, combine and process the 

business data from different providers (not only SCADA/HMI 

applications and historical data but also data from MES 

(Manufacturing Execution System), ERP (Enterprise 

Resource Planning) applications). This data are organized and 

customized for needs of users and they are accessible to 

clients through universal portal interface.  

 

 

 
Fig. 1 Architecture of Distributed Control System in Laboratory 

 

Wonderware Information Server is a tool that provides 

opportunities for remote visualization and process control in 

real time. There are few real controlled models in laboratory 

(intelligent house, tube, magnet) and also a few virtual-

simulated models. All of these models are for research, 

presentation and educational purpose. Through information 

portal we have direct access for control of these models. 

Basically it allows access of visualized applications of these 

models, which were created in visualization software 

environment Wonderware InTouch, to an industrial 

information portal.  At figure 1 is architecture of distributed 

control system at laboratory L509. 

 

 It is necessary  that industrial information portal is 

always available. So basically there is need to apply a High 

Availability strategy on our system. There are few providers 

that provide the ability to apply this strategy. We have chosen 

Hyper-V High Availability implementation, specifically 

Hyper-V Guest Clustering. In a Guest Cluster 

implementation, the clustering service runs on the guest 

operating system in the virtual machine. This type of 

clustering provides high availability for applications that are 

hosted within the virtual machines. 

 

Clustering within guest operating systems doesn't depend 

on clustering being enabled on the Hyper-V hosts. The 

requirements for clustering in guest VMs are the same as for 

physical machines operating in a cluster - suitable network 

connectivity and, depending on the services, access to shared 

storage. In the case of guest VMs, shared storage means iSCSI 

storage. 

 

If there is need to move VMs between Hyper-V hosts with 

no downtime, we need to use Quick Migration or Live 

Migration technologies, which require clustered Hyper-V 

hosts. 
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Fig. 2 Hyper-V Guest Clustering Within a Single Physical Server 

 

In Figure 2, virtual machines 1 and 2 are running on the 

same server. In this scenario, the workloads being managed 

by the clustering service in the guest operating systems in the 

VMs will not survive a physical server outage or a crash of 

the parent partition. There are other scenarios of Failover 

Clustering, that are truly and more High Available but this 

scenario is very interesting for testing, training or 

demonstrations. In this case, shared storage must be an iSCSI 

SAN (Internet Small Computer System Interface Storage Area 

Network).  

This scenario and High Available strategy is making the 

Wonderware Information Server (web server) more available 

and more resistant to unplanned outages and allows managing 

planned outages of web server.  

 

V. CONCLUSION 

Using the Failover Clustering and High Availability 

strategy for industrial information portal, was a reasonable 

demonstration to ensure a high availability of web server for 

the smooth running of an information portal. In this case we 

dealt with the scenario of failover clustering, where was used 

a single physical server, in which were two virtual machines 

with Wonderware Information Server, using shared data store. 

There is a strategy with higher High Availability, but for our 

purposes (testing, training and demonstrations) suffice this 

one. 
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  Abstract—In paper presented proposal is discussing about 

mobile communication systems for transferring high amount of 

data with high rate transmission such as UMB system are. It 

describes methods for authentication and authorization of mobile 

node in mobile communication network. Proposed method offers 

effective device authentication and user authentication during an 

initial call setup and as well as for mobile communication network 

in mobile communication system. Process for authentication and 

security ensure is performed by appropriate implementation of 

Extensible Authentication Protocol (EAP) in mobile 

communication network without using PPP. The next aspect of 

presented method is showing, that the performance of device 

authentication and user authentication is more securely and more 

efficiently, even when network nodes responsible for controlling of 

signaling for a mobile nodes, are logically or physically separated. 

 

Keywords—UMB, EAP, Authentication 

 

I. INTRODUCTION 

Since the mobile communication system typically operates 

via a Point-to-Point Protocol (PPP), a Challenge Handshake 

Authentication Protocol (CHAP) or a Password 

Authentication Protocol (PAP), which is framework that can 

work above PPP, is used for user authentication or device 

authentication. However, these protocols are not viable for an 

Ultra Mobile Broadband (UMB) system developed by the 

3GPP2 to transmit more data at higher rates. Hence, an 

authentication and security technique that can support the 

UMB more efficiently is needed [1]. 

In mobile communication system such as 3
rd
 Generation 

Partnership Project 2 (3GPP2), Code Multiple Access 1x 

(CDMA 1x) and Evolution-Data Only (EV-DO), a Base 

Station (BS) is responsible for managing radio resources and 

network entity within a core network [3]. 

Conventional authentication and security technologies for a 

1xEV-DO system are not effective in a perfect protection 

against channel hijacking and allows for unauthorized use of a 

service without payment of a lawful charge for the service. 

Moreover, the conventional system is vulnerable to denial of a 

service caused by a message attack at a protocol level as well 

as at a Radio Frequency (RF) level. Accordingly, there is a 

need for system and a communication network that enable 

secure communications. 

II. PROPOSAL PREDISPOSITIONS 

A. CDMA systems 

Very briefly remind, what in point of fact the CDMA is and 

differences with GSM. The CDMA is for communication 

canals division using cryptography by pseudorandom code. It 

exists in different modes for 2nd and 3rd networks generations. 

The GSM is using canal time-division method (TDMA). 

The oldest standard – CDMAOne belongs to 2
nd
 generation 

networks and was originally dedicated especially for voice 

communication. Different revisions increased step by step the 

speed of data flow to 64 kbit/s. Today most of 

telecommunication operators in America and Asia are 

migrating from CDMAOne technology to CDMA2000. The 

CDMA2000 technology includes different standards covered 

by 3GPP2, which is CDMA organization part for mobile 

networks development 3
rd
 generation (3GPP- The 3

rd
 

Generation Partnership Project). 

Today covering these modes:
 

• CDMA2000 1xRTT (voice + data to 144 kbit/s or to 
307 kbit/s), 

• CDMA2000 1xEV-DO (just data, DO=Data Only, to 
2,4 Mbit/s or to 3,1 Mbit/s in revision A + voice over 

internet support) and 

• CDMA2000 1x EV-DV (voice + data to 3,1 Mbit/s) 
[2]. 

 

B. EAP protocol definition 

The EAP protocol is an authentication framework 

frequently used in wireless networks and Point-to-Point 

connections, defined in IEEE 802.1x. Protocol is 

encapsulating frames on 2nd layer. It can be used for 

authentication, authorisation and accounting (AAA) and uses 

services from RADIUS sever for key producing (per-session, 

per-user). The Base Station is as the first associating with 

Access Point (AP) (using open system authentication) and 

then EAP authentication starts. When EAP authentication 

finished successfully, the AP and BS have number of required 

keys for secure communication between them. Problems can 

have possibly only first phase, which is not secured and is 

vulnerable for DoS attacks [4]. 
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There are several protocols for authentication: 

LEAP 

The Lightweight Extensible Authentication Protocol 

(LEAP) is a proprietary EAP method developed by Cisco 

Systems. LEAP uses a modified version of MS-CHAP, an 

authentication protocol in which user credentials are not 

strongly protected and are thus easily compromised. The user 

mane here is not encrypted and it uses just 16 bits DES 

algorithm. This method was not build for networks with free 

access to data medium.  

EAP-TLS 

The security of the EAP-Transport Layer Security protocol 

is strong, provided the user understands potential warnings 

about false credentials. It uses PKI to secure communication 

to a RADIUS authentication server or another type of 

authentication server. Both neighbours are authenticating each 

other by using a certificate: first the authentication server send 

crated certificate to a client and then the client send verified 

certificate back [8]. 

EAP-TTLS a PEAP 

Both TTLS and PEAP were developed in response to the 

PKI barrier in EAP-TLS. The structure of TTLS and PEAP 

are quite similar. Both are two-stage protocols that establish 

security in stage one and then exchange authentication in stage 

two. Stage one of both protocols establishes a TLS tunnel and 

authenticates the authentication server to the client with a 

certificate. (TTLS and PEAP still use certificates to 

authenticate the wireless network to the user, but only a few 

certificates will be required, so it is much more manageable.) 

Once that secure channel has been established, client 

authentication credentials are exchanged in the second stage 

[7]. 

EAP-FAST 

The EAP-FAST (Flexible Authentication via Secure 

Tunneling) is a protocol proposal by Cisco Systems as a 

replacement for LEAP. The protocol was designed to address 

the weaknesses of LEAP while preserving the "lightweight" 

implementation. Use of server certificates is optional here. It 

uses a Protected Access Credential (PAC) to establish a TLS 

tunnel in which client credentials are verified. EAP-FAST has 

three phases. Phase 0 is an optional phase in which the PAC 

can be provisioned manually or dynamically, but is outside the 

scope of EAP-FAST. PAC provisioning is still officially 

Work-in-progress, even though there are many 

implementations. PAC provisioning typically only needs to be 

done once for a RADIUS server, client pair. In Phase 1, the 

client and the AAA server uses the PAC to establish TLS 

tunnel. In Phase 2, the client credentials are exchanged inside 

the encrypted tunnel [5]. 

III. DESCRIPTION OF PROPOSED COMMUNICATION 

Proposed system has to provide: 

(1) establishing a connection and procedure for session 

negotiation, 

(2) device authentication procedure, 

(3) user authentication procedure, 

(4) procedure for generating a key set for data encryption 

and data integrity check, updating a session and 

storing the ky set, 

 

Procedures (1) a (2) will be describe detailed in sequence 

with Fig.1, procedure (3) in sequence with Fig. 2. 

Referring to Fig.1, each of BSs establishes radio connection 

with Mobile Station (MS) within its service area, i.e. cell, and 

communicates with the MSs via the radio connections. When 

MS is in idle mode, SRNC is controlling signaling of the MS 

through the BS. The BS connects the MS to a packet data 

network such as the Internet through an Access Gateway 

(AG). In Fig.1, significant network entities in the packet data 

network, i.e. Home Agent (HA) and an Authentication, 

Authorization and Accounting (AAA) server, are shown. If 

authenticator for device authentication of the MS is in the 

SRNC, the SRNC having an interface with the AAA sever is 

used for device authentication, as will be described below. 

Interfaces exist between the BS and the SRNC and between 

the AG and the SRNC for managing the mobility of the MS, 

and a data path exist between the AG and the BS. To 

authenticate the MS, the SRNC is provided with a device 

authenticator (not shown) and the AG has a user authenticator 

(not shown). For this time it could be described that the AG 

and the SRNC are incorporated into a single physical entity 

for authentication, the same effect is achieved as far as an 

appropriate interface between the AG and the SRNC, even 

when the SRNC is configured to be a separate physical entity. 

 

 
 

Fig. 1. diagram of mobile communication network environment 

 

 

Upon received of a connection request message (Fig.2), for 

example, a route request message from the MS (Connection 

Request), the BS transmits a Context Request message to the 

SRNC to request session. When the SRNC delivers a Context 

Response message including session information to the BS, 

the BS transmits to the MS a connection response message for 

the connection request of the MS. Then a session 

negotiation/configuration is carried out. 

After the connection setup and session negotiation is 

completed, device authentication is performed in next steps. 

The BS transmits an AR EAP Start message to the SRNC to 

trigger the SRNC`s transmission of an EAP Request message. 

When the SRNC transmits an AR EAP Payload message with 

MS 
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an EAP Request/ID encapsulated to the BS, the BS transmits 

an EAP Request/ID Radio Link Protocol (RLP) message 

including the EAP Request/ID to the MS by the RLP. 

The MS transmits an EAP Response/ID RLP message 

having an EAP Response/ID with NAI to the BS by the RLP 

in response to the Request/ID and the BS transmits an AR 

EAP Payload message having the EAP Response/ID 

encapsulated to the SRNC. In next step, the SRNC transmits 

to the AAA server the EAP Response/ID in an AAA Access 

Accept message such as a Remote Authentication Dai-In User 

Service (RADIUS) access request message or an access 

request message based on the AAA protocol. Thus, an EAP 

negotiation is made between the MS and the AAA server 

according to an EAP method through SRNC. 

When the EAP negotiation is completed, the AAA server 

transmits an EAP Success message and D-MSK to the SRNC 

by an AAA Access Accept message. It can be further 

contemplated as another exemplary embodiment of the present 

invention that the SRNC generates a PMK using the D-MSK 

and stores the PMK. In last step, the SRNC transmits an AR 

EAP Payload message with the EAP Success message 

encapsulated to the BS. The EAP Success message is 

delivered from the BS to the MS by an RLP message. 

Referring to second part of Fig. 2 (red highlighted), the BS 

transmits an AR EAP Start message to the AG to trigger the 

AG`s transmission of an EAP Request message.  Alternatively, 

the SRNC may received the AR EAP Start message from the 

BS and relay it to the AG. The AG transmits an AR EAP 

payload message with an EAP Request/ID encapsulated to the 

BS. Alternatively, the SRNC receives the AR EAP Payload 

message from the AG and then relays it to the BS. The Bs 

transmits an EAP Request/ID RLP message including the EAP 

Request.ID to the MS by the RLP [9].  

The MS transmits an EAP Response/ID RLP message 

having an EAP Response/ID with a NAI to the BS by the RLP 

in response to the EAP Request/ID and the BS transmits an 

AR EAP Payload message having the EAP Response/ID with 

the NAI encapsulated to the SRNC. SRNC relays the AR EAP 

Payload having the EAP Response/ID with NAI encapsulated 

to the AG. If the AG and SRNC are configured to be a single 

physical entity, these steps could be just one process that takes 

place in an internal interface of the physical entity. In next step 

the AG transmits to the AAA server the EAP Response/ID 

with NAI encapsulated in an AAA Access Accept message 

such as a RADIUS access request message based on Diameter 

AAA protocol. Thus, an EAP negotiation is made between the 

MS and the AAA server according to an EAP method through 

the SRNC and AG. 

When the EAP negotiation is completed, the AAA server 

transmits an EAP Success message and a U-MSK to the AG 

by an AAA Access Accept message. Although both or either 

of the user authentication and the device authentication can be 

performed according to the service provider`s choice, this 

invention uses a key used for the user authentication as a root 

key for a subsequent procedure if the user authentication 

follows the device authentication. Therefore, the AG induces 

an R-MSK from the U-MSK received form AAA server and 

transmits the R-MSK to the SRNC by an AR EAP Payload 

message with the EAP Success message encapsulated. 

In next step, the SRNC relays the AR EAP Payload 

message with the EAP Success message and the R-MSK 

encapsulated to the BS. If a PMK is generated using the U-

MSK, the SRNC induces the PMK from the R-MSK generated 

from the U-MSK and transmits the EAP Success message to 

the MS by RLP message. The MS stores the PMK acquired 

from the EAP Success message from use during a session [7]. 

 

 
 

Fig.2.: data flow diagram for connection and authentication process and 
for user authentication 

 

IV. THE SRNC FUNCTIONALITY DESRIPTION IN DEFINED 

NETWORK ENVIRONMENT 

The SRNC receives a request message including a Context 

Request or Session Fetch Request from the BS and replies 

with a Context Response message or a Session Fetch 

Response message. 

The Context Request message and the Session Fetch 

Request message request a context including session 

information to estblish a communication path. Upon receipt of 

an Authentication Relay (AR) EAP Start message-requesting 

authentication from the BS, the SRNC transmits to the BS an 

AR EAP Payload message in which an EAP Request message 

with Network Access Identifier (NAI) is encapsulated. The 

EAP Request message with the NAI is referred to as an EAP 

Request/ID, where the ID is an identifier field in the EAP 

Request message. 

Upon receipt of an AR EAP Payload message having an 

EAP Response message with the NAI encapsulated from the 

BS, the SRNC transmits an AAA Access Request message 

with the EAP Response message to the AAA server in order to 

perform an EAP authentication procedure. In next steps, the 

EAP Response message with the NAI is referred to as the EAP 

Response/ID. In next step an EAP conversation can be 
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conducted between the SRNC and the AAA server according 

to an EAP method. When the EAP conversation is completed, 

the SRNC receives an EAP Success message indicating 

success of the EAP authentication and a Device-Master 

Session Key (D-MSK) related to device authentication from 

the AAA server by an AAA Access Accept message. The EAP 

Success message and the D-MSK are encapsulated in the 

AAA Access Accept message. The D-MSK is a master key for 

use in device authentication. The SRNC can use the D-MSK 

for generating a Pairwise Master Key (PMK). 

If the SRNC has not received the AR EAP Start message 

directly from the BS, all process continues by receiving an AR 

EAP Payload message having an EAP Response/ID with NAI 

from the BS and the SRNC relays the AR EAP Payload 

message having the EAP Response/ID to the AG. The EAP 

Response/ID is generated by the BS in response to an EAP 

Response/ID received directly from the AG. 

In next step, the SRNC receives from the AG an EAP 

Payload message in which an EAP Success message related to 

the EAP Response/ID is encapsulated. This EAP payload 

message with the EAP Success message encapsulated includes 

a Root-MSK (R-MSK) that the AG has generated based on 

User-MSK (U-MSK). The U-MSK is used for user 

authentication. The AAA server generates the U-MSK based 

on a long-term credential and provides it to the AG, for 

generation of the R-MSK. The R-MSK can be used for 

generating a PMK. The SRNC generates the PMK using the 

R-MSK. The PMK is used for generation of data encryption 

relayed keys to be used during a session, for generation of 

keys to be used for data integrity check or for generation of a 

Session Root Key (SRK). I another example, the SRK can be 

used for generation of data encryption-relayed keys to be used 

during a session or for generation of data integration keys. 

The D-MSK and U-MSK are used for device authentication 

and user authentication respectively. The D-MSK and U-MSK 

are induced from the long-term  credentials or an Extended-

MSK (E-MSK) induced from these terms. If the U-MSK is 

used, the SRNC receives the R-MSK generated from the U-

MSK from the AG, generates the PMK using the R-MSK and 

generates the data encryption-related keys using the PMK. 

V. SUMMARY 

A method for performing device authentication and user 

authentication of a Mobile Station (MS) in a mobile 

communication network, comprising the steps of: 

Establishing a connection between the MS and SRNC that 

controls communications of the MS through a BS; 

Receiving a Device-Master Session Key (D-MSK) for 

device authentication of the MS from an Authentication, 

Authorization and Accounting (AAA) server thathas 

completed Extensible Authentication Protocol (EAP) 

negotiation with the MS and storing the D-MSK by the SRNC, 

when the BS triggers an EAP authentication after the 

connection estblishment; 

Recaiving a Root-MSK (R-MSK) from an Access Gateway 

(AG) and storing the R-MSK by the SRNC after the 

connection establishment, the R-MSK being generated using 

a User-MSK (U-MSK) for the user authentication of th MS 

received from the AAA server by the AG; 

Generating a Pairwise Master Key (PMK) for use during 

a session using at least one of the D-MSK and the R-MSK by 

the SRNC; and 

Generating a key set using the PMK by one of the BS and 

the SRNC, for use in at least one of data encryption, data 

integrity check and session management during he session.     

VI. CONCLUSION 

Authentication and security method for a mobile 

communication network according to the present proposal is 

also applicable to other mobile communication systems having 

a similar technological and channel structure with jus slight 

modifications made within a scope of present proposal. 
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Abstract –It is important to monitor an object and evaluate its 

characteristics such as speed and direction of its movement, size, 

shape, etc in many areas of science. In our case it was necessary 

to analyze the movement of mini-pig infected by 

neurodegenerative disease. As it was not necessary to use the real 

time analyzing, we used the offline method of analyzing, what 

allowed us to use more time-consuming methods which afforded 

more accurately analysis.   

 

 

Keywords – motion tracking, segmentation, grab-cuts, threshold,  

background, seed region, bi-elliptical model, kalman filter 

 

I. INTRODUCTION 

 

In recent time, it is still more popular to use the knowledge 

from technical science also in medicine or physics, etc. Our 

algorithm was created as a reaction to necessity of analyzing 

the influence of neurodegenerative diseases to behavior of 

living organisms. In this article, I tried to summarize our 

approach to the task and to explain the algorithm we used.        

 

II. MATERIALS AND METHODS 

 

A. Hardware 

We used computer with 2GHz Dual Core CPU, 3GB of 

RAM and 64MB VGA+ for our segmentation method. It is a 

common configuration. 

 

B. Software 

We used the OpenCV and Visual studio 2005 for creation 

of all needed applications. The applications were developed in 

C++ language.   

III. IMAGE ANALYSIS AND MOTION TRACKING  

 

First of all it is necessary to divide the video into individual 

frames for motion trFacking of an object. We found out, that 

if the video was encoded by DivX, it is difficult to extract 

individual frames.  That is why we encoded each analyzed 

video in mjpeg format. The video was mostly framed with 

frequency 25 frames per second.  In our case, we used 

frequency 1 frame per second for motion tracking. We 

extracted the frames from video by the application which was 

developed exactly for this project. It is called 

VideoDecompiler. You can see it in the figure 1. The 

application allows selecting of video for decompilation and 

frequency of framing. Individual frames are saved into 

dedicated directory.      

 

  

Creating of background 

For time-effective detection of object it is adequate to 

eliminate all unnecessary information from each frame. We 

achieved it so we deducted background from each frame. 

There remained only object and noise in the analyzed image.  

 

The background we can get by two methods:  

 

1) We recorded the background first we placed the object 

in the monitored field. 

 

2) We selected stack of frames, so we removed the object 

from the original place to another. In the last frame the 

object did not cover any pixel, which was covered in the 

first frame. The analyzed object was lighter than 

background so we found the minimum of every pixel in 

every frame in the stack.   

 

 

 
 

Fig.  1 video decompiler 
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Deducting of background from frame 

As it was mentioned, for improving time-effectiveness of 

image processing it is adequate to eliminate all unnecessary 

information. We deducted background from frame and we got 

more homogenetic image. In this image we applied binary 

threshold so we eliminated most of noise. Even though little 

of noise still remained there. From this moment we worked 

just with the binary image. Other smoothing of image we did 

with morphological operation opening.  

 

Opening – for eliminating small objects 

We used operation opening for eliminating little of noise 

from image (fig. 4), so we smoothed object and eliminated 

small areas caused by noise. It was necessary for saving time 

for other image processing. Usually the image after the 

operation is almost perfect smooth and contains only binary 

information about the object. The image may contain some 

false objects. It is caused by imperfection of operation 

threshold.  We eliminated such like objects by analyzing of 

property of objects of the image, specifically their content. 

 

Eliminating all objects based on their content 

We knew what the object should contain, that is why we 

filtered off all objects which did not have the adequate 

content. All objects which contained more or less pixels as we 

needed were eliminated. Objects with less than 500 pixels and 

more than 4000 pixels were eliminated. In our case the objects 

contained about 2000 pixels. Frames with resolution 352x288. 

 

Finding the center of gravity 

Usually the object after this operation was equally detected. 

We found the center of gravity of the object in binary image 

which contained information of object‘s position and content. 

It is showed in the figure 5. 

 
 

Finding the farthest points and creating lines with the 

middles in the center of gravity 

The object which we were analyzing in our experiment was 

mini-pig. Its basic property was its oval shape. Its shape could 

be more complicated than just oval. We described it in the 

article [5]. According to this knowledge we found the two 

farthest points of the object which were crossing the center of 

gravity.  

 

 
 

Fig.  5 Object and center of gravity 

 

 
 

Fig.  4 Binary threshold 

 

 
 

Fig.  3 Background 

 

 

 
 

Fig.  2 Analysed frame 
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Creating seed region 

According to the center of gravity and two marginal points 

it is possible to create a curved line – angle-skeleton which 

describes how is the pig flexed, where is it looking and how is 

it removed in the field. We linked two ellipses to the angle-

skeleton. The ellipses had one common point in the pig’s 

center of gravity. We called this object bi-elliptic model [8]. 

We applied this model as a seed region in the grab-cut 

method.  

 

 

Applying grab-cut 

We used the grab-cut method for finding the best edge of 

object. We used the method also in [9]. We chose this method 

because it was adequate for finding edges of objects also in 

the complicated images. This method in the input needs 

analyzed image, region of pixels which absolutely belong to 

the object and region of pixels which absolutely do not belong 

to the object. 

We generated the input parameters according to our bi-

elliptic model. We reduced the object represented by our 

model to 60% and we used the reduced object as a seed 

region, the region which absolutely belonged to the object. 

Thereafter we enhanced the bi-elliptic model to 200% and 

edge of the model represented the region which absolutely did 

not belong to the object and at the same time allocated the 

region behind which we would not apply the grab-cut.  The 

edge was coveted in the accrued area. 

 

 
 

Editing kalman filter and predicting next center of gravity 

We also used Kalman filter for further improving motion 

tracking of object. It allowed us to predict position of next 

center of gravity according to all previous. The improving of 

algorithm also serve to accelerating of analyze and improving 

the accuracy.  

Practically it worked as follows: 

1. Setting the initial attributes of Kalman filter. 

2. Predicted attributes served to improve the filtering the 

object from noise. 

3. After final recovery of the real edge of object, the 

center of gravity was calculated and kalman filter was 

updated. 

IV. EXPERIMENTAL RESULTS 

We found out, that our algorithm was stabile and was 

adequate for conditions with stabile lighting. In conditions 

with unstable lighting, it was necessary to calibrate the 

algorithm and edit the way we got the information about 

background. The algorithm was stabile also in case when the 

monitored object had very similar properties as the 

background.    
 

V. CONCLUSION 

Our approach was very effective from sight of finding the 

properties of object, such as shape, position, rotation, etc. We 

improve the effectiveness of the algorithm by combination of 

modern and classic methods. This method is adequate for 

motion analyses of different objects in different conditions.   
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Fig.  8 Bi-Eliptic model on real condition 

 

 
 

Fig.  7 Bi-Eliptic model 

 

 
 

Fig.  6 Angle-sceleton of minipig 
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Abstract—In this paper, we present an algorithm that auto-
matically discovers subgoals in reinforcement learning. In the
proposed algorithm, the subgoal is a narrow part of a state space
- ”bottle neck” that lies between (or connects) two regions. The
main idea of the algorithm is that, as an agent goes through
the subgoal and enters the new region the agent starts exploring
the part of the state space in which it has not been before for
a specific time. The aim of discovering subgoals is to speed up
learning by allowing transfer of knowledge on various levels of
abstraction. The performance of our algorithm is illustrated in
so-called rooms navigation problem.

Keywords—automatic subgoal discovering, option, Q-learning

I. I NTRODUCTION

Reinforcement learning has proven to be a powerful tool in
tasks, where (almost) all information we can provide learning
agent is a goal to reach. The goal is determined by a reward,
usually at the end of the episode. The aim of the agent is to
learn by trial and error to get the highest reward along the
path and thus reach the goal [1]. As the agent is provided
just with a little information, it takes the agent a long time to
learn, especially in the case when the agent is a real robot, not
a simulation. One way, how we could speed up the learning,
is to reuse the knowledge from previously learned tasks. To
transfer the knowledge, we consider hierarchical reinforcement
learning approach. The knowledge transfer in various levels of
abstraction allows us to use even parts of knowledge in a new
task.

In this paper, we focus on the problem, how to find subgoals
in a task. These subgoals divide the task into the parts,
subtasks. Every such a task could be assigned to an option
[2], which we can see as an action on the higher level of
abstraction andwhich is easy to transfer [3][4].

The subgoals,we can see as a “funnels” or “bottle necks”
in the state space [5]. In general, the bottle neck is a state (or
a group ofstates), that lie on the path to the goal and it is
critical to go through this state. There are several methods for
finding such subgoals. In [6] as subgoals there are determined
the stateswith high frequency of visit or the states with a
high reward gradient. Other approach to discover subgoals
automatically is to use diverse density [5]. Krechmar et al. in
[7] proposed algorithm that uses a combination of a frequency
anda distance of a state from the start or from the end state.
Subgoal discovered by algorithm in [8] is a state with a high
gradientof a number of states leading to the state. Simsek

in [9] considered similar idea to ours and defines a relative
novelty of a state in a transition sequence.

II. REINFORCEMENT LEARNING

Reinforcement learning is a kind of learning, in which an
agent, by interaction with an environment, tries to reach a
goal. Usually, this problem is described as Markov Decision
Process (MDP) [1]. An MDP is given by the tuple〈S,A,T,R〉,
where S is a set of states, that the agent can be in,A is a
set of available actions,T : S× A× S→ [0, 1] is a transition
function, which defines the probability of transition from the
states ∈ S to the states′ ∈ S when choosing actiona ∈ A

in states. R : S× A → R defines a reward, that the agent
receives from the environment when choosing actiona in state
s. The goal is to find an optimal policyπ : S × A → [0, 1].

Q-learning is one of the most used off-policy RL algorithms.
The update rule for Q-learning is defined as:

Q(st, at) ← Q(st, at) + α[rt+1+

+γ max
a

Q(st+1, a) − Q(st, at)]
(1)

where Q(st, at) is the action-value function, which is a
value of choosing actiona in state s and following policy
π and rt+1 is a actual reward given by the environment in
time t + 1.

As our goal is to reuse the knowledge on various levels of
abstraction, subgoal is represented by an option framework.
Option is extended action - closed-looped policy for taking
action over period of time [2]. Option is defined as a triple
〈I, π, β〉, whereI ⊆ S, is an initiation set of states, states in
which an option is available.π is the option’s policy andβ(s)
is the probability, that option will terminate in states.

III. N EWNESS IN STATE SPACE

As we have already mentioned, the subgoal, our algorithm
is able to discover, is defined as a state, which connects two
state regions. By region, we understand set of states that are
mutually easily accessible, which means, that there are more
different (possible) trajectories in the state space between each
two states. Between two regions, there are only few (or even
one) possible trajectories that connect states from two different
regions. On these trajectories lie states, that we consider to be
subgoals.
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Fig. 1. Subgoal template. The subgoal template in a time series of the
statenewness for parameterβ = 0.99. The red bar indicates position of the
subgoal. The x-axis refers tot and the y-axis refers toN according to2.

One of the main features of the reinforcement learning
algorithms is atrial and error approach. It means that there
is a certain probability of choosing a random action1 and the
agent, inorder to find the optimal policy, is thus exploring the
state space.

Our algorithm is based on the idea that as the agent is
exploring the state space, more states are being visited and the
region in the state space becomes familiar for the agent. After
several time steps (depending on a size and a discretization of
the state space) agent occurs at states that has already been
visited before. When the agent crosses some potential subgoal
and enters a new region it starts occurring at unvisited states.
So in the proposed algorithm we are looking for the states in
which there is a significant change in a temporal presence of
the visited and unvisited states.

The proposed algorithm runs in parellel with learning al-
gorithm (Q-learning). During learning we just need to store
history of the visited statesst for every time step of the episode
and the information of the newnessNt of a current statest,
where

Nt =

{

βNt−1 + 1 if st is visited for the first time
βNt−1 otherwise.

(2)

The β parameter is from[0, 1].
The next step is to find a position (t) in the history

of the newness where the value changes more significantly.
According to (2), the history ofN before andafter the subgoal
should look like on Fig.1, where the value ofNt is not
increasingin the current region until it enters a new region. To
find such a templateτ in the given history, we used normalized
cross-correlation (3), where templateτ is shiftedby u steps
in x direction [10].

r =

∑

x
(f(x) − f̄u)(τ(x − u) − τ̄)

√

∑

x
(f(x) − f̄u)2

∑

x
(τ(x − u) − τ̄)2

, (3)

where f̄u denotes themean off(x) within the area of the
templateτ shifted byu steps and̄τ is the mean value of the
templateτ .

After every episode, a candidate for the subgoal is the state
with local maxima in the series of correlation coefficients
higher than a specified threshold. The position of the potential
subgoal is shifted within the template byn steps, wheren is
the position in the template, whereN starts to increase.

1e.g.ǫ-greedy policy

Fig. 2. Two-room gridworld environment. There is an agent (robot) withkey
in the upper left corner. The key position represents a yellow square. The door
is a gap between two rectangular obstacles in the middle of the environment.
In the upper right corner, there is a goal (red square) that the agent tries to
reach.

IV. EXPERIMENTAL RESULTS

All experiments were conducted in a simulated environment.
The environment’s properties were set in the way to be similar
to our LEGO robot environment.

Our environment has a planar rectangular shape, with two
obstacles placed to create a “door” and to separate two regions
(Fig. 2). The environment is designed the way there two
obvioussubgoals - the key (to open the door) and the door.
Without the key, the agent can not go through the door.

We used Q-learning algorithm to find optimal policy with
a table representation of knowledge and therefore we had
to discretize the state space and the action space. The state
space was represented by agent’s position in the environment,
where the position was described by thex and y position
and the agent’s orientation (an angle with thex axis) and the
information whether the agent has the key (0;1). We had three
discrete actions: turn right (+α), turn left (−α) and go straight.

A. Q-learning

The size of the environment was600×500 with discretiza-
tion step 20 units in both dimensions. The orientation of
the agent was discretized byπ

4
step. Theresult was, that

we had only eight possible orientations. There were three
possible actions for the agent turn±π

4
and go straight 20

units. Q-learning parameters were set to the values:γ = 0.9,
ǫ ∈ [0.05, 0.01] and α ∈ [0.1, 0.03]. The agent got reward
+1.0 when it reached the goal, otherwise it was punished every
step with punishment−0.01.

B. Newness in state space

The algorithm parameterβ was set to0.99. The template
had length set to 100 steps, with the subgoal position at 50.
Values of the template before the subgoal position were set
to 0.0 and were increasing according to (2) after the subgoal
position.

After every episode, we selected the potential subgoals with
local maxima in the series of the correlation coeffitients higher
than0.98.

In Fig. 3, we can see how many each state has been selected
as apotential subgoal after first 100 episodes. When finding
subgoals in this task, we can omit the orientation of the agent,
as for the subgoal the important is just the position not the
orientation of the agent [11]. With this assumption, the count
of every statewithkey is depicted in Fig.4 (a). The key
position hasbeen selected 9 times and the door position has
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Fig. 3. Count of potential subgoals. The x-axis represents state index and
the y-axis represents the number of the state selection as a subgoal.

Fig. 4. State visitations histograms. Black color represents maximal number
in each histogram. (a) depicts situations after 100 episodes, (b) after 500 and
(c) after 1100

been selected 11 times. After first 500 episodes (Fig4(b)), the
state atthe key position has been selected 43 times, whereas
the state at the door position only 19 times. After another 600
episodes (Fig.4 (c)), the count of selections remains the same.

According toconducted experiments, the subgoals are more
obvious after the first 100 episodes when we can distinguish
them easily. Later on, the door-subgoal, which is closer to the
goal, becomes less significant in contrast to the key-subgoal
but is still visible. We can see a gradient in the histogram with
a local maximum in the position of the door-subgoal.

The reason is learning of the agent. The policy of the agent
selects the action according toQ−table with the highest value.

As the agent is rewarded at the very end, the reward ”spreads”
from the goal, back to starting positions. Therefore the agent is
doing less exploration of the environment around the subgoals
that are closer to the goal. The decrease in exploration results
in the situation when the difference between regions in the
number of the visitation of states is not so significant.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we have presented the algorithm capable of
discovering all subgoals in a simple gridworld environment
within reinforcement learning. To discover the subgoals, the
algorithm utilizes the difference in the property of states before
and after them, which we callnewness.

In the future work, we would like to focus on finding
subgoals on real domains where subgoals do not have to be
so evident.
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Abstract— These paper describes fundamental needs for 

creation of new software languages and provides overview of 
domain specific languages. It analyzes problems connected with 
creation of domain specific languages. Main goal is to describe 
common language model usable as basis for generating language 
specific tools. Model can also be used for language composition. 
Then we discuss issues concerning possible tools like parsing, 
printing. It presents possible input forms for language 
specification for common language model. By providing assisted 
language creation we can lower general cost of language. 
 

Keywords— computer languages, composition, domain-specific 
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I. INTRODUCTION 
Every time we look around us, we get some information 

from our surrounding. In order to understand such information 
we need to have knowledge of its meaning, its semantic. In 
other words, we have to know appropriate language. Almost 
everything can be described as some kind of language. We 
have traditional languages for communication, in oral or 
written form, but also our gestures transmit plenty of 
information for other people. Same it can be for 
communication between animals, or even art in any form can 
propagate some idea. Most of these so-called languages exist 
only in abstract form; usually we even cannot explain exactly 
the meaning. In this times we live our lives interconnected 
with machines, computers. They help us in different ways. But 
it is still very hard to make computer easily understand some 
new language, to teach them new language. In order to do so, 
we need to understand grammar theory, parsing, definition of 
semantics and have plenty of additional skills. 

In order to create something new with computer, we need to 
understand some programming language. This kind of 
language is hard to understand for ordinary people, or even for 
people with some specific knowledge. Imagine security expert 
trying to set non standard rules for securing building or even 
computer network, usually you have to understand existing 
possibilities and work only with those, it is not possible to 
write something new, because it would need a lot of work 
from someone else, or it would be even impossible to add to 
existing system. So our security expert has to spend his time 
thinking about how it can be done, instead of thinking about 
solution for next issue. 

II. HELP OF DOMAIN SPECIFIC LANGUAGES 
Let’s try to transform our problem to software language 

territory. Usual way for developing computer systems is 

through usage of general purpose languages like C, C++, Java, 
C# and many more. To be productive and so called “good 
programmer” it is not sufficient to just write programs solving 
specific problems, but you have to do language design as well 
[1]. Creation of new language can be expensive task, but it can 
help us in many different ways. We can be able to let our 
domain expert (for example security expert) to write his 
problems in words from his field of expertise and read outputs 
from computer in this same language constructs. So we would 
use domain specific terms which are understandable also for 
users and not only for developers. Designed language does not 
have to be extremely complex and universal as are general 
purpose languages.  

Domain specific languages promise advantages over 
general purpose languages. Anyone who can write same thing 
in less word and simpler form would be more productive, 
because as mentioned in [2], programmers tend to produce 
statements at the same rate whatever language they use. Only a 
few programmers go to trouble of creating new language as it 
is a problematic area for no skilled person and it can lengthen 
development process. Even if you create new language, it can 
be hard to bring to practical usage as it is new syntax to learn 
and it can be expensive to maintain [3]. This is why we usually 
can see domain specific terms only used in general purpose 
languages, which does not support abstraction very well. You 
ordinarily end up with code containing a lot of computer 
specific programming noise and lot less written code is really 
useful for solution of domain problems. So as you can see 
problem in developing new language is mainly in it cost and 
lack of experience to do so. 

Research to find techniques for developing secure, reliable 
and error free software is a long lasting process [4]. We can 
choose from different proposed engineering methods for such 
development: from waterfall model [5], to aspect oriented 
frameworks [6]. We would like to aim to language-based 
software engineering frameworks, which allows for creation of 
systems with use of own special languages, mostly domain-
specific languages [3]. This way we can also use domain 
experts as application developers to describe anything needed 
for created new system. 

III. ISSUES OF LANGUAGES 
We can say that the ultimate issue for not creating and using 

new languages is price for its development and maintenance. 
We can lower this price with tools supporting and helping in 
process of creation of new software language. Such tool can 
help overcome problems facing parsing issues for classical 
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textual languages. It can help you choose proper parsing type 
or provide tips for syntax. It can generate tools for 
serialization of internal sentence in memory to its textual 
representation (we call this printing). Creating such supporting 
tools should be main purpose in providing more accessible 
language engineering. 

Even if we have some domain specific languages created 
and used, there is another problem emerging. Have you ever 
tried to use domain specific language to configure behavior of 
program written in general purpose language or even use just 
XML for the same thing? It can be very handy, as long as you 
don’t need to change name of something (e.g. rename class). 
In this instance you usually have to change this name manually 
also in your file with DSL or XML, even if in program you 
can use refactoring. There is no standard way to describe 
different languages and composition of such languages. 

We would like to try to provide our view to this problem 
and possible solutions in this paper. It will be also presented 
on some of our tools. The main issue is to create common 
language model. Such model can serve as central part for 
describing each software language and as starting point for 
creation of supporting tools. These tools help to use the new 
language right away without need to create them specifically 
for each language. They can provide automatic textual output, 
language structure traversing, syntactical IDE highlight 
support and many more. Common language model can also 
help in creating composition of different languages and 
describing overlapping concepts. 

IV. LANGUAGE MODEL DESIGN 
Original framework for modeling language, which is our 

base framework, was completely described in [7]. It was based 
on writing of language implementation in annotated Java 
classes. Information provided in classes was used directly to 
generate language processor (parser), for designed language. 
This design was susceptible to unsupported constructions due 
to robust possibilities of Java classes. When we tried to create 
new tools, we had to deal with all information provided in 
Java classes again and again. So we decided to create our own 
internal model for description of language. Such model can 
also help with language composition. We used traditional 
language names for naming parts in model. For example, main 
used concepts are: 

• language, 
• concept, 
• abstract syntax, 
• concrete syntax, 
• patterns 
Simple connection between concepts of common language 

model is shown on Fig. 1. Each language consists of main 
concept named language, which can have one or more 
concepts. Concept can be divided to description of abstract 
syntax and concrete syntax. Abstract syntax can be further 
divided to properties of concept. Similarly, each context’s 
concrete syntax consists of none, one or few notations. 

We should be able to describe our language model concepts 
using its own structure, as it is done e.g. in UML [8]. This way 
it is possible to create tools also for our common language 
model. 

With the new model to internally represent designed 
language and provide checkable constraints and rules, we have 
achieved higher level of abstraction. Using this model it is 
easier to create more language specific tools, not just language 
processor as in our original modeling framework. In order to 
support previous version of describing language in annotated 
Java classes we have created tools for conversion between 
such language representation and representation in common 
language model. We will still be using Java classes as 
language implementation and as base for most tools. 

V. LANGUAGE TOOLS 
This section describes possible or existing tools for assisted 

language creation and maintenance. Some of tools can be 
created generically to support each language described using 
common language model and some tools can be generated 
specifically for designed language. 

A. Input forms 

One of valued property of designing new language is to be 
able to do so in more possible formats. This way you are not 
limited to usage of only one form, but you can choose from 
more or even create your own input form. 

Input for common language model can be in form of 
language implementation written as Java classes for each 
concept and annotated with additional information for 
description of concrete syntax and parsing specific data. This 
option provides possibilities to use your existing 
implementation containing already semantic of each concept. 
Description of semantics of new language can be done inside 
language implementation even for other forms of language 
design input. 

Second form of input is textual form for describing 
language concepts and syntax using our own domain specific 
language created for describing language’s concepts, abstract 
and concrete syntax and assigning different language patterns 
to them. Partial example of description of language using our 
DSL is succeeding. Each pattern is written using curly 
brackets, concept starts with keyword concept, abstract syntax 
starts with keyword AS and concrete syntax starts with 

 

Fig. 1.  Common language model 
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keyword CS. 

Next option for defining language is possibility of using 
already existing language sentences and describing only names 
and abstract syntax of concepts used in language. Then we 
should be able to use syntax analyzer to analyze our sentences, 
find patterns in them and generate concrete syntax for 
language. Diagram of possible inputs is in Fig. 2. displayed as 
inputs to language model (upper part of figure). 

In common language model we have created patterns, which 
can provide more information for item they are attached to. 
We can have patterns for language concepts, notation, notation 
parts, and properties of abstract syntax. Such patterns can 
describe constrains, references, formatting etc. For this kind of 
information in annotated classes we have corresponding 
annotations. Conversion between annotation and patterns is 
done automatically when creating language model. 

B. Language implementation 

In case you do not use annotated Java classes for design of 
new language it is expected to generate such classes 
automatically as they are needed for functional 
implementation of new language. We have designed and 
implemented generator, which creates one class for each 
specified language concept. For each possible language 
construct in language model there is defined its corresponding 
representation in annotated Java classes.  

C. Language tools 

Common internal language model can gain its value with 
possibilities of automatic creation of tools for each language. 
Such feature can even help in case of language evolution, 
when you change some language concepts and have to create 
completely new set of tools. 

In the beginning we have identified some tools, which we 
are able to generate automatically. The most needed tool for 
textual languages is parser, which allows us to read and 
transform textual representation of language sentence to its 
memory representation. During this process we can try to find 
the best possible way of parser implementation using pattern 
recognition in required concrete syntax and determine if it 
would be better to use LL, LR or other type of parser. 

In case that we have language allowing name references, we 
need to create tool for reference resolving. During reference 
resolve process we create directed graph from tree input. To 
make this part interoperable with different parsers, we have 
tried to implement it in aspect oriented solution, specifically 
AspectJ [12][13]. 

Traversing of created directed graph consisting of instances 
of language concepts can be traversed in simple manner. To 
provide language designer with such functionality we have 
created generator for tool which resembles Visitor pattern 
[9][10]. We can call this tool Concept visitor, as it goes 

through each of concepts and its connected concepts. 
Creation of textual representation from memory is inverse 

functionality of parser. It can be used to serialize information 
in memory. Thanks to concrete syntax part in our common 
language model, we can create tool for such serialization. This 
printer actually support pretty printing technique 
[11][14][15][16]. Generated printer is based on Visitor 
pattern. There were some problems needed to solve for 
creation of printer, which are out of scope of this article. For 
example we had to add patterns for defining formatting of 
pretty print output and solve decision for usage of best 
possible notation. 

There can be even more tools created from common 
language model. For example using language syntax you can 
create plugin for syntax highlighting in IDEs. 

VI. CONCLUSION 
The aim of this paper was to present problematic of creation 

of new software languages and provide ideas for improving 
this process. We have also presented our conception for 
common language model. This paper presented design and 
ways of implementation of new tools for language oriented 
software engineering using our solution. Everything we 
described was also successfully implemented and tested on 
created experimental languages. Presented common language 
model and tools generated using this model, can save us from 
writing hundreds of source code lines and considerably 
decrease cost for creating and maintaining new languages.  
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Fig. 2.  Inputs and outputs of common language model 

concept Constant 
    AS: name : string {Identifier}, number : Number 
    CS: name "=" number 
 
concept Expression {Parentheses} 
 
concept Factor : Expression 
 
concept Number : Factor 
    AS: value : int 
    CS: value 
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Abstract—Domain analysis is an effective technique for en-
abling many features including reuse, reverse engineering and
usability analysis. This refers to GUIs (Graphical User Interfaces)
too, which is the most important part of software allowing user
interaction. This paper describes how GUI formalization can
provide a basis for automatic domain analysis and later for
usability analysis. It describes different types of components
and their meaning as formalized domain terms, their properties
and relationships between them. The domain terms are then
recorded automatically from the GUI into a GUIIL domain
specific language. This paper also defines two hypothesis for
making domain analysis possible, determines the conditions,
under which these goals can be fulfilled.
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I. INTRODUCTION

Domain analysis - the process of collecting and organizing
information about a specific class of problems - has primarily
been a technique for facilitating software reuse [1]. The
structure of a defined domain can provide the basis for re-
trieving information about software components, for managing
complexity and for making reuse more efficient and effective
[2].

A. Motivation

When evaluating application usability, most of the tests
and evaluations focus on application fulfilling requirements
of usability definition, for instance like in the approaches
described in [3], [4].

When evaluating graphical interface usability, we concen-
trate on two main aspects affecting usability:

1) Ergonomic - main factors are: component positions in
the interface, colors, size of components and fonts, etc.

2) Content-procedural
The (1) refers to the terms that can be found in the interface.

They can be text-based or image-based. For the user, most
important is to understand them. Second important thing is,
that the terms contained in the interface either should be com-
mon, or they should belong to the application domain. Let’s
imagine a pharmacist or doctor working with an application
attempting to prescribe a receipt for his patient allowing him to
buy medicine in a pharmacy. In order to be able to work with
the application, he should see terms like “patient”, his “name”,
“surname”, “birth number” and terms like “medicine”, its
“bar code”, “name”, “price”, “usage”, “volume” or “number
of pills”, “ingredients”, etc. All these terms belong to the
domain of medicine and pharmacy. But the doctor should not

Fig. 1. Hierarchy of the components is created by inheritance

see terms like “My bank account”, “Author of a book” or
“Building block” in his application. These terms don’t belong
to a domain of medicine and pharmacy.

We think that these two parts - understandability and relation
to the domain are very important when evaluating usability.

B. Problems & Objectives

At present there are some procedures for GUI usability
evaluation are focusing on interface understandability and on
the terms domain-relation. We researched mainly in the area
of GUI usability evaluation (approaches described in [3], [4])
and, because it is very popular and it is not very far from
usability evaluation, testing ([5], [6], [7], [8], [9], [10], [11],
[12], [13], [14]).

Out of the researched approaches, only one evaluates
spelling of the terms (as it is with Sherlock described in [3])
or the terms are not analyzed at all. But none of the researched
approaches analyzes the correct semantics of the terms.

Our goal is to propose an approach for evaluating applica-
tion usability in terms of domain concepts and a system that
(in it’s final state) would be able to assess (to some extent)
understandability of terms in application - their classification
to the application domain, relationships between them and
their connection to their organization on components and
layout in the application (hierarchy of terms - see fig. 1).

Our final goal is to make automatic usability evaluation pos-
sible. But first we have to prove it’s even possible. Therefore
we state two hypothesis:

1) The graphical user interface is a (partial) description of
the application domain.

2) It’s possible to (automatically) analyze existing user
interface and search for domain terms in the interface.

Based on the hypothesis we state the following goals:
1) Prove that hypothesis 1 is valid.
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2) Based on hypothesis 1 prove that hypothesis 2 is valid.
3) Create a software solution to realize an experiment of

domain terms formalization as basis of application user
interface usability evaluation

We mentioned the first assumption in 1.1. For instance, a
bank system uses terms from banking. So we can say, that
for the application, in order to be understandable for users,
hypothesis 1 must be fulfilled.

II. RELATED WORK

In Sofia a research in information understandability in
interface design [15] is made, which is similar to our work.
But it’s on a more ergonomic level. Earlier work [2] also
deals with user interface formalization and its subsequent
transformation to a different interface. But they’re doing the
whole procedure on a console interface, which is considerably
easier to formalize than a graphical user interface.

III. BACKGROUND

A. Methodology

It’s possible to use one of these three basic types of usability
analysis:

• Component-based
• Image-based
• Source code based
The methodology of aplication domain terms analysis is

depending on the application structure: if the application is
made of components, we use component-based analysis; if
it’s not possible, we must analyze the interface from the
graphical aspect (graphics recognition, images, fonts, etc.) like
it is described in [16]; and if we can not use use either first
or second approach we go to the source code (source code
analysis), i.e. like in [2], [6] and [17]. For our approach,
in order to use the image-based analysis, we would need a
graphics recognition software to recognize the terms in the
interface and it would be very complicated or impossible to
recognize non-standard components and their relation to the
terms. And since we’re trying to analyze the user interface, we
can not go into the source code either. Therefore we decided to
use the first approach to prove the second hypothesis. During
our work several questions raised:

• Is the component-based analysis possible?
• When? What are the restrictions?
• How to identify components?
• How to extract data out of the components?
The component-based analysis is possible only if the appli-

cation is made of components. As for the other three questions,
we will answer them in the following sections.

B. Domain terms in GUI

We mentioned that in order to use component-based ap-
proach the GUI should be made of components. A basis is
always some window or a dialog and we put every component
in it. For better prospect we can put the components into
unlimited amount of containers (Panel). All the components
and containers in the interface represent terms in the user
interface. For these terms there exist some specific rules, there
are specific relationships between them and their hierarchy
is exactly determined. For instance, Button and Panel

Fig. 2. Person form and mapping its components into a component tree

represent terms. Their relationship is that a Panel can
contain Button components. A hierarchy builds up using
inheritance, which defines a membership of the component
in a logically related group. For instance if JButton inherits
from AbstractButton, this relationship automatically puts
it into a group of buttons, assigning correct attributes and
functions to it and determining a correct interface for its class.

We can identify these terms, extract information from them
and reflect them into a ”component tree” (Figure 2). Name
of the window/dialog can tell us, to which domain (domain
part) its components belong (for instance on Figure 2 the
components represent information about a Person).

C. Domain-Specific Unit

The domain specific units are components. The following
list presents the most frequently used graphical components
of Java Swing library in alphabetical order and their meaning
as terms of GUI language:

• AbstractButton - abstract class representing all functional
components of button and menu type. Buttons and menus
are basic functional components of a GUI and they relate
to a window (dialog), in which they are located. List of all
buttons and menus in a window (dialog) represents basic
functionality of the window (dialog). Excluding general
terms like OK, Cancel, Edit, Add, Delete, Save etc.) we
are getting domain-specific application functionality.

• Container - represents a grouping of components. About
domain-specific components located in a container we
can tell that they are related logically or graphically.

• ComboBox - allows choosing one item of a list. Items
can represent domain-specific units and we can tell that
they are logically related and mutually exclusive.

• FileChooser - allows choosing a file or directory. It’s
a functional GUI item enabling using a local file or
directory to read or process.

• List - allows choosing one or more items of a list. Items
can represent domain-specific units and we can tell that
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they are logically related and not mutually exclusive -
it’s possible to choose more items at once depending on
selection model.

• Menu - a specific case of a container grouping together
menu items (or functional elements). We can tell that
items of its group are logically related in functionality.
For instance a menu File groups together functional
elements allowing file manipulation like: Open, Save,
Save As. . . , Close etc. A menu can represent a group
of logically related functional domain-specific units.

• Spinner - represents a functional item displaying a spe-
cific type of data (number, date etc.). It allows incre-
mentation and decrementation of these data using its
functional buttons (arrows). About domain-specific units
of this type we can tell what type they are (according to
display) and what their constraints are.

• TabbedPane - a specific type of container allowing dis-
playing its components on one or more switchable pages
(tabs). These pages group together logically related com-
ponents. Thus a JTabbedPane component can represent a
list of groups of domain specific units and membership
of a unit is determined with a tab title.

• TextComponent - represents all basic text components.
About this item type we can tell that it serves for
acquiring and/or saving data of text type given by user.
We can get information about type of data (from label,
type - classic text field, password text field etc.), their
maximal length, about their content and constraints for
it; and in case of existence of a label also about their
purpose.

• Tree - represents a tree structure. The tree label tells us,
to which domain do its items belong. Items of the tree
represent units of this domain (domain part - subdomain)
with a precise hierarchical order, which indicates rela-
tions between them.

• Own components - when creating new components a
programmer inserts new terms into the general language,
he enlarges the general language with new domain-
specific terms. A domain-specific content depends on a
concrete component implementation.

[18] says that a programmer creates a new component,
it is like an injection of new words into natural interface
vocabulary. However, if a programmer creates these compo-
nents incorrectly (he defines terms, relationships and rules
incorrectly or not at all) it’s like a violation of a natural
language, inserting unknown terms in it making impossible
further communication in this language.

The components therefore should be created according to
a component definition so that they’d be fully open, reusable
[19], [20] and so they would not interfere with the existing
GUI language.

D. Identification of domain specific units

Different types of components are identifiable differently
and we can extract different information from them. Compo-
nents in the component tree can be identifiable with these basic
properties:

1) Component type - a class of the component.
2) Component name - the name attribute of the component.
3) Component title - the title attribute of the component.

Fig. 3. Person form and labelFor attribute problem

4) Component tool tip text - the toolTipText attribute of the
component.

5) Action command - the actionCommand attribute of a
functional component.

6) A labelFor attribute of a Label component - when using
a component, that doesn’t have its own visible identifier
we can use a Label and set its labelFor attribute to refer
to that component.

7) Component path - a path in the component tree. It
is a representation in memory and that always exists.
Therefore a computer path is a universal identifier.

8) Component coordinates - not stable, depends on inter-
face shape, component layouts and many other condi-
tions.

9) Own components - specific component identification ca-
pability depends on correct component implementation.

Points 1 to 6, if a component is identifiable by one of them,
represent domain-specific information. If a component is not
identified by any of the attributes 1 to 6, we determine it as a
potential usability issue. In this case, we use component path
and coordinates to identify this component.

Based on terms presented in section 6 and identification
properties presented in this section an application domain
analysis can be conducted. Figure 2 shows problem with labels
and components. Without the labelFor attribute filled, we can’t
say if the T1 text field belongs to L1 or L2 label. So it is with
T2.

IV. FORMALIZATION SOFTWARE

A software solution realizing formalization of GUI do-
main terms was implemented. This software solution uses
a component-based approach and the principle described in
the previous chapters to identify (and work with) components
representing terms of the interface. It proves the hypothesis 2
- the terms in the interface can be formalized. Conditions for
this approach are described in 4. The components are identified
using their textual identificators visible in the interface. This
is crucial, because even if the whole interface would be
replaced by another, the terms would be still there and our
software would be still usable. Input and output files for our
software solution are recorded in a simple domain-specific
language GUIIL. A DSL is a programming language of limited
expressiveness focused on a particular domain (for instance
medicine, banking, building, etc.) [21], [22], [23]. A sentence
in this language consists of a command sequence that can be
executed on GUI [24].

V. EXPERIMENTS & RESULTS

Experiments were made on few open-source applications -
jEdit, GuitarScaleAssistant, and SweetHome3D.
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The results showed that there are some obstacles to our
approach:

1) The application has to have common components, best
fulfilling the Java look & feel guidelines [25] in order
to be able to identify components using our approach.
One of related problem is the labelFor attribute issue
described on fig. 3.

2) If the application has its own class loader, it’s impossible
to identify components using our software solution.

3) Every component has to have its description or label to
be able to identify it as a domain term.

The solution for both 1) and 2) would be to create handlers
using aspect oriented programming, either for the custom
components or for the components that are not accessible
because of the second class loader. Point 1) is considered as a
potential usability issue. Point 3) describes the basic mistake
made by programmers, not identifying the components and
this is a basic assumption for understandability. Therefore we
also consider it to be a potential usability issue.

VI. CONCLUSION

We presented here a basis for a domain driven graphical
user interface analysis: a formalization of terms situated in
the interface. We defined a domain-specific language for
user interface and thus we enable component identification
based on domain terms that they represent. We also defined
conditions for such identification. Problems arised in process
of identifying components were either caused by incorrect
implementation of components (this we stated as a potential
usability issue) or by the application’s own class loader. As a
solution we proposed a way to create new drivers using aspect
oriented programming.

In the future we plan further research in the area of
automatic application usability evaluation. Possible challenges
are also methodical learning process of software usage and
automatic generation of software manuals.
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Abstract—Audio segmentation and classification is an essential
part of broadcast news processing system. This paper describes
basic concept of such content-based analysis and retrieval system.
The basic idea of designing an effective audio stream processing
system is to distinguish four fundamental sound classes, namely
speech, music, environment sound and silence. There exist several
techniques and algorithms that ensure correct segmentation and
classification of each single type of class, but discrimination of
mixed type audio data is still considered a difficult problem.
The effort is therefore aimed to develop fast, efficient and
reliable classification system with ability of adaptive multi-class
classification for various types of speakers and acoustic events.
One of the most substantial step in creating such classification
system is selection of an optimal feature set and robust classifier.
These two factors significantly influence resulting classification
accuracy. Retrieval accuracy of the proposed system depends
beside mentioned methods on indexing or annotation of audio
content as well.

Keywords—Content-based analysis, broadcast news audio
stream, feature selection, segmentation, classification, indexing
and retrieving.

I. INTRODUCTION

Rapid increase in the amount of audio data demands for
efficient and fast processing methods that allow automated
classification and retrieval of broadcast news database. All
these content-based techniques have been used in order to
ensure audio content processing in terms of discrimination
various types of speakers and acoustic events as well. A
fundamental step for processing audio stream is to automat-
ically classify or divide an audio content into homogeneous
segments. We call this separation criterion as segmentation.
Segmentation is substantial part of whole proposed system
and is very useful in many classification task. Segmentation is
usually carried out along with the process of future extraction.

This paper describes basic concept of classification and
retrieval system used for processing broadcast news data,
a mass media with rich audio content. Audio content of
broadcast news media contains not only single type of classes
(pure speech, music), but also mixed sounds (speech and music
with background). That audio stream consists of the following
audio segments:

• pure speech - single anchor reports in studio, field speech
in a clean environment, telecaster, telephone conversa-
tions between two subjects,

• speech with environment sound - field speech or inter-
views in noisy environment,

• speech with music background - program titles and pro-
gram closings, commercials,

• pure music - program titles, music in commercials,
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Fig. 1. Basic concept of automated classification and retrieval system for
broadcast news audio stream

• environment sound - all types of acoustic events with
field occurance, e.g. sound from machines, birds, water,
wind, crowds, etc.,

• silence - pause intervals between different speakers and
news stories.

The main effort in content-based audio analysis systems
tends to separation two types of events, namely speech and
music (non-speech). A human listener can easily recognise
various types of speech and music by listening only small parts
of audio signals, but it’s very difficult problem for computer
programs.

Zhang and Kuo used hidden Markov models (HMM) to dis-
tinguish speech, music and environmental sound with various
types of feature extraction methods [1]. The main idea of their
proposed system consists in rule-based heuristic procedure
which means, that whenever there is an abrupt change detected
in any of the basic features, a segment boundary is set.
In addition, Han, Gao and Ji focused on the application of
Support Vector Machines (SVM) method for classification and
detection audio signal by means of new proposed method,
namely selective ensemble SVM with much more used fea-
tures [2]. Other works are aimed on the design of such complex
systems, that are able to process broadcast news audio signals,
in terms of segmentation, classification, indexing and retrieval
[3], [4], [5]. Some authors have developed new and efficient
features and segmentation algorithms that can capture all
possible changes in audio stream, thus improve classification
accuracy of audio data [6], [7]. The basic scheme of the most
common used classification and retrieval systems is illustrated
in Fig. 1.

This paper is organized as follows: In section II are in-
troduced audio features and segmentation methods, section
III provides an overview about used classifiers and section
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IV describes some characteristics about indexing and retrieval
methods. Finally, the section V gives our conclusions and
future work proposal.

II. SEGMENTATION AND FEATURE SELECTION

The primary and important task in broadcast news segmen-
tation, classification and retrieval is to extract features that
objectively represent the audio content. All the possible and
often used features can be categorized into four classes [8]:

• Energy features - short time energy (STE), silence frame
ratio (SFR), noise frame ratio (NFR), subband energy
distribution (SED), percentage of low-energy frames and
modulation energy,

• Statistical spectral features - more of them are defined in
standard MPEG-7 [9], for example spectral roll-of of the
centroid,spectral flux, spectral kurtosis, zero-crossing rate
and ratio, audio spectrum spread and flatness, etc.,

• Cepstral features - are derived from human perceptual
(auditory) system, such as Mel Frequency cepstral co-
efficients (MFCC), linear predictive cepstral coefficients
(LPCC), linear spectral pairs (LSP), perceptual linear
predictive analysis (PLP) and mean of minimum cepstral
distance (MMCD),

• Pitch features - such as pitch and delta pitch, spectral
peak duration, pitch tuning, average pitch-density (APD)
and relative tonal power density (RTPD).

Feature extraction is substantial part of audio-content pro-
cessing, but we must realize segmentation of audio stream too.
Audio segmentation in general is the task of segmenting a con-
tinuous audio stream into acoustically homogeneous regions,
where the rule of homogeneity depends on the discrimination
criterion. In other words, segments are short audio portions,
usually with equal length (1 - 5s), that contain the same type of
acoustic signal (speech, music or environmental sound). Many
of works and studies are focused on development an alternative
segmentation methods. For example, Huang and Hansen have
proposed a novel segmentation and classification algorithm
CompSeg, that can achieve effective unsupervised speaker
segmentation, especially for short duration segments [10]. It
combines three distance metrics techniques, namely Bayesian
information criterion (BIC), T 2 distance and weighted mean
distance (WMD). Siegler at al. used the Symmetric Kullback-
Leibler distance for speaker segmentation [11], but this method
is effective only in a case, when length of segments is longer
than 5s. Lin at al. have developed an STMR algorithm for iden-
tification dissimilarity boundaries between different speakers,
which uses the principles of unsupervised segmentation by
SVM [12].

All mentioned works and many others are based on the prin-
ciples of supervised and unsupervised audio content change
detection (ACD) [13]. Therefore segmentation ability strongly
depends on the segment length of the audio stream and
assumption, that the acoustic data are composed of different
speakers who are either known a priory or unknown.

III. CLASSIFICATION

Audio classification has been an active research area in
recent years. The performance of an audio classification de-
pends primarily on the effectiveness of the segmentation and
used feature extraction methods. A basic idea of classification
broadcast audio stream lies in two steps. At first speech,

music, environment sound and silence are separated. Then
more specific classes and unknown sounds are distinguish
within each basic audio type. Thus we try to build an op-
timal and efficient training model for each separated sound
class. Another step within solving a classification issue is the
selection of appropriate classifier. The most popular and often
applied classifiers are hidden Markov model (HMM), Gaussian
mixture model (GMM), multi-layer perceptron (MLP) and
other neural networks (NN), K-nearest neighbour (KNN),
Gaussian likelihood ratio (GLR), Bayesian networks (BN) and
support vector machines (SVM). Liu, Xie and Meng have
experimented with three types of classifiers KNN, MLP and
SVM and developed an audio classifier that discriminates
between speech and music segments in Mandarin broadcast
news [14]. Dhanalakshmi at al. have proposed an automatic
audio classification system using new auto associative neural
network algorithm, based on feed forward neural networks
[15]. Other works use combination of several types of clas-
sification techniques with various types of feature extraction
methods [16], [17], [18].

SVMs [19] have in recent years drawn much interest for
audio classification due to their generalisation ability and supe-
rior performance in various pattern classification tasks. Many
of works and studies have discovered that SVMs outperform
other types of classifiers in terms of classification accuracy.
For example, in Microsoft research [20], SVM was used
for audio stream classification into one of the five classes:
pure speech, non-pure speech, music, environment sound,
and silence. Experimental evaluations have showed that the
performance of SVM is much higher than that of using KNN
and GMM whatever the testing unit length was. But the use of
SVM for multi-class audio classification isn’t simple task. This
is because the SVM is originally designed for solving binary
classification problem and discrimination of multiple classes
is realized by combining several binary classifiers. Therefore
we try to create an effective classification binary tree scheme,
in order to increase total performance of SVM technique [21].

IV. INDEXING AND RETRIEVING

The last, but essential step in the process of content-based
audio classification and retrieval is indexing, or annotation and
subsequent retrieval of broadcast news audio stream. The main
task of indexing methods is to provide labeling of audio stream
with specific labels in terms of audio content transcription.
Sounds within the individual classes are then retrieved by these
characteristic labels and ordered according to similarity with
the query sound. We call this retrieval system as query-by-
example audio retrieval [1], [22]. Query-by-example methods
are based on similarity measures between audio example given
by the user and sounds that are located in a database. In audio
retrieval, most conventional methods are based on Euclidean
or Mahalanobis distance to classify the query sounds into one
of the sound in the database.

A promising method for retrieving query examples in broad-
cast news database is called distance-from-boundary (DFB)
technique [23]. It uses an SVM approach when the system
firs finds a boundary inside which the query pattern is located
and then are all the audio patterns in the audio set sorted
according to their distances to this boundary.
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V. CONCLUSION AND FUTURE WORK

A brief overview about content-based broadcast news seg-
mentation, classification, indexing and retrieval was presented
in this paper. There is some description about feature extrac-
tion methods and segmentation algorithms used to process au-
dio streams from TV news in current technology development.
This work also captures basic ideas of classification methods
and their use for the final retrieving in audio databases.

Future work will be led to build an effective and robust
classification and retrieval system for broadcast news audio
stream. At firs, we will solve a problem of selection an appro-
priate feature extraction method. There exist several variables
and feature selection methods, which select an optimal feature
subset according to their usefulness to the classifiers, for
example variable ranking, wrappers, filters, embedded, and
nested subset methods [24]. We will choose one of these
selective methods and use an effective segmentation algorithm
to divide each audio stream into non-overlaping segments,
for example segmentation by sliding window. Our work will
continues, after segmentation and feature extraction, with
selecting an optimal classifier. We will use the SVM method
as a classifier, because of high efficiency, robustness and
previous work with this technique [25]. Chosen classification
method will provide discrimination of all possible sounds
in audio stream and should give the condition for further
processing at indexing and query-by-example retrieval stage.
All future experiments will be realized by broadcast news
database KEMT-BN, which contain over 100 hours recorded
audio stream from TV news programs. We will use the open-
source Marsyas1 toolkit for feature extraction, SVM training
and classification experiments.

The main effort will tend to propose an effective broadcast
news audio classification and retrieval system with ability of
adaptation to various types of acoustic events and speakers.
For this purpose we want to develop a new segmentation and
classification scheme with optimal feature set for each binary
classifier. Our work will be also aimed to find efficient index-
ing and retrieval methods for increasing overall performance
of proposed system.
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Abstract—In this paper I will describe steps, needs and reasons 

for developing an automatic system that will be able to create an 

semantic map of science vocabulary. Also I will subscribe a new 

path to go, in hope to challenge disadvantages with building a 

semantic web. 

 

Keywords—Ontology mapping, semantic mapping, web agent.  

 

I. INTRODUCTION 

In these times, there is too much knowledge stored on 

websites. For us, young researchers, is getting harder to tell 

what else from that we already know is relevant for our work. 

Instead of searching for known unknown we can start to 

search for the way to create an agent, which will be able to 

find this information for us. The biggest question is how that 

agent should work. 

The answer is in our heads. One of interesting ways how 

our brain discovers new knowledge is pattern comparison of 

known and new things, situations, etc. Even slight match of 

patterns can lead to major discovery. And we will use this 

property.  

Before we will be able to create such an agent, we must 

answer the question of how to find, compare and match 

informational patterns. It is also important, that we provide 

our new agent with capability of relative relevancy 

determination. 

II. AGENT REQUIREMENTS 

As I previously mentioned, the agent must match some 

requirements. Before I name and describe them, there is 

important to tell, that the agent we are talking about will by an 

extended Semantic web agent. Semantic web agents are able 

to retrieve some information, but it is still not enough. New, 

intelligent and one purpose agent should be able to: 

 

A. Retrieve information 

 New agent will be still a Semantic web agent. That 

involves all its functionality. It includes specially marked 

information retrieval, multiple solutions and multiple sources 

retrieval. Those are usual requirements for an agent. New one 

should retrieve relevant, even not marked information. It 

should still retrieve multiple solutions from multiple sources. 

B. Create ontology 

The biggest challenge and base feature for new agent is to 

provide him with functionality of Semi-automatic ontology 

creation. This will be provided by altering of technique 

named Semantic mapping. 

Semantic mapping is a visual strategy for vocabulary 

expansion and extension of knowledge by displaying in 

categories words related to one another. We will take the 

semantic mapping as a process of creation ontology of word 

terms and its graphical representation. 

The process of ontology creation will be semi-automatic. It 

means that there is no system or even a concept of system that 

can provide automatic relevancy determination. So, because of 

this problem, we need at least one person, an expert, is needed 

to determine relevancy of partial results of process. 

C. Represent knowledge stored in ontology 

The last job for our agent is the representation and retrieval 

of learned knowledge. In our case it means, that we need to 

present only partial, the relevant part of ontology that was 

previously created. The relevant part will be determined by 

user query.  

III. THE PROCESS 

Now that we know the needs for an agent, we will describe 

the steps of the process from search for information to user 

query answer display. Whole process can be divided to two 

separated processes. First of them is knowledge base creation 

and second is knowledge retrieval.  

 

Creating knowledge base  

Process of Knowledge base creation is described as off-line 

process. It mean that it is independent and do not depend on 

user query. But it does not mean that this process can run 

without network connection. 

First and continuous step is web search. This web search is 

doing all text-mining over all web pages that are known as 

web pages with science articles in one area of the research. As 

result of this step is indexed database of articles with most 

significant words in their basic form. 

As the second step of the process is the creation of partial 

ontology. Ontology that contains classes, which represent field 

of research area, instances represented by words and relations 
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like: “nearby”, “the same”, “is related”, etc. The properties of 

the instances will depend on frequency of occurrence. Result 

ontology is really only partial and contains only already 

known knowledge. 

Third step is an ontology mapping. In general, the ontology 

mapping is process of finding a correspondence between 

concepts in different ontologies.  In our case, we will search 

our ontologies for similarities and merge them to the one big 

ontology that contain not just merged knowledge, but also 

contain new relations, representing new interconnections, the 

new relationships among terms. This step requires human 

interaction to validate created relations, to confirm them, or 

change if needed. Whole process of knowledge base is shown 

on Fig. 1. 

 
 

 

This process is continuous and runs with every new article 

that appears on web. Beside other data, there is one property 

that ontology should store and that is term source documents 

list. It is important because we have to be able to backtrack all 

terms from documents. So this process keeps whole text-

mining functionalities and extends them. 

  

Query for knowledge base 

When the knowledge base is completed and validated, we 

can start with querying. Because the source of identities 

origins in text-mining, queried text must pass through the same 

text-mining treatment as text on web sites. The query should 

contain also number, that will provide information of desired 

level of deepness. So query should look like (1). 

 dtq ,  (1) 

Where q is query, t represent term to search and d represent 

depth, distance of related terms. 

The agent will return answers as a part of ontology and a 

directional graph corresponding to that ontology part. An 

example of such graphical representation is shown on Fig.  2.  

Fig.  2. is an answer to query containing term “information” 

and depth “2” from test Knowledge base Ontology. You can 

see that “information” is often nearby “computer science”, it 

is learned that is related to “knowledge”. Also there is 

information that “knowledge” is nearby “management”. Those 

relations are just learned from text, and not all are valid. For 

example term “data” and term “information” should be just is 

related, but not the same. Although terms are not the same, 

but the system correctly identifies new relationship is related 

between “data” and “computer science”. Number 2 from query 

causes, that graph stopped at second nod from queried term.   

 

 

IV. CONCLUSION 

Semantic web offers great advantage for relevant search 

over World Wide Web, but there are still a lot of challenges 

that we have to defeat. I am sure, that if we combine 

knowledge and techniques from different sites of research, we 

will be able to successfully complete this journey. I hope that 

this work helps even a little bit to solve some problem in this 

kind of research. There is a long path before us, but we are 

here to challenge it.  
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Abstract—This paper describes Chua’s circuit and one of the 

methods for calculating trajectories of the Chua’s circuit. 
Program  display the trajectories by using Monge projection. 
Change just a single parameter trajectory can be seen as a 
binary memory, chaos generator or oscillator of periodic 
waveform. 
 

Keywords— attractor, chaos, Chua’s circuit. 
 

I. INTRODUCTION 
Chua’s circuit shown in Fig.1 is a simple electric circuit, 

which has classical chaotic behavior. This chaotic behavior 
was presented by prof. L.O. Chua during his visit in Japan at 
Waseda University in 1983 [1]. 

Chua’s circuit has found application in various fields, as 
confirmed by the publication in more than 1000 scientific 
articles [2], [3], for example in music (musical instrument 

ChuaSynth) [4], in cryptography [5],  in health service or in 
hidding transmission signal [6]. 

Chua’s circuit can generate a wide spectrum of chaotic 
signals - attractors (single chaos, double-scroll chaos, multi-
scroll chaos) [4], [7], as well as periodic signals (single-loop 
cycle, multi-loop cycle) [8].   

 

II. CALCULATING TRAJECTORIES OF CHUA’S CIRCUIT 

A. Chua’s circuit 

That the circuit (Fig. 1) composed from standard 
components can display chaotic behaviour must involve 

following components [1], [9]: 
• One or more nonlinear elements (resistors, diodes), 
• One or more resistors, 
• Three or more energy-storage elements (capacitors, 

inductions). 
The behavior of the circuit (Fig. 1) describes 

following system of differential equations (1) [10]: 
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Fig. 1.  Chua’s circuit 

 

where:  
• C1 is capacity of the capacitor C1 (F), 
• C2 is capacity of the capacitor C2 (F), 
• u1 is voltage on the capacitor C1 (V), 
• u2 is voltage on the capacitor C2 (V), 
• i is current flowing through the coil (A), 
• R is resistance of resistor (Ω) 

R
G

1
=  (3) 

• L is inductance of the coil (H), 
• I is current (A), 
• m0, m1, m2 are slopes of  IV characteristic (Fig. 2), 
• B0, BP are values, in which IV characteristic breaks. 
Program displays the chaotic attractor for the following 

input parameters:  
C1=0,1, C2=2, L=0,142857, R=1,4285714, m0=-4, m1=-0,1, 

m2=5, BP=1, B0=14 (4) 
 

B. Solving of differential equations by the method Runge-
Kutta  

System of differential equations (1) is solved using the 
fourth-order Runge-Kutta method [11], [12], where: 
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• k1, k2, k3, k4, K are coefficients (slopes) of the method, 
• h is step (interval) of the method, 

• x0, y0 are value
conditions), 

• x1, y1 are values of p
In the calculating have b

parameters x, y. Calculati
Runge-Kutta method is sho

 

C. Calculating of  IV ch

For calculating of the IV
interval u1=[-15V, 15V]. 

and P- (Fig. 2) are bound b
Q1=0, Q2=0, Q3=0 
The resulting waveforms
 

III. VISUALIZATION TRAJ

A. Environment 

Program is written in C
Visual Studio 2010. The O

B. Flowchart 

The program is designed
functions to display trajecto
added on requirement  (Fig

 

C. Program control 

Management of the program is carried by the mouse, right 
click opens a context menu (Fig. 4a), wher: 
• Popup menu ‘Scene‘: allows the choice between dark 

(Fig. 6) (‘Black‘) and light-coloured (‘White‘) 
environment (Fig. 5). 

• Popup menu ‘VA characteristic‘: switch on (‘On‘) 
(Fig.5) or switch off (‘Off‘) the display of the IV 
characteristic (Fig.7). 

• Popup menu ‘Number of viewports‘: show the selected  
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Coordinates of singularities 0, P+ 

 

 

 

Fig. 3.  Flowchart 
Fig. 2.  IV characteristic of resistors R and NR 
y the system  (1) where: 
(5) 

 of currents are shown in Fig. 2. 

ECTORIES OF THE CHUA’S CIRCUIT 

 language, in the tool Microsoft 
penGL is used for visualization. 

 so that it contains only basic 
ries. These functions will be 
. 3). 

 
Fig. 4a.  Context menu (figure on the left side) 
Fig. 4b.  Menu for entering of input parameters: ‘Close’ closed the window 
Input parameters, ‘Default’ set the default settings, ‘OK’ confirm the new 
values. 
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Fig. 5.  IV characteristics and double-scroll chaos for parameters (4) in light-
coloured environment: for switch on of IV characteristic is needed to choose 
the menu option: VA characteristic→On, for switch off the option: Off. 
Singularity points are in intersections of currents. To select a light-coloured 
environment is necessary to choose menu option: Scene→White. 
 

 
Fig. 6.  Trajectory Chua’s circuit in dark environment. Input parameters [10]: 
C1=0,111, C2=1, L=0,142857, R=1,4285714, m0=-0,8, m1=-0,5, m2=20, BP=1, 
B0=14, i=1,047, u1=10,30415, u2=-4,40561 
 
• number of viewports (One, Two, Three, Four). 
• ‘Reset viewports‘: after enlargement or reduction of 

the window, returns default view. Left click with the 
mouse on the center of cross-hair and current mouse 
movement allows to resize all viewports at the same 
time. Current click and move on the vertical 
respectively horizontal line changes the viewports only 
in this axis. 

• ‘Reset 3D viewport‘: after manual 3D trajectory 
rotation returns the initial display. 

• ‘Save viewport as (PNG)‘: prepared function for save. 
• ‘Input parameters‘: enter of input parameters for 

calculating of trajectory (Fig. 4b) 

 
Fig. 7.  Double-scroll chaotic attractor generated from Chua’s circuit by 
changing of input parameters: i=0, u1=0, u2=0,0001, number of 
iteration=700. In the 3D view (on the bottom left viewport) is shown manual 
rotating. IV characteristics are switched off. 
 

‘3D auto rotation‘: default setting is checked on automatic 
rotation of 3D trajectory. After unmark of automatic 
rotation can be the trajectory rotated manually (Fig. 7). By 
current rotating of model (left click mouse) and pressing 
the key X or Y can be model rotated only around the 
selected axis. After selecting the menu ‘Reset 3D viewport‘ 
the visualization returns in initial display. 

IV. CONCLUSION 
To study the properties of a chaotic signal and his 

widespread improvement in various fields is his calculating 
and visualization necessary for further analysis for example 
single scroll or multi-scroll chaotic attractors but also for 
analysis of periodic signals called periodic windows. Such 
visualization helps to explain the genesis of Rösler chaotic 
attractor and periodic window in Chua’s circuit. 
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Abstract— This article deals with the calculating of an 

elementary memory cell, one of the non-linear dynamic systems, 
with the help of modern GPGPU technology. In a narrow sense, 
it is a guide to the alternatives of  utilizing parallel principles of 
programming to achieve multiply faster acquisition of results. 
 

Keywords— GPGPU, non-linear dynamic systems, parallel 
computing, state space.  
 

I. INTRODUCTION 
Computer simulation of the processes of physical systems, 

as one of the means of their verification, is also very time-
consuming, concerning the difficulty of  computations on vast 
amounts of data. The use of the massive parallel computing 
power of GPGPU graphics cards is one of the efficient 
solutions of analyzing these data in state space. 

 

II. THEORETICAL BACKGROUND OF COMPUTING 

A. The elementary multi-valued memory cell 

The elementary memory cell [1] of multi-valued logic 
(MVL) represents a dynamic system  that can be implemented 
by two serially connected one peak of resonant tunnel diodes 
(Fig. 1). The I-V characteristics of the element are represented 
by functional dependency i2(u2) and the I-V characteristics of 
the load by functional dependency i1(u1). Both of the 
characteristics are piece-wice linear (PWL). 
 

The behavior of such structures is explainable by the use if 

a system of differential equations: 
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where ∆I represents current pulse for control of  memory (for 
simplicity ∆I = 0). The characteristics of non-linear 
components in a circuit are defined by the equation: 
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where kgi represents conductivities and kUi fracture points of 
I-V characteristics of a component. In a case where k=1, a 
given component is a load, and k=2 an element. 
 

B. Runge-Kutta 4th order method of numerical calculations 

 Runge kutta 4th order is a method of iterative solution of 
differential equations [2], that represents an adequate 
compromise between fulfilling requests  for low truncation 
error  and low computing cost per step of calculation. 

In our case, mentioned differencial equations of the system 
representing the behavior of a memory cell are in the form of: 
 

( )ytfy ,=′  (3) 
 
with an initial condition of: 
 
( ) 00 yty =  (4) 

 
 
The formulation of the method by the given relationship is: 
 

 
 
Fig. 1.  The circuit of elementary MVL cell 
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C. Cuts in state space 

The behavior of an elementary memory cell is defined 
within 3-dimensional state space, whose axes are represented 
by  the state values u2. u1, i. So for an arbitrary initial state 
given by initial conditions [u2Init, u1Init, iInit] 
we are able to iteratively calculate a region of attraction for an 
appropriate attractor with the Runge-Kutta algorithm. 

The computation described further  is a calculation of cuts 
in levels of the current axis, as shown in the picture (Fig.2). 
 

D. GPGPU 

Solving tasks in state space often involves the possibility of 
effective use of data parallel principles in its implementation. 
In the case of the given system of a memory cell, the use of 
such principles is adequate, due to the fact that the same 
computational algorithm (Runge-Kutta) is applied to calculate 
various data (initial conditions). 

GPGPU is the modern platform for parallel computing, 
which means using so-called graphic cards for general 
computing.  GPGPU offers effectivity in fast processing of a 
large number of floating point operations while computing 
data extensive parallelizable problems. The latest GPGPUs 
incorporate several multi-processors, each including a number 
of processing kernels and equipped with gigabytes of 
memory. By comparing algorithmically equal calculations on 
a GPGPU and a CPU, the time demandingness of calculations 
on a GPGPU is tens to hundreds of time lower (depending on 
the extent of the problem, and optimalization of the solution). 

 

E. CUDA 

CUDA (Compute Unified Device Architecture) is a parallel 
programming model, designed to overcome many challenges 
of parallel programming, offering an express opportunity to 
learn for programmers who are familiar with the C 
programming language. It is basically built on 3 abstractions: 
a hierarchy of thread groups, shared memory, and thread 
synchronization. These are exposed to the programmers as a 
small set of language extensions. 
 

III. SOLUTION ANALYSIS AND IMPLEMENTATION 

A. Target platforms 

The program was implemented with a goal of functioning 
on the NVIDIA graphic cards platform with the support of 
CUDA (Compute Capability version 1.1 and higher). Several 
restrictions closely described in section V were handled due 
to these versions. 

As an equal choice to the model of CUDA the developers 
factory Khronos Group offers free standard for computing on 
heterogeneous platforms consisting of CPUs, GPGPUs, and 
other processors – the OpenCL library. For as much as both 
models are syntactically close, it would be able to attain 
platform independence by modifying the program to use the 
library. 
 

B. Description of the solution 

The program itself consists of two parts. The first part is 
represented by the primary program, which uses the “main” 
function. After the initial processing of input data and the 
memory allocation for arrays (input and output) on the host, 
as well as on the GPGPU device, the program continues with 
their initialization on the host level. Initialized arrays are 
further copied from host memory into the device memory. 
After setting the CUDA  computation parameters, the 
program continues with executing the grid calculations in 
loop for the requested “i” levels. The resulting arrays are 
copied from the device memory into host memory and 
afterwards written into files. After the calculation of all 
chosen grids the program proceeds to free the memory and 
end. 
 The second part of the program constitutes CUDA kernel – 
a function which, after called from the main program, is 
executed in parallel on the GPGPU device. The kernel 
implements iterative algorithm Runge-Kutta for the trajectory 
calculation of the given point. As the kernel shall remain 
small, and its processing time shall not exceed few seconds, 
the problem with potentially high numbers of iterations was 
solved by specifying the maximum count of 1000 iterations 
per kernel, and by saving the values of variables dependent on 
loop to arrays at the end of every iteration level. These arrays 
are input parameters of the kernel by its cyclic calling from 
the main program for every value of iteration level. Thereby 
the consecutivity of iteration levels and thus correctness of 
calculations are ensured. 

 
 
Fig. 2.  Demonstration of elementary memory cell cuts in the state space 
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IV. OUTPUT AND COMPARISONS 

A. Program output files 

Program output is represented by the grid text files, in 
which the points of cut are written for given levels of current, 
each on new line. The format of the grid file line have a form 
of: 

„u2Init   u1Init   iInit   attractor“ 
where u2Init, u1Init, iInit are initial calculation conditions 
(initial coordinates of given trajectory point). The attractor is 
an integer number that indicates the index of resulting stable 
singularity. 
 In pictures (Fig. 3 and 4), there are the figurative 
visualization of cuts (grid files), by the use of concerted 
parameters: 

U = 0.44 V, R = 0 Ω, L = 1e-10 H, 
1g0 = 0.1 S, 1g1 = -0.05 S, 
1g2 = 0 S, 1g3 = 3.2e-2 S, 
1U1 = 0.05 V, 1U2 = 0.14 V, 1U3 = 0.26 V, 
2g0 = 8.33e-2 S, 2g1 = -5.71e-2 S,         (12) 
2g2 = 0 S, 2g3 = 2.81e-2 S, 
2U1 = 0.06 V, 2U2 = 0.13 V, 2U3 = 0.28 V, 
errorRK = 1e-3, n = 1.1, h = 1e-15, 
epsI = 2e-5, epsU = 1e-3 

  
The coordinates of singularities by the given system 
parameters: 
 

B. Comparisons of calculations time cost 

This section of article deals with the comparisons of 
calculations for algorithmically equal programs on CPU (Intel 
Pentium D 2,66 GHz in configuration with 1GB RAM) and 
GPGPU (NVIDIA GeForce GT 8800). 

Performed comparisons are shown in table (Table 2), 
concerning both platforms. 

Graphical comparisons of calculations time consuming for 
various levels of current on the mentioned GPGPU are 
evident from the pictures (Fig. 5 and 6). 
 

 
 

 
 
Fig. 3.  Calculations of boundary surface cuts with parameters (12) and C1, 
C2 = 2e-14F. The levels of current shown in pictures. 

 
 
Fig. 4.  Calculations of boundary surface cuts with parameters (12) and C1, 
C2 = 2e-13F. The levels of current shown in pictures. 

TABLE I 
SINGULARITIES COORDINATES 

singularity index u2 [V] u1 [V] i [A] 

S1 0 5.429320E-02 3.857068E-01 4.522618E-03 
N1 1 8.621520E-02 3.537848E-01 3.501114E-03 
S2 2 1.643438E-01 2.756562E-01 1.000998E-03 
N2 3 3.485389E-01 9.146110E-02 2.926945E-03 
S3 4 3.970883E-01 4.291170E-02 4.291170E-03 

 

TABLE 2 
TIME COST COMPARISONS OF CPU AND GPGPU 

parameters CPU [s] GPGPU [s] CPU / GPGPU 
(12), C1, C2 = 2e-14 F 
iLevel = - 2 mA  30395  24  1266.5 

(12), C1, C2 = 2e-14 F 
iLevel = 2 mA  14970  15  998 

(12), C1, C2 = 2e-13 F 
iLevel = - 2 mA  153723  168  915 

(12), C1, C2 = 2e-13 F 
iLevel = 2 mA  106323  133  799.4 
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V. RESTRICTIONS 
Because of Compute Capability version 1.1 the calculations 

in ‘double’ precision are not supported, therefore 
implementation meets only ‘float’ precision. 

The other restriction is the calculation duration of one 
kernel, which shall not exceed few seconds, due to its 
termination without return. The description of solution to this 
problem is written in section III. 
 

VI. CONCLUSION 
Created program is served as a presentation of ability of 

dynamic systems solutions through GPGPU. Altrough it has 
greatly lowered the time demandingness of processing 
calculations comparing CPU, there still exist other 
possibilities to its optimalization. After modification, the 
program could work on modern graphic cards in the ‚double‘ 
precision also. 
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Fig. 5.  Graph of time demandingness on GPGPU  in dependency of iLevel 
for parameters (12) and C1, C2 = 2e-14F 

 
Fig. 6.  Graph of time demandingness on GPGPU  in dependency of iLevel 
for parameters (12) and C1, C2 = 2e-13F 
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Abstract—This article discusses the standards of modeling 

business processes. Analyzes the various standards and points to 

the missing parts, which were in general application, and clearly 

determined  how would  models of business processes look like. In 

the second part of this paper work with two modeling software is 

described - ARIS Business Architect and  QPR ProcessGuide. 

The possibilities that are offered by this tools are described there. 

Modeling with them is mutually compared and in the end there is 

the recommendation concerning which instruments you can 

choose to create models of business processes. 

 

Keywords—process, process map, object, model, ARIS 

Business Architect,  QPR ProcessGuide.  

 

I. INTRODUCTION 

Process modeling is a very discussed topic today. There are 

few specialists and lack of specific instructions on exactly how 

a procedural map should look. Norms and standards for this 

area gradually emerge.  The international standard norm 

describing the modeling processes in details still has not been 

released. 

II. STANDARDS FOR PROCESS MODELING  

The process is always modeled as a structure of mutually 

interwoven activities. Depending on the clarity of modeling 

each activity can be described as a separate process. Important 

activities are not random, but only on the basis of defined 

initiatives. 

Impulses may be external or internal. Under external 

impulses we understand those which come from the 

environment of the process and are defined as events. When 

talking about internal impulses, these are the impulses coming 

from inside the model, and therefore they are called the state 

of process. 

Activities are linked to each other. The summary of these 

activities creates a process, which is defined by its structure. 

Continuity of individual operations is described by linkages. 

Links are defined by different types of activity patterns in the 

process, from a simple sequence to a parallelism. 

It is generally known that different types of models and 

norms are defined for the modeling of business processes. 

Overview of standards in the modeling of business processes 

is brought by Institute CIMOSA Association (TABLE 1). 

A. Business Process Modeling Notation (BPMN) 

BPMN is designed for the model specification. The 

comprehensibility of the graphical part is given by the 

specification. The main purpose is to present and describe the 

processes understandably. There  are three kinds of processes 

in the BPMN: 

 Private processes - dealing with the internal processes of 

the organization. 

 Public abstract processes - designed to gather 

information outside the private processes. 

 Processes of cooperation - describe cooperation between 

two or more business elements. 

Execution mechanism for BPMN is Business Process 

Modeling Language (BPML) [1]. It is a modeling language for 

process description, which is based on Extensible Markup 

Language (XML). Version of modeling language BPML first 

appeared in 2002. The concept focuses mainly on the 

collaboration among trading partners, which is also its basis. 

BPML is generally defined as an executive language, which 

TABLE I 

OVERVIEW OF STANDARDS FOR MODELING BUSINESS PROCESSES CIMOS 

ISO 14258 Terms and rules for modeling organizations  

ISO 15704 Requirements for the reference architecture methodologies 

Frameworks Languages Modules 

CEN/ISO 19439 

Frameworks for 

modeling 

 

CEN/ISO 19440 

Constructors for 

modeling 

ENV 13550 Service 

to create a model 

EMEIS 

ISO 15745 

Framework of 

integration and 

application 

 

ISO 18629 Process 

Specification 

Language 

ISO 15531 

Manufacturing data 

exchange 

ISO 15288 Life 

Cycle Management 

 

ISO/IEC 15414 ODP 

Language for 

description of 

organizations 

 

ISO DIS 16100 

Software for support 

of production 

 BPMI / BPML 

Language for 

modeling business 

process 
 

IEC/ISO 62264 

Integration of control 

systems 

 OMG/RfP UML 

business process 

description 
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means that the models can be run in a defined environment. 

The basic element of the language is an activity that is 

associated with a function. Activities are organized 

hierarchically. Business process can be viewed as a special 

type of activity that contains other embedded processes. 

Activities are divided into simple and compound. Simple 

activities are those, which cannot be divided into other 

activities. In contrast, compound activities are those which are 

composed of more activities. Compound activity is also 

referred to as a set of activities in some literatures. 

When dealing with the context, that is characterized as a 

general behavior of all activities. Some special fields define 

the context as cooperating activities which use it in order to 

exchange information using functions defined in the 

properties.  

Process in BPML is considered to be a complex activity 

that contains its own context for launching activities. 

Processes are divided into internal, exceptional or 

compensational. Internal can be understood as those that are 

run in a certain context. The exceptional processes are 

designed for handling of exceptions and errors. Compensatory 

processes allow the process to return to the state before 

starting the main process. An important feature of these 

processes is that they can be run only once after the main 

process is ended. 

Plans are a series of specific time events in which the 

process is running. Plans form a timetable of currently running 

processes. They may represents time limit of the process 

duration. 

B. Unified Modeling Language (UML) 

UML is a visual object-oriented methodology for modeling 

of large systems [15]. It was primarily designed to unify 

different approaches during the establishment of the specific 

requirements in the process of creating a software product. 

However, it became a universal standard language for creating 

documentation of any systems. The language specification 

contains a number of diagrams describing the modeled system 

from all the possible previews. 

UML provides structures for capturing the system from 

both, static and dynamic point of views. The creators of the 

systems thus are enabled to create unified designs that can be 

effectively shared and communicated across multiple teams or 

other tools and enables their uniform interpretation. 

The first version of UML (UML 0.8) was created in 1995. 

Today the version of UML 2.0 is used and it is used largely in 

the design of systems. 

C. IDEF standards 

We see the concept IDEF (Integrated DEFinition methods), 

as a group of methods designed for a complex enterprise 

architecture modeling support. IDEF is a result from the 

research program of ICAM. Nowadays, there are six methods 

developed in the level of practical use; these are the methods 

ranging from IDEF0 to IDEF5. Another eight methods are 

under development (from IDEF6 to IDEF14). 

D. ISO standards 

ISO standards for the issue can be divided into three basic 

groups. 

ISO 14 258  

It specifies the basic terms and rules for the computer 

models for the standardizing of the business process modeling. 

It focuses mainly on the definition of the basic concepts in the 

modeling of the business. It defines the system life cycle and 

its basic phases, concepts, hierarchy, structure and behavior. It 

determines the requirements for other standards in order to 

achieve the universality of the model. 

ISO 15 704  

The standard defines basic and general requirements for the 

business models, the reference architecture and the associated 

methodology. 

The standard emphasizes the general approach, but also a 

clear definition of, mainly, the project objectives and the 

scope of his place. It is necessary to work with business 

processes, human factors and not least with the various 

supporting technologies in the methodology based on this 

standard. 

 ISO 18 629 

The standard defines the modeling language and semantics 

of the processes. It also specifies the neutral definition of 

processes. Usability of data is determined and used throughout 

the whole product life cycle, ranging from the production 

planning to the actual production of a particular product, in 

other words, managing the production of the product. 

Unlike previous standards, ISO standard 18 629 is currently 

under the development and only the first part of the standard is 

completed. 

III. SOFTWARE FOR WORKING WITH BUSINESS PROCESSES 

There are many programs on the market for the work with 

the business process models (process map). They differ mainly 

in the development environment. Each producer of such 

software has its own standards as how its application should 

look like, and what ergonomics it should offer. This is 

generally true not only about this concrete field, but applies to 

software in general.  

Particular applications offer different options. Each allows 

you to create the process maps; this results from the 

determination of the software product. Many from them also 

offer other options such as simulations, creation of reports, 

graphs, based on simulation. They allow adding of various 

attributes to particular procedural steps. 

It should be noted that business process models have not a 

single graphical representation yet. This means that each 

element is represented by different graphical symbols in 

different software. For this reason, the same model created in 

one modeling tools can look much differently in the second. 

As already mentioned above, there is lots of software of this 

type, therefore we focus only on two. Specifically the software 

ARIS Business Architect and QPR ProcessGuide. 

A. ARIS Business Architect 

ARIS Business Architect is part of the ARIS Design 

platform. It represents a standard for the enterprise-wide 

process design. ARIS Design Platform products help to solve 

various business problems such as: who does what, in what 

order to do various actions, what has been achieved, and so 

on. These processes identify the basic structural, 

organizational and technical problems and their solutions.  
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ARIS Business Architect is a web-based application; its 

applicability is primarily for business process management. 

B. QPR ProcessGuide 

QPR Collaborative Management Suite integrates process 

management of organization. It allows you to evaluate existing 

systems and to build a company-wide process management 

system. QPR ProcessGuide is its part. 

QPR ProcessGuide is an intuitive tool offering a quick 

creation of process maps [3].  It offers modeling, simulation 

and simple web publishing. It also provides a wide range of 

electronic documentation system according to ISO 9001:2000. 

At the same time, it provides access to a wide range of users. 

IV. COMPARISON OF MODELING SOFTWARE 

The process of acquiring customers was chosen as the 

object of the modeling. This process may be implemented in 

three ways. 

The first way is represented by the object "Acquisition of an 

address of a potential customer" and the object "Address of  a 

potential customer”. These objects are linked to the CRM 

system, which represent the technical equipment for the 

support of the process. After obtaining the addresses, the sale 

is realized, as can be clearly seen from the model. 

The second way of how to obtain customers is described in 

the following two objects. The first object is "Finding a 

contact person" and the second is "Address of a contact 

person". This method is used with the first case and is one of 

the alternatives. After obtaining the contact person, the sale of 

the product is realized. 

The third way of how to obtain a customer is the product 

presentation. The activity is represented by the last two 

objects, "Projection of the presentation of a product" and "The 

product presentation". After completing the presentation, the 

sale of the product is realized. 

The model was created in both mentioned applications. 

ARIS Business Architect, similarly to QPR ProcessGuide, 

can be considered to be interactive software for planning and 

implementation of the business processes. Both programming 

devices operate on the same principle of the modeling of the 

business processes. 

Figure 1 shows the supply chain model created in as "EPC 

diagram" (Event Process Chain diagram) in ARIS Business 

Architect. 

ARIS Business Architect offers a wider selection of tools 

and different types of models that can be created [2].  We 

selected, "Fast Model", "Administrative process" and "EPC 

diagram”. 

Creation of a process map is sequential, the "fast model" 

being created in the first step. Thank to this model, the person 

who creates the model specifies his idea of the resultant 

model. The essential properties of the objects are modeled 

there. The system does not differentiate either functions, nor 

events in this type of modeling. All elements in the model are 

identified as objects. 

“EPC diagram” was created on the basis of the 

“Administrative process”. In this case, objects are 

differentiated, according to their type, into events, functions, 

computer, organizational unit and the links between them.  

 The principle of the modeling is the same as in the previous 

type of modeling of the fast model. The importance of 

individual objects did not change, but they are represented by 

new objects. As noted above, the objects have received a new 

specification and they are not labeled as objects any more. The 

first type of the object is the function. The functions can be 

defined as technical tasks or activities designed to support the 

achievement of the target. In this case, the functions define the 

act that should be done in order for the process to be 

successful. Another type of object that is defined in the 

administrative process is an event. Events represent the 

important conditions of the business process. 

EPC diagram is created by copying the administrative 

process directly into the EPC model. EPC diagram is the final 

product and is used to manage the consolidation and to 

improve the states of the corporation. 

Figure 2. shows the same process, but ismodeled in the 

program QPR ProcessGuide. 

QPR ProcessGuide has also its own template with different 

 
 

Fig. 1. Process of acquiring customers – ARIS Business Architect 

 

  
 

Fig. 2. Process of acquiring customers – QPR ProcessGuide 
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types of objects. We used the procedural steps called 

"Activity" in the modeling. They represent a further sub-

activity for which a specific system or a person is responsible. 

The links between the activities have their own names in order 

to make it clear what the particular flow represents. Links are 

defined by their type which divides them into information, 

control or material flow. CRM system is represented by the 

object "Information store". 

We can see that the models are similar; however, they are 

not identical. EPC diagram modeled in ARIS Business 

Architect has several objects. This is because the objects also 

represented information (such as a customer address). A 

person who follows that model or a person who creates 

information systems realizes that the object is important and 

will not overlook it. On the other hand, the objects are 

represented only as flows in the model from QPR 

ProcessGuide. There is a greater chance that the person 

overlooks something important already during the process of 

modeling. The output of the precession step is represented 

only by flow. It is represented by the rotation of objects 

activity - output in the EPC diagram.  

Model in QPR ProcessGuide can be understood as directed, 

in the case of simulation, weighted. But it is not standardized. 

It also offers drilling down in the sub processes which 

enhances the clarity of the model. In the other case, 

complicated models might be created. They would be hardly 

comprehended. In addition, the user has the option to view 

only those objects in the model which he is currently 

interested in. 

As already mentioned, ARIS Business Architect allows you 

to create several types of models. EPC diagram, which can be 

created in this software, can be regarded as a standard due to 

the fact that this software is so widely used. Modeling in this 

program is intuitive and offers a wide range of possibilities, 

this firstly slowing down the work in it. 

V. CONCLUSION 

Process modeling is an important activity in designing 

information systems. Process map is needed to obtain the 

quality certificates ISO. Although the modeling of business 

processes is embedded in the standards and frameworks, there 

is no exact description of objects and how to process map 

should look like. 

From this perspective, it is only up to a user which software 

he will choose for the modeling.  

It should be noted that modeling tools are not uniform. 

There is no single modeling environment. Generally valid 

graphic symbols and descriptions for individual objects do not 

exist. There already exist rules and standards dealing with this 

issue, but they miss a single directive, which would define the 

form of the process modeling. 
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Abstract — The emerging number of threads and attacks gives 
recency to Intrusion Detection and Prevention Systems (IDPS). 
These threads are even present in encrypted communication (e.g. 
HTTPS),  which  have  an  impact  on  availability.  This  paper 
presents  intrusion detection system based on data  mining  and 
machine  learning  supervised  algorithm C4.5  on  collected  and 
analyzed  packet  headers.  The  proposed  system  can  classify 
normal network activities and main attack types such as DoS and 
Probe. 

Keywords  —  intrusion  detection,  packet  headers,  anomaly 
intrusion detection, supervised machine learning algorithms

I. INTRODUCTION

Nowadays  network  security  is  a  very  important  field  of 
Informatics  and  with  the  emergence  of  Internet  a  lot  of 
sensitive information, such as financial transactions are sent 
through  this  medium.  This  gave  the  need  to  protect  this 
content  –  the use of  encryption technologies  and protocols. 
Some of the most widely used communication protocols that 
use encryption are SSL/TSL, IPsec, SSH etc [1] [2] [3].

Computer  attacks,  intruders,  hackers  and  other  malicious 
programs, viruses try to gain control over these systems, crash 
these systems down (e.g. DoS) or commit other frauds. Stable 
and secure encryption protocols with correct implementation 
partially  removed  these  risks,  and  so  it  became harder  for 
attackers  to  break  encrypted  communication,  nevertheless 
other attacks in encrypted communication are still possible.

Consequently, computer networks have become more prone 
to  different  types  of  network  attacks.  Intrusion  Detection 
Systems  (IDS)  offer  methods  to  protect  these  networks  of 
many attacks, some IDS use signature based rules other use 
anomaly detection. Signature based detection works well on 
known attack patterns which are stored in a database or a file. 
These IDS must be frequently updated in order to keep their 
signatures up to date for efficient detection of novel attacks or 
threats. Signature-based detection suffers from the inability to 
detect new type or zero-day attacks, those attacks that have not 
signatures included in databases. Another considerable aspect 
is the continuous growth of the signature database in size.

Anomaly intrusion detection techniques can be applied to 
identify  novel  or  zero-day  attacks  against  computers  and 

network infrastructure [4] [5].  Anomaly detection algorithms 
generally work in two phases; a training phase and a detection 
phase. Generally the training phase contains benign traffic and 
algorithms learn and create models out of it. In the detection 
phase  the  current  traffic  is  compared  with  the  learned 
profiles/models and any abnormality from the normal behavior 
is marked as anomaly.

It  is also a challenge to detect new worms and viruses in 
early  stages  of  spreading,  an  example  is  a  single  worm 
W32/SQLSlam-A  which  infected  75  000  machines  in 
30minutes and caused failures of major network services [7].

Another  frequent  attack  is  Denial  of  Service  (DoS)  or 
Distributed  Denial  of  Service  (DDoS),  which  causes 
significant  damages  on  information  availability  to  intended 
users. There are two forms of DoS attacks, one form causes 
services to crash and other floods services [8] Some of these 
software  tools  for  performing  DoS  attacks  are  available 
online, such as hping, httping, evil-ping etc [10] [11] .

Some  of  the  top  intrusion  attacks  are  listed  in  Table  I 
available from McAfee Labs [9].

Encryption communication protocols  encrypt  content,  this 
content  is  then  sent  over  the  Internet  through  the  TCP/IP 
protocol,  the data  is  then “broken” into packets for  routing 
purposes  (encapsulation)  with  IP-header  and  IP-data.  IP 
headers  can  not  be  encrypted,  because  they  are  used  for 
routing.

Threads  and  attacks  are  also  a  common  case  against 
encrypted communication, an example is requests to generate 
several thousand or million page on HTTPS server – SSL over 
HTTP.

TABLE I
SOME TOP INTRUSION DETECTIONS ATTACKS

Data Tools Category

HTTP Flood Net Tools 5 Denial-of-Service
Jping Jping.c Denial-of-Service

exe.file.b.ident WORM-General
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Collecting,  analyzing  and  storing   these  IP  headers  and 

applying data mining on large amount of IP headers, as well as 
using machine learning techniques can prevent attacks even on 
encrypted communication. This paper presents a data mining 
and  machine  learning  combination  approach  on  detecting 
intrusive  attacks  with  the  use  of  an  open  source  network 
intrusion  prevention  and  detection  system  SNORT  and 
mySQL[6]. 

II.COLLECTING INFORMATION FROM HEADERS

Information  stored  in  packet  header  is  extracted  using 
SNORT IDS to capture all relevant header information (not 
packet payload – payload is encrypted and so irrelevant) and 
then stored  locally in a  mySQL database.  Information from 
packets  such  as  IP  header,  TCP  header,  UDP  header  and 
ICMP  header  ale  collected.  Collected  data  features  are  IP 
Source and IP Destination, IP Version, IP Header length etc. 
Fig. 1 shows the table data structure of collected information 
in mySQL database.  Table II  shows some examples of data 
obtained from SNORT

III. APPLYING DATA MINING ON COLLECTED HEADERS

Data  mining  is  a  common process  of  extracting  patterns 
from a  large  date  sets  by  combining  different  methods  of 
statistics  and  artificial  intelligence  with  databases.  The 
primary reason for using data mining is to assist in the analysis 
of collections of a given observation and behavior.

The pre-processing needs to collect a large data set, and then 
to uncover the patterns presented in the data. The training set 

was used to apply data mining algorithms and set  a normal 
behavior  of  the  network.  The  task  of  data  mining  was  to 
correctly  classify  benign  and  abnormal  activity  on  the 
network.  The  domains  of  interest  were  number  of  packet 
headers, source of the packet and time.

This  gave  the  ability  to  cluster  data  and  discover  group 
structure in the data that is in some way similar. 

For  data  mining  purposes  RapidMiner,  an  open-source 
system, was used  with an  access  to  database  mySQL [12]. 
RapidMiner  graphical  user  interface  was used  to  execute  a 
SQL query and plotting features  were used to  vizualise the 
given results.

SELECT  DISTINCT(iphdr.ip_src),  count(iphdr.ip_src)  AS 
count, sum(iphdr.ip_len) AS length FROM iphdr LEFT JOIN 
event  ON  iphdr.cid  =  event.cid  WHERE  iphdr.ip_src  <> 
'"+ip_src+"'  AND  event.timestamp  =  '"+fromDateTime+"' 
GROUP BY iphdr.ip_src;

SQL query counts the number of  a given IP source and a 
sum of IP length (of a given IP) with respect to time. Result of 
data mining were plotted on a graph. With a benign activity 
the structure of the data had regular patterns as shown in Fig. 

2. 

To evaluate the ability to detect an attack, a DoS attack on a 
Local Area Network (LAN) was performed and data collected 
after  this attack was data mined.  Fig.  3  shows a significant 
change in the IP length of packets coming from the same IP 
source address – peaks in the graph.

Fig.  1.   Shows table structure  of stored information  in  mySQL database 
through open source SNORT IDS
 

Fig.  2.   Shows sum of packet  header length  (of a given IP) Y ax in 
respect to time X ax in network traffic flow
 

Fig. 3.  Shows sum of header length (of a given IP) Y ax in respect to 
time X ax in network traffic flow. Peaks in the graph indicate malicious 
activity.
 

TABLE II
SOME FEATURES PROCESSED

Feature Description Data Type

Number of TCP packets Integer
Number of TCP source port Integer

Number of TCP destination port Integer
Number of UDP packets Integer

Number of UDP source port Integer
Number of UDP destination port Integer

Number of ICMP packets Integer
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IV. APPLYING MACHINE LEARNING C4.5 ALGORITHM ON HEADERS

Machine  Learning,  a  branch  of  artificial  intelligence,  is 
concerned with the design and development of algorithms that 
allow computers to evolve behaviors based on data – to learn 
[13]. 

Algorithm  types  in  machine  learning  are  organized  into 
taxonomy,  based  on  the  desired  outcome  –  Supervised 
Learning  generate  a  function  that  maps  inputs  to  desired 
outputs. 

Some well known algorithms of supervised machine learning 
are those that create decision trees for example ID3 (Iterative 
Dichotomizer  3)  by Quinlan or  an extension  C4.5  used for 
classification  [14].  Decision  tree  approach  considers  with 
features  of  packet  headers  gained  from  network  traffic. 
Decision  tree  algorithms  have  a  high  performance  in 
classifying unknown attacks [15]. 

Decision  tree  approach  considers  with  features  of  packet 
headers gained from network traffic. Decision tree consists of 
non-terminal nodes (roots, internal nodes) and terminal nodes 
(leaves) which efficiently classify data. 

Root node is the first attribute with test conditions to split 
every record toward each internal node. At first decision tree 
is trained with known data by a learning type, afterward it can 
classify new data.  This  algorithm can  predict  new data  by 
starting from root to internal nodes and then to a leaf node 
consisting of class – each non-terminal node has to be tested 
to meet given conditions.

C4.5 builds its decision from the training data by using the 
concept of information entropy [13]. Fig. 4 shows the process 
of creating a C4.5 decision tree and the tested attributes in an 
open-source machine learning program RapidMiner [12].

V.  BAGGING

Bagging  is  a  method  for  improving  results  of  machine 

learning  classification  algorithms.  This  method  was 
formulated by Leo Breiman and its name was deduced from 
the  phrase  “bootstrap  aggregating”  [16]  [17].  The  bagging 
method  creates  a  sequence  of  classifiers  Hm,  m=1,…,M in 
respect to modifications of the training set. These classifiers 
are  combined  into  a  compound  classifier,  this  can  be 
interpreted as a voting procedure.

VI. CONCLUSION

This paper proposed various ways of detecting intrusions 
using data-mining and machine learning supervised algorithms 
– decision trees C4.5 with an efficient data processing features 
extracted  from  packet  headers.  Packet  headers  contain 
important  information  that  should  be  considered  even  in 
encrypted communication protocols,  such as SSL and other, 
for better attack detection on networks. Detection rates can be 
improved by combining data-mining techniques and decision 
trees – Algorithm C4.5 and thus creating composite detection. 
Bagging  methods  can  be  also  applied  to  improve  results 
classification algorithms of machine learning. 
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Abstract — This paper deals design of control algorithms using 

approximate linearization method, namely PD and state control 
algorithm for nonlinear simulation model Ball&Beam. In this 
paper is given a mathematical – physical model whereby was 
created nonlinear simulation model Ball&Beam in the Simulink 
environment. The proposed control algorithms are implemented 
into control structures with the aim tracking desired position of 
ball along beam. The programmed simulation schemes of the 
control structures for tracking reference trajectory are verified in 
the Matlab/Simulink language.  
 

Keywords — nonlinear model, pole – placement method, PD 
control algorithm, state control algorithm.     

I. INTRODUCTION 

Model Ball&Beam is the typical example of a natural 
nonstable system, which is mostly used in teaching, based on 
its properties, in the validation and testing of various proposed 
control algorithms in control structures [2].  

In this paper are designed PD and state control algorithm 
for control of the simulation nonlinear model, which is based 
on mathematical – physical model Ball&Beam. The proposed 
control algorithms are implemented into simulation scheme in 
Maltab/Simulink language with the aim to track desired 
trajectory, which represents the position of ball along beam.  

The control algorithms based on linear model in input – 
output or state description were used for comparison with 
algorithms, which are designed by nonlinear method of 
synthesis of exact linearization in my work to the dissertation 
exam for model Ball&Beam [8].                     

II.  MATHEMATICAL – PHYSICAL MODEL BALL&BEAM 

The model Ball&Beam (B&B) (Fig.1) is nonlinear dynamic 
SISO model with one input (uMU – voltage (machine units) 
that control servomotor) and one output (r – position of ball 
along beam). 

 

Rg

l

r

φ

servomotor
uMU

 
Fig. 1 Ball&Beam model 

Model B&B is a simplification of Ball&Plate (B&P) model, 
which is located at the Laboratory of Cybernetics at the 
Department of Cybernetics and Artificial Intelligence [1]. 

The model B&B is divided into two subsystems namely 
subsystem Movement of ball along beam and subsystem 
Servomotor (Fig.2). Sensor converts position ball along beam 
in meters to position in Machine Units (MU). 

 

Servomotor
φ t( ) r t( )Movement

of ball
along beam

sensor
u tMU( )u tMU( )

 
Fig. 2 Ball&Beam – subsystems 

 
In compiling of the mathematical – physical model of 

subsystem Movement of ball along beam is based on the Euler 
- Lagrange equations in the shape 
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where L(t) ≡ L = Ek - Ep  is Lagrangian,  qi(t) is i – th 

generalized parameter and W(t) is work, that undertaken by 
the nonconservative forces. The result after determination of 
total kinematic Ek and potential energy Ep and defining 
generalized parameters (q1(t) = r(t) a q2(t) = φ(t)) are two 
nonlinear differential equations  
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where r(t) is current position of the ball, φ(t) is angle of the 

rotation of the beam, Ft  is force acting in direction of the 
beam, mg is mass of the ball, Rg is radius of the ball, Jg is 
moment of inertia of the ball, Jt is moment of inertia of the 
beam and g is acceleration of gravity. The equation (2) 
expresses impact angle of the beam on the movement of the 
ball and equation (3) expresses impact ball on the angle of the 
beam, which neglects. Programmed simulation scheme of the 
subsystem Movement of ball along beam is in Fig.3.  
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Fig. 3 Simulation scheme of the subsystem of Movement of 

ball along beam 
 
A complete description of the model B&B is still necessary 

to define subsystem Servomotor, which can be described 
nonlinear differential equation in the shape 
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where ω is nominal angular velocity of the servomotor and 
sens is characteristic for nonlinear element type three – 
position relay. Simulation scheme of the subsystem 
Servomotor (Fig.4) was programmed from nonlinear 
differential equations (4) and (5). [1], [2] 
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Fig. 4 Simulation scheme of the subsystem of Servomotor 

III.  DESING PD CONTROL ALGORITHM 

For proposal control algorithms using approximate 
linearization method is necessary linearized nonlinear model 
B&B in point [0,0]. In this case is necessary linearized both 
subsystems Movement of ball along beam (2) and Servomotor 
(4), (5). 

After treatment will have nonlinear differential equation (2) 
shape    
 

)(sin)( tKtr m ϕ=&&  (6) 

Whereas the rolling of the beam is limited in range ± 5% for 
linearization of equation (6) is used fact that sin φ ≅  φ for the 
small angles, then transfer function of the subsystem 
Movement of ball along beam is in the shape 
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Subsystem Servomotor (Fig.4) contains hard nonlinearities 
and therefore can not linearized equation (4) and (5) using 
Taylor series. Therefore method of gradual integration was 
used to obtain a linear approximation of the subsystem 
Servomotor [4]. 

After applying algorithm of the identification method was 
obtained linear approximation of the subsystem Servomotor in 
the shape    
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The sensor with static characteristic, where the sensor’s 
constant is Ksn, is used to detect position of the ball along 
beam. The resulting transfer function of the model B&B is 
then in the shape     
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The obtained linearized model of input – output description 
(9) is used to design the PD control algorithm with aim to 
track the given trajectory, that includes control on the 
equilibrium [0,0] and also control on the steady state.   

The aim is design the control algorithm, which ensures that 
control error converge to zero during tracking reference 
trajectory i.e. 0)( →te . 

Based on the resulting transfer function of the model B&B 
(9) was proposed the parameters for PD control algorithm 
using programmed algorithm of method of standard shapes of 
Graham – Lantrop for consider control law in the form 
 

)
)(

)(()(
dt

tde
TteKtu d+=  (10)  

The proposed simulation scheme of closed – loop system is 
in Fig.5, where is implemented the proposed PD control 
algorithm to control nonlinear model B&B. 
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Fig. 5 Simulation scheme of feedback control structure using 

the PD control for the model B&B  
 

The resulting graph of the tracking reference trajectory 
using PD control algorithm is in Fig. 6, from which is seen 
that output of the nonlinear model B&B tracks reference 
trajectory. The oscillations around steady states are caused to 
the fact that the proposed control is applied to the nonlinear 
model.    
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Fig. 6 Tracking reference trajectory – PD control algorithm  
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IV.  DESING STATE CONTROL ALGORITHM 

The another proposal control algorithm using approximate 
linearization method is state control algorithm, which requires 
a linear model B&B (9) in state space  
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where state matrix of the model B&B are consider in the shape 
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Base on the matrix A, b, cT of the state description of the 
model B&B, suitable chosen roots p = [p1,p2,p3] and using 
function of Control Toolbox place based on pole – placement 
method is designed vector of gains K for consider control law 
in the form 
 

)()()( tNwtKxtu +−=  (13) 

The gain N of the control algorithm, which ensures tracking 
trajectory is determined from the relation [7] 
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The proposed control algorithm ensures control on the 
equilibrium but it not sufficient for control on the steady state, 
therefore the chosen roots p were optimized using 
programmed genetic algorithm yet, that was achieved the 
desired behavior of the nonlinear simulation model B&B.  [9] 

The proposed simulation scheme using the designed state 
control for nonlinear model B&B in the feedforward control 
structure is in Fig.7.  
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Fig. 7 Simulation scheme of control structure with forward 

regulator using state control algorithm  
 

The resulting graph of tracking reference trajectory of 
model B&B using state control is in Fig.8. The reference 
trajectory is the same as when was used PD control algorithm. 
The Fig.8 shows that output of the model B&B tracks the 
desired trajectory but when compared with graph of using PD 
control (Fig.6) are visible the larger oscillation around the 
steady state. 

The proposed PD and state control algorithm are verified on 
the nonlinear simulation model B&B, which created 
conditions for their further use for real model Ball&Plate. The 
model B&P is divided into two subsystems namely subsystem 
for a axis x and subsystem for a axis y, while model B&B 

represent one of the subsystems its simpler variant of the 
model B&P.  [1]  
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Fig. 8 Tracking reference trajectory – state control algorithm 

V. CONCLUSION 

The paper presents the design of PD and state control 
algorithm for nonlinear simulation model B&B. The 
approximate linearization of the nonlinear model is used in the 
both proposals and based on the obtained linear approximation 
of system is designed control for nonlinear model. These 
proposed control algorithms will serve as standard for 
comparison with the proposed algorithms using nonlinear 
methods of synthesis, namely exact linearization, gain – 
scheduling method and control based on the Ljapunov 
function, for model B&B resp. B&P in my future dissertation 
work, where the main aim is create a software tool for design 
of control algorithms for nonlinear physical systems.      
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Abstract—This paper describes the detection of abnormal
acoustic events such as gun shot and breaking glass in urban
environment. These sounds are not typical in this surroundings,
they have rarely occurence and represent potential danger. For
this detection task Hidden Markov Models (HMMs) were used
as a classifier. Accoustic signal is representing by MFCC and the
selected set of MPEG-7 descriptors such as AudioSpectrumCen-
troid, AudioSpectrumSpread and AudioSpectrumFlatness.
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I. INTRODUCTION

In the future, surveillance systems will be a common
part of any public or private security systems. The complex
surveillance system [1] can be created by the fusion of audio
and video information. The effectiveness of the surveillance
system depends on the environmental conditions. The visual
part of the detection system will probably fail in terms
of the bad light condition, or if the problematic situation
is not in the visual field of the surveillance camera. On
the other hand, the audio part of system is very sensitive
on the similarity of sounds. In generally, extreme weather
conditions limit the performance of any surveillance system.
Surveillance systems are usually used at monitor public places
[2], stadiums, vehicles and stations of public transport [3], etc.
Some dangerous situations are more easily detectable via audio
information [4] than the visual information e.g. calling for
help, sounds of gun shots, etc. The goal of each surveillance
system is help to protect life and property. Detection systems
should generate alerts only if dangerous events are detected.
Therefore, it is very important to reduce false alarm as a
result of incorrectly classified pattern. The proposed detection
system is created to recognize potentially dangerous situations
via sound information. Especially, our effort is to detect two
types of acoustic events such as gun shot and breaking glass.
These sounds represent abnormal behavior and they point to
existence of some dangerous situation e.g. a robbery, etc.

Acoustic signals have information redundancy and for that
reason is necessary to specify effective feature extraction
methods. The effective feature extraction should highlight the
relevant information and reduce the number of input data by
removing irrelevant information. Several methods [5] can be
used to represent the acoustic signal, e.g. inspired by speech
parametrization like MFCC [6], [7], or inspired by descriptors
of MPEG-7 standard [8], etc. MPEG-7 is a standard, focused
on the describing of the multimedia content. It is oriented on
the indexing, searching and retrieval of audio using the 17 low
level descriptors [2], [9], [10]. These descriptors can capture
the nature of input acoustic signal. This paper is focused on the

feature extraction method that include the advantage of speech
parametrization like MFCC and the selected set of MPEG-7
low level descriptors. In classification stage HMMs are used.
The influence of the intensity of background sounds to the
proposed detection system is investigated.

II. FEATURE EXTRACTION METHODOLOGY

The efficient feature extraction is a very important phase
of the detection process, because the recognition performance
directly depends on the quality of the extracted feature vectors.

A. Mel-Frequency Cepstral coefficients - MFCC

MFCC belongs to a most popular feature extraction meth-
ods. It is usually used to represent the characteristics of speech
signals. MFCC coefficients are computed following way: a
segment of signal is divided into short frames, where the
parameters of the signal are constant. The Hamming window
method was applied on the frames. Then, they are transformed
to the frequency domain via the Fast Fourier Transform (FFT),
and then the magnitude spectrum is passed through a bank
of triangular shaped filters. The energy output from each
filter is then log-compressed and transformed to the cepstral
domain via the Discrete Cosine Transform (DCT) [8], [11].
The relation between the Mel-frequency and the frequency is
given by the Eq.(1):

Mel(f) = 2595 × log10

(
1 +

f

700

)
, (1)

where f is frequency in Hertz.

B. MPEG-7 low level descriptors

MPEG-7 is an ISO/IEC standard developed in by the
Moving Picture Experts Group (MPEG). MPEG-7 became an
international standard in September 2001 [10]. It includes the
part dealing with audio information i.e. MPEG-7 Audio. There
are defined 17 low level descriptors, see Fig.1.

In our experiments basic spectral descriptors namely
AudioSpectrumCentroid, AudioSpectrumSpread and
AudioSpectrumFlatness were chosen according to the
good results that were presented in the works [2], [5], [8].

AudioSpectrumCentroid - ASC
The audio spectrum centroid (ASC) [10] gives the centre of
gravity of a log-frequency power spectrum. All power coeffi-
cients below 62.5 Hz are summed and represented by a single
coefficient, in order to prevent a non-zero DC component
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Fig. 1. MPEG-7 low level descriptors.

and / or very low-frequency components which can have a
disproportionate weight. For a given frame of signal, ASC de-
scriptor is computed from the modified power coefficients and
their frequencies. In the Eq. (2), P ′(k′) represents the power
spectrum and f ′(k′) represent corresponding frequencies.

ASC =

(NFT /2)−Klow∑
k′=0

log2

(
f ′(k′)

1000

)
P ′(k′)

(NFT /2)−Klow∑
k′=0

P ′(k′)

. (2)

The ASC gives information on the shape of the power
spectrum. It indicates whether in a power spectrum are
dominated by low or high frequencies and can be regarded as
an approximation of the perceptual sharpness of the signal.

AudioSpectrumSpread - ASS
The audio spectrum spread (ASS) [10] is also called instan-
taneous bandwidth. It is measure of the spectral shape. In
MPEG-7, it is defined as the second central moment of the log-
frequency spectrum. For a given signal frame ASS is computed
following way:

ASS =

(NFT /2)−Klow∑
k′=0

[
log2

(
f ′(k′)

1000

)
−ASC

]2
P ′(k′)

(NFT /2)−Klow∑
k′=0

P ′(k′)

.

(3)
ASS descriptor is extracted by taking the root-mean-square

(RMS) deviation of the spectrum from its centroid ASC. The
ASS gives indications about how the spectrum is distributed
around its centroid. A low ASS value means that the spectrum
can be concentrated around the centroid, whereas a high
value reflects a distribution of power across a wider range of
frequencies.

AudioSpectrumFlatness - ASF
The audio spectrum flatness (ASF) [10] reflects the flatness
properties of the power spectrum. More precisely, for a given
signal frame, it consists of a series of values, each one
expressing the deviation of the signals power spectrum from a
flat shape inside a predefined frequency band. In MPEG-7, the
power coefficients are computed from non-overlapping frames
where the spectrum B is divided into 1/4 octave resolution

HMM
glass

HMM
 shot

HMM
 back-
ground

 

     Model 
with maximal 
   likelihood

      MFCC_E
+ASC+ASS+ASF

HMMs

results

Fig. 2. Architecture of proposed system.

logarithmically spaced overlapping frequency bands. For each
band b, a spectral flatness is estimated as the ratio between
the geometric mean and the arithmetic mean of the spectral
power coefficients within this band:

ASF (b) =

hiK′b−loK′b+1

√
Π

hiK′b
k′=loK′b

Pg(k′)

1

hiK ′b − loK ′b + 1

hiK′b∑
k′=loK′b

Pg(k′)

, (1 ≤ b ≤ B).

(4)
For all bands under the edge of 1 kHz, the power coefficients

are averaged in the normal way. For all bands above 1 kHz,
power coefficients are grouped Pg(k′). The terms hiK ′b and
loK ′b represent the high and low limit for band b. High values
of ASF coefficients reflect noisiness, on the other hand, low
values indicate a harmonic structure of the spectrum.

III. SYSTEM OVERVIEW

Our proposed system was developed for the purpose of
abnormal sound detection such as gun shot and breaking glass,
see Fig. 2. The well known HTK Toolkit [12] was used for
training of the Hidden Markov Models (HMMs). For each
acoustic event and also for background sounds HMMs were
trained up to 64 Probability Density Functions (PDF). As
a feature vector the speech based features MFCC with log-
energy coefficient E and three descriptors of MPEG-7 such
as ASS, ASC, ASF were used.

MFCC were computed from the signal divided into the 30
ms frames with 50% overlapping between the neighboring
frames. 29 triangular band filters were used. MFCC feature
extraction algorithm generated 13 coefficients (12 static coef-
ficients and 1 log-energy coefficient E). Extraction of MFCC
was done by HTK tool HCopy.

The combination of MFCC and ASS, ASC, ASF descrip-
tors, that give promising results, were used to compute the
feature from the acoustic signal. ASF generated vectors with
24 coefficients for each signal frame and scalar value was
generated by ASS and ASC.

The final MPEG-7 feature vector composed of 26 (24+1+1)
coefficients. The extraction of these descriptors was done in
Matlab. The final feature supervector was composed of 39
parameters. These supervectors (MFCC E+ASS+ASC+ASF =
13+1+1+24) were used to describe the input acoustic signal.

The audio data of the acoustic events used throughout our
experiments were recorded in relatively quiet environment.
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The sound data were recorded with sampling frequency 48
kHz and with resolution of 16 bits per sample. Then, they
were split into the training and the testing set. Recordings
were manually labeled using Transcriber. The definition of
acoustic event and sound of background was specific for this
application. Each sound that consist no acoustic event was
considered as a background sound.

The HMM models were trained on the 40 recordings of
gunshots, with 40 recordings of breaking glass and 11 minutes
of different backgrounds. Testing recordings were used to eval-
uate the detection system. The character of testing recordings
is possible to describe as:
• non-overlapping sounds in recordings1,
• overlapping sounds in recordings1, 2,
• overlapping sounds in recordings2, intensity of added

backgrounds was reduced by −3, 5dB or −5dB,
• overlapping sounds in recordings2, intensity of added

backgrounds was increased by 3, 5dB or 5dB.
The total duration of testing recordings was 40 seconds.

IV. EXPERIMENTS AND RESULTS

The performed experiments were focused on the detection
of breaking glass and gunshots. HTK software toolkit was
used in this task also. For evaluating the proposed system the
measure Audio Event Detection Rate (DR) [%] was used. It
is defined by the formula:

DR[%] =
Num. of correct recognized models

Num. of all reference models
× 100. (5)

The results are depicted on the Fig. 3. One states HMM
models up to 64 PDFs are trained and then evaluated by the
testing recordings. For the gun shot detection, the best results
(100%) were reached by the overlapping sounds in recordings
with suppressed intensity (−3, 5dB, −5dB) of background
sounds. This step was done in Audacity software. Several
experiments with the increasing intensity (3, 5dB and 5dB)
of the background sounds were performed. In these cases
the shot detection rates decreased at the level 11,11% for
all testing recordings. The Fig. 3 also describes the detection
of breaking glass. The best recognition results were obtained
for non-overlapping recordings. The second-best results were
occurred by overlapping sounds with increased level (3, 5dB)
of background sounds. The glass detection seems to be less
sensitive to the change of the intensity of added background
in comparison of the shot detection.

V. CONCLUSION AND FUTURE WORK PROPOSAL

The conceptual design of surveillance system based on the
detection of abnormal sounds such as breaking glass and gun
shots was presented in this paper. Presented results give us
some basic information about acoustic event detection using
MFCC and some of MPEG-7 descriptors. Generally, the high
number of PDFs did not bring the system improvement. In
the future, we would like to improve the feature extraction
methodology e.g. using full set of MPEG-7 descriptors and
other parameters like Spectral Flux, Kurtosis, etc. and then we
would like to apply PCA feature reduction method. Extension
of the Joint Database of Audio Events (JDAE-TUKE) is also
in progress.

1The reference value of intensity is 0 dB.
2Two sounds are hereable in the same time
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Fig. 3. Detection results.
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Abstract—The calculation of the actual position in the vehicle
navigation is problematical, because there is a drift error of
the wheels in the curve trajectory. The drift correction can be
accomplish in a few approaches. This arcticle describes the drift
correction based on the second scanning and on the comparison
of the two maps scanned from two different positions in the space.
The second position is corrected on the parameters determinated
from the comparison.

Keywords—Autonomous navigation, Drift correction, 2D map

I. INTRODUCTION

The autonomous vehicle can be used for delivery purposes
and for the exploration of the unknown spaces. For the both
purpose there is request for the correct definition of the vehicle
position in the global coordinate system [1], [2], [3], [4],
[5], [6]. The actual position of the vehicle is calculated from
wheels, but there is a drift error in curve trajectory. There is a
problem for definition the correct vehicle position. Error can
be removed by the nonlinear observer, or by the next scanning
of the space. The second approach is more robust and correct.

II. VERIFICATION OF THE CALCULATED POSITION

The actual position of the vehicle is defined by the parame-
ters x, y, ψ. Distance moved by the left θ1 and right θ2 wheel
is the base for calculation of these parameters. The calculation
is described as:

Ck = Ck−1 +

(
θ1 + θ2

2

)
(1)

ψk = arcsin

[
θ1 − (Ck − Ck−1)√

[θ1 − (Ck − Ck−1)]2 + 0, 09

]
(2)

xk = xk−1 + [(Ck − Ck−1) cosψ] (3)
yk = yk−1 + [(Ck − Ck−1) sinψ] (4)

Where Ck is the shift of the vehicle centre of gravity and the
constant 0, 09 is defined by the vehicle width, respectively
by the distance between the centers of the wheels. The
next position of the vehicle is calculated in discrete process,
consequently there is cumulative error in calculation of the
position, because the next position is calculated from the
previous position (xk−1, yk−1, ψk−1).

Calculated position of the vehicle was verificated in manual
move in the space, according to trajectory shown on figure 1
by blue colour. The end calculated position is in point V and
the real position is in point S.

The cumulative error is mostly imported in curved traje-
cotry. The calculated position is relative correct in short shift,

Vx,ySx,y

Fig. 1. Comparision of the calculated and real position of the vehicle

consequently in long shift there is the huge difference between
calculation and real position. There is the place for correction
rules, either developed on the next scanning of the space, or
the nonlinear correction in position calculation.

III. THE CORRECTION OF THE POSITION ANALYSIS

The laser radar is the base intecation element of the vehicle
with the surrounding space. Every point of the surrounding
space is recalculate into the global coordinate system (x, y)
after the scanning. The vehicle position and displacement is
implemented in recalculation. Recalculation from the polar
coordinates, for every point in space, is defined as:

xb = xk +Db sin(θb + ψk) (5)
yb = yk +Db cos(θb + ψk) (6)

Where xk and yk is the actual calculated position of the
vehicle in global coordinate system, based on distance moved
by wheels. Db is the distance between the vehicle and the
point on the object, θb is the scanner angle for this point on
the object. This angle is relative to the vehicle not to the global
coordinate system and ψk is the actual angle of the vehicle
displacement in global coordinate system.

The cumulative error of the position calculation interference
into every recalculation of the object positions in the next
scans. Two maps are shown on figure 2, the first was scanned
from zero coordinates, the second was scanned after vehicle
move in the space following axle y. The cumulative error was
recalculate into z points of the second map, which is shifted
according to the first map, fig 2. Objects in the space were
static.
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Fig. 2. Interference of the cumulative error into the recalculation of the
second map points

Conclusions of this investigation: measurement of the laser
scanner is not influence by the cumulative error, precision of
the measurement is constant. Cumulative error is influence into
recalculation of the points to the global coordinate system. The
drift correction can by based on shift between the maps (fig.
2). The other method based on calculation from wheels are not
sufficient robustness. Also in the case of the uknown position,
there can be find the global position by once more scanning.

IV. PROFILE FUNCTION OF THE MAP

Profile of the map need to be transfered into function
desirable for comparison with other map. Profile function
represented contours and distance of the map. Also this
representation must by independent to the global coordinate
system [x, y]. For this purpose the angle γ was calculated as is
shown on figure 3. The angle γ is from interval < −π; +π >,
at which zero represents immediate direction between two
lines.
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Fig. 3. Angles between lines in map

For the practical purpose was modified the space in office,
as is shown on figure 4.

Fig. 4. Modified space in office for demonstration of profile function

The set of points was obtained by scanning of this space,
fig. 5 represents the map. Edge z1−z9, dummy edge f1−f3
were mark up in this map. Distances d1 − d21 are between
this edges.
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Fig. 5. The line map of the modified space in office, whith marked edges
and distances

Demonstration map include 205 lines. The calculated angles
between lines are shown in graph 6 a). The edges are marked
in this graph in reply to map 5. The calculated angles γi were
add into summator and for each i is shown in graph 6 b).
Also in this graph were marked edges. Conclusions: the start
of the summator is zero - start of the map is in zero, the
maximal value of the summator is 2π in the case if map is
closed. Graph

∑
γi describes the edges in the map, but not

describes the distances between them. This fact is the most
shown between edges z2 and z3, where is discontinuity in the
map (due to character of the two-dimensional scanner) and
between edges is only one line with the distance d3.

Correct representation of the map profile must including
also the distances between the map edges. Conversion from
variously line distance to constant line distance was developed
for this purpose. The best constant division for this purpose is
10 mm, that was set by practical testing. This parameter take
effect on the last comparision of the map and on the calculation
of drift correction. Circuit of the map was divided to the lines
with distance 10 mm and for each line was rewrite

∑
γi due

to this section. The result graph is shown on figure 7. Graph
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Fig. 6. a) calculated angle γ for each line in the demonstration map, b)
summator γ in each line of the demonstration map

of the value τ for the circuit representes profile function of the
map, that includes the edges of the map and also the distances
between them. The function is independent to the shift and the
rotation in the global coordinates system. Profile function is
desirable for comparison of the maps.
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Fig. 7. Profile function τ of the demonstration map

Implementation of the distance d3 between the edges z2
and z3 is shown on fig 7 in confrontation with graph

∑
γi

on figure 6 b). Also between edges z8 and z9. The dummy
edges f1 − f3, which were created by spaces between wall
and furniture and from another point of view need not be
created. This edges are represented as oscillate in the result
profile function τ , consequently in comparison of the maps
this not take the problem effect. This result is important for
ideas about another map description, as is constant division,
where this dummy edges must be represented as individual
point in the map.

V. COMPARISON OF THE TWO MAPS

The simplified space was created to comparison of the two
maps 8-1.

1. 2.

Fig. 8. The simplified space for comparison of the map, 1. vehicle position
in the center of coordinates, 2. vehicle position after application error of the
position

The space was scanned in front of the vehicle in agle from
-80 to +80 degrees. The result is vector map shown on figure
9 by black color.

1.map
2.map

Fig. 9. The result of the two maps mutually moved and swing out for
simplified space in global coordinates

In this moment there was inserted the huge error to actual
vehicle position. The vehicle was manually moved and twisted
to the second position as is shown on figure 8-2. But the actual
position in the vehicle controller is not changed and it is in the
center of coordinates, as was in scanning of the first position.
The second scanning in front of the vehicle was in angle from
-30 to 110 degrees. To the calculation of the coordinates for
each point in global system is imported the vehicle position,
equation 6, and the second map is drawn by red colour. The
described method need to change the vehicle position from the
center of coordinates to the correct position in the map (shown
on fig. 9) into the real position between objects (figure 8-2).
Both of the maps were processing as is described in chapter
IV. Profile function τ1 and τ2 are shown on figure 10.

The comparison of the two maps is to find the point on the
first map where can starts the second map, if this second map
will be moved and twisted to the position that the lines of the
both maps can overlap. The difference value ∆ was created
to find this point. This value is the surface between graphs τ1
and τ2 and is described as:

∆k =

i=i2∑
i=1

∣∣∣∣τ1i+k
− τ2i −

(
τ1k + τ1k+1

+ τ1k+2
+ τ1k+3

4

)∣∣∣∣
(7)

Where i2 is the number of lines of the second map. If k = 1
the difference will be calculated for the first case, where the
first point of the second map is overlap to the first point of
the first map. And the next there are calculation to k = i1 (in
our example 227), as is shown on the figure 11.

The moving of the second profile function in τ axle is
defined as average of the four values of τ1, on figure shown by
green colour. The average was set by real testing in variously
scenarios. If the end of the first map overlap the end of the
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Fig. 11. Profile functions in calculation of the difference

fisrt map, the calculation continue on the start of the profile
funcion τ1 (fig. 11 for k=140). This attend to passing over the
end of the first map. This is utilized only for closed maps,
but there is no problem in non closed maps, because in this
point cannot be the global minimum of the difference function.
Calculation for the all points of τ1 is shown on figure 12.
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Fig. 12. The result difference ∆ for example maps

The result of the calculation of difference function is, that
the minimal difference is in global minimum of the graph 12.
The minimum is in point k = 25, there is the result from
the example graph. That is correct due to compare with figure
11, where for k = 25 is the surface between τ1 and τ2 the
smallest.

The result of these comparison is that the biggest accordance
between the maps is if the first point of the second map is set
to the point on the first map in distance 25× 10mm from the
start. 10mm is the constant of devision.

VI. CONCLUSION

The described method for comparison of two maps brings
the numerical result for drift correction of the vehicle position.
That was tested on the physical model of the autonomous vehi-
cle [7]. The method is sufficiently robust for laser scanner data.
The drift correction is sufficiently correct for the dimensions
of the tested vehicle.
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Abstract— Video transmitted over unreliable environment like 

wireless channel or any network with unreliable transport 
protocol, is facing the losses of video packets due to network 
congestion and different kind of noises. To reduce the undesirable 
effects of information losses, the lost data is usually estimated 
from the received data, which is generally known as error 
concealment problem. This paper presents a brief introduction to 
Image/Video Inpainting methods as a subset of error concealment 
techniques. Applications of this techniques include the restoration 
of old photographs and damaged films, the removal of 
superimposed text like dates or subtitles, the removal of entire 
objects from the image and other. 
 

Keywords—error concealment, image/video inpainting, 
macroblock. 

I. INTRODUCTION 

Motion-compensated hybrid discrete cosine transform 
(DCT)/differential pulse code modulation (DPCM) coding 
such as the H.263 and MPEG-1, -2 and -4 are widely used 
video compression standards. They offer high compression 
ratio so that video information can be stored or transmitted 
efficiently. These codecs reduce temporal, spatial and 
statistical redundancy through motion compensation, 
quantization of DCT coefficients, and variable length 
encoding (VLC, for example using Huffman Coding). 
Comparing with the uncompressed original signals, the 
compressed digital images and videos are significantly less 
fault-tolerant to information loss during transmission in noisy 
channels, and it leads to objectionable visual distortion at the 
decoder. That type of decoder is possible to design using 
technology described in [10.] For example, if VLC is used, 
single bit error may destroy the synchronization of the coded 
information so that some of the following bits are undecodable 
until the next synchronization codeword appears. This may 
cause error propagation over an entire group of pictures 
(GOP) because of the use of motion prediction/compensation. 
To reduce this problem, channel coding using unequal error 
protection (NEP) is frequently used to reduce the adverse 
effects of channel errors on important information such as 
motion vectors (MVs) in the coder. To avoid the excessive 
increase in bandwidth due to channel coding, occasional errors 
are unavoidable. Therefore, methods for concealing these 
errors become very important. Basically, the lost data is 
estimated from the received data. This is generally known as 
the error concealment problem [6]. 

II.  ERROR CONCEALMENT 

Error concealment in block-based decoders has been 
approached from two primary directions [8]. The first is 
temporal concealment, which attempts to use the data from 
past image frames to fill in the corrupted blocks. Simple 
temporal concealment schemes simply copy the missing 
macroblocks from a previous frame, while more advanced 
methods use motion compensation to improve performance 
[3]. Another technique is spatial concealment, which uses 
surrounding pixels to reconstruct lost data. In principle, 
temporal concealment cannot conceal all errors satisfactorily 
because of occlusion and scene changes. Therefore, an 
effective spatial concealment algorithm is still required in a 
complete error concealment system. Spatial concealment 
based on interpolation works well in flat regions, but usually 
perform unsatisfactorily at textured regions or edges. 
Directional interpolation and directional filtering perform 
much better in these areas. There are also attempts to combine 
the merits of spatial and temporal methods, which are 
generally based on mode selection for frames or macroblocks. 

 

A. Combination of Spatial and Temporal methods 

As mentioned above, motion of macroblock is critical for 
temporal error concealment which performs well only in areas 
of no apparent motion or very consistent motion. This issue, 
however, does not affect the performance of spatial error 
concealment. On the other hand, spatial methods are sensitive 
to content of macroblock and perform well only in smooth 
areas, while there is no such requirement for temporal 
methods. So it is desirable to combine the advantages of 
temporal and spatial methods to achieve a better quality. This 
is usually achieved by a mode selection mechanism between 
the two methods as illustrated in Fig.1, for frames or 
macroblocks. The mode selection using spatial or temporal 
methods for each video frame is based on scene changes or the 
frame’s type, i.e., I-Frame or P-Frame [5]. In [7], the mode 
was selected for macroblocks based on the coding modes, i.e., 
intra-coded or inter-coded. More recently, the mode selection 
for macroblocks is performed using gradient-based boundary 
matching (GBM) directional information around the missing 
macroblock. Unfortunately, these mode selection methods for 
macroblocks do not always guarantee satisfactory result. For 
example, if the motion field varies considerably in a 
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macroblock, we will have to accept either the discontinuity of 
macroblocks by assigning a unique MV using temporal 
method or the blurred estimation from spatial method.  

 
Fig. 1. Combination of temporal and spatial error concealment with mode 

selection 

III.  INPAINTING 

Interest in the video inpainting field has increased 
significantly amongst the research community over the past 
several years due to the varied and important applications of 
an automatic means of video inpainting. Some of the key 
applications include: 

- Undesired object removal: Static or dynamic objects may 
not be wanted in a film, perhaps due to a change of heart by 
the director or simply because it was infeasible or unavoidable 
to exclude the objects during the initial recording (for 
example, a jet aeroplane flying during the recording of an 18th 
century drama.) 

- Visual story modification: Video inpainting can also be 
extended to change the behaviour of entities within a video. 
This may be required, for example, to censor an obscene 
gesture or action that is not deemed appropriate for the target 
audience, but for which it would be infeasible or expensive to 
reshoot the scene. 

- Video restoration: Videos can be damaged by scratches or 
dust spots or frames could simply be missing or corrupt. It is 
also possible that during transmission over unreliable 
networks, information pertaining to significant portions of 
video frames may be lost in transit. To view the video again in 
its former glory it is necessary to repair these damaged scenes 
in a manner that is visually coherent to the viewer [4]. 

These processes are frequently performed by restoration 
professionals in a manual fashion, which is not only 
painstaking and slow but also rather expensive. Therefore any 
means of automation would certainly be of benefit to both 
commercial organizations (such as broadcasters and film 
studios) and private individuals that wish to edit and maintain 
the quality of their video collection [2]. 

When an area of an image is missing, inpainting techniques 
can be used to fill in the gaps. The term "inpainting" comes 
from art restorers, who often need to fill in parts of a painting 
that have cracked or flaked off over time. Digital inpainting 
techniques can be used for all kinds of repairs, such as 
removing text from an image, erasing powerlines from a 
scenic view, or repairing cracks and scratches [1]. 

There are a wide variety of inpainting techniques, all 
developed in the last few years. One of the simplest is called 
“diffusion-based inpainting”. “Diffusion” is the process by 
which gas spreads out to fill any volume. For example, when a 
bottle of perfume is opened, even in the absence of any wind, 
the smell soon spreads through the whole room, though it is 
most intense near the bottle. To inpaint, then, we can allow the 
colors to diffuse into the missing areas of the image [2]. 

Another way of putting it is that we want to blur the colors 
out into the missing areas. Mathematically, repeated blurring 
and diffusion are identical. The technique is known as 
“convolution”.  When an image is blurred, the colors of each 
pixel are averaged with a small portion of the color from 
neighboring pixels. That pixel, in turn, contributes a small part 
of its color to each of its neighbors. The image to the left 
shows color that has diffused from pink and blue spots. 

IV.  THE MOTION-IMAGE INPAINTING FOR ERROR 

CONCEALMENT 

A. Spatial Methods 

Generally, conventional spatial error concealment methods 
fill the missing MB by interpolating from neighboring pixels 
around the missing MB, and generate blurred result, so they 
work well in smooth areas, but not satisfactory for areas 
containing important structure information such as edges. This 
problem is also an important topic for image inpainting 
technology, which is an active research area in recent years. 
There are some methods proposed in inpainting technology 
aimed at keeping the structure information, which may be 
suitable for spatial error concealment [3]. 

Image inpainting generally refers to spatial image inpainting 
methods where information from known pixels in the same 
image is used to inpaint the missing areas more precisely, 
given an input image I with unknown or missing region Ω , the 
goal of spatial image inpainting is to propagate information 
from the known or existing regions I − Ω of current image to 
Ω. Various information have been proposed for performing 
spatial methods. For example, smoothness or Laplacians are 
used in partial differential equation (PDE) based method, and 
structure or texture are employed for exemplar-based method . 

In the PDE-based image inpainting method the holes in the 
image to be inpainted are filled by propagating continuously 
image Laplacians in the isophote direction from the exterior. 
The method has its root in the Navier-Stokes equation in fluid 
dynamics where the known pixels are treated as certain 
viscous fluid which flows slowly into the missing area Ω as 
time increases. By discretizing the fictitious time variable by 
n.∆t , the image pixel at this time instant can be written as (1): 

 

Ω∈∀∆+=+ ),(),,(),(),( )()()1( jijitIjiIjiI n
t

nn           (1) 

where the superscript n denotes the time index n, (i,j) are 
the pixel coordinates and I t

(n)(i,j) stands for the update of the 
image I(n)(i,j) . Note that the evolution equation runs only 
inside Ω , the region to be inpainted.  

Although PDE-based inpainting method tries to keep 
direction information by propagating image Laplacians in the 
isophote direction, it is not applicable for keeping clear 
structure information. The image inpainting techniques 
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mentioned above work at the pixel level, and they have 
worked well for small gaps, thin structures, and text overlays. 
 

 
Fig. 2.  Structure propagation by exemplar-based texture synthesis 

 
However, for larger missing regions or textured regions, 

they may generate blurring artifacts. Exemplar-based 
approaches have also been proposed for image completion by 
synthesizing pixels using texture synthesis techniques [1]. 
Recent exemplar-based methods work at the image patch 
level. They fill in unknown regions more effectively by texture 
synthesizing with some automatic guidance. This guidance 
determines the synthesis ordering, which significantly 
improves the quality of completion by preserving some salient 
structures. Fig. 2 illustrates the general idea of exemplar-based 
approaches. 

Fig. 2a shows an original image with the target region Ω, its 
contour δΩ and the source region Φ clearly marked. We want 
to synthesize the area delimited by the patch Ψp centered on 
the point p∈δΩ (see Fig. 2b). As shown in Fig. 2c, the most 
likely candidate matches for Ψp lie along the boundary 
between the two textures in the source region, e.g., Ψq' and  
Ψq'' . The best matching patch in the candidates set is copied 
into the position occupied by Ψp (see Fig.2d), and achieves 
partial filling of Ω . Finally the target region Ω shrinks and its 
front assumes a different shape. 

It can be seen that spatial methods achieve the objective by 
preserving or maintaining the image structure or smoothness 
information in the missing areas. The advantage of spatial 
methods is its relative simplicity and in the case of image 
sequences, there is no need to store the extra images since the 
information is propagated from the current image. On the 
other hand, since the information in neighboring video frames 
is not employed, the performance may be significantly 
affected which may result in images blurring or even incorrect 
results [4].  

When applying exemplar-based method to error 
concealment, it works well for simple structure such as lines or 
edges, but still cannot guarantee satisfactory result for 
complex structure such as cross edges. Also it will fail when 
there are no similar patches in the frame. 

B. Temporal Methods 

As mentioned above, conventional temporal error 
concealment technologies assign one motion vector for all 
pixels in a frame or macroblock, which is incorrect in most 
cases. So these techniques perform well only in areas of no 
apparent motion or very consistent motion but not applicable 
for complex motion. Fig.3 shows an example of complex 
motion where traditional temporal error concealment cannot 
generate satisfactory result. 

As shows Fig.3, it is impossible to assign a constant motion 
to the whole frame because there are different motions for 
background, shoulder and face. Also it is impossible to assign 

a constant motion for MB in the face area because the motion 
of face is complex. 

 

 
Fig. 3.  Motion field of frame No.193 of video sequence “Foreman” 

 

As shows Fig.3, it is impossible to assign a constant motion 
to the whole frame because there are different motions for 
background, shoulder and face. Also it is impossible to assign 
a constant motion for MB in the face area because the motion 
of face is complex. 

To overcome the shortcoming of traditional temporal error 
concealment technologies, there must be approaches to assign 
different motion for each pixel, instead of a constant motion 
for all pixels in a MB. This can be solved by motion 
inpainting technology [9].   

V. MOTION INPAINTING 

Motion inpainting is first introduced as a technique for 
video stabilization in the computer vision community [2]. By 
propagating MVs at the outer boundary of missing area into its 
interior, the motion field in the missing area could be 
estimated.  

As illustrated in Fig.3, the boundary ∂M will gradually 
advances into the missing area M to fill in the pixel value and 
motion vectors until it is completely filled [1]. Using known 
neighboring pixel qt, whose motion vector is defined by either 
the initial local motion computation or prior extrapolation of 
motion data, motion vectors of pt on the inner boundary of a 
missing area M are estimated using (2). 

 

 
Fig. 4.  Motion inpainting 

 

As show Fig.4, motion field is propagated on the advancing 
front ∂M into M. The color similarities between pt and its 
neighbors cr are measured in the neighboring frame I t after 
warped by local motion of cr' and they are used as weight 
factors for the motion interpolation [1]. 
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where H(pt) is the neighborhood of pt and Ft
t-1 is the motion 

vector from frame t to t-1. The motion value for point pt is a 
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weighted average of the motion vectors of the points in H(pt). 
w(pt, qt) determines the contribution of the motion value of 
qt∈ H(pt) to pixel pt, and it is measured by the color similarity 
or intensity similarity of adjacent image pixels, using (3): 

 
}))(/{1)( 1,1, ε+= −− tttt qpColorDistqpw                      (3) 

Motion inpainting offers an efficient approach to estimate 
the MVs of the missing pixels and hence their pixel values 
when reliable MVs can be estimated from optical flow. 
However, its effectiveness also depends on the temporal 
correlation of the video sequences. A joint spatial-temporal 
approach is therefore highly desirable, especially in video 
coding, where abrupt scene changes may be encountered [1]. 

VI.  IMAGE INPAINTING 

As shown in Fig.5c, the MRF-based diffusion performed in 
robust motion inpainting provides blurred estimation for 
regions where motion inpainting fails. To obtain a better 
result, image inpainting is performed to refine the MRF based 
diffused region, see Fig.5e. 

The exemplar-based approaches complete the image by 
synthesizing pixels using texture synthesis techniques. In the 
proposed method, we apply an exemplar-based method in 
which works at the image patch level [1]. It fills in unknown 
regions more effectively by augmenting texture synthesis with 
some automatic guidance, and get significantly improved 
quality of completion by preserving some salient structures in 
the image. Fig.5e shows the result after exemplar-based image 
inpainting. Comparing with Fig.5c, it can be seen that a 
sharper and clearer result was provided for region blurred by 
MRF-based diffusion. 

 

 
Fig. 5.  An example (a) of  missing macroblock with wrong motion vector 

estimation 
 

In Fig.5a, the green arrow shows 10 times enlarged MV, b-e 
are different results being enlarged by 4 times around the 
missing MB. Fig.5b illustrates error concealment by motion 
inpainting, 5c result of MRF-based diffusion in robust motion 
inpainting, 5d MRF-based diffused region, masked in red in 
the frame, 5e result of exemplar-based image inpainting on the 
MRF-based diffused region. 

VII.  CONCLUSION 

The Image/Video(motion) inpainting tries to combine the 
merits of spatial and temporal methods by mode selection for 
each pixel. Inpainting methods provide improved performance 
over conventional methods for the videos tested and they serve 
as an alternative to existing methods for video error 
concealment. Although the Image/Video inpainting tries to 
eliminate the influence of inaccurate motion by mode selection 

based on robust criteria, it still suffers from motion estimation 
errors. The challenge lies on robust motion estimation for 
error concealment, and a more reliable mode selection 
criterion. 
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Abstract—In this paper a linear transformation based feature
extraction used in speech recognition is presented. It is applied
to speech multi-frames created from basic cepstral vectors with
various lengths. The influence of these lengths to recognition
rate is investigated. Also the performance of the transformation
in dimension reduction is studied. To reduce the dimensionality
of the concatenated basic vectors, class-independent Principal
Component Analysis (PCA) with reduced rank transformation
matrix was used. We have focused on the possible improvement
of the recognition performance with the proposed methodology
in HMM-based context independent phoneme recognition task.
Several experiments using TIMIT speech database and its manual
phonetic transcriptions were done. Experimental results for
different model dimensions for baseline and transformed acoustic
models are evaluated and compared with detailed conclusion and
analysis of results.

Keywords—dimension, feature vector, linear transformation,
matrix, supervector

I. INTRODUCTION

Feature extraction is an important part of the whole recog-
nition process of any automatic speech recognition (ASR)
system, because it greatly affects the recognition performance
of the system [1]. The feature extractor has to derive a relevant
speech representation resulting in form of D-dimensional
feature vectors, which are obtained by applying Fourier or
cepstral analysis to short time segments [2]. The conventional
acoustic front-ends designed for most of ASR systems are
based on MFCC (Mel-Frequency Cepstral Coefficients) or PLP
(Perceptual Linear Prediction) features. These techniques are
good choices to obtain satisfactory speech representations.

In most ASR systems, the basic feature extraction process
is supplemented by linear transformation in order to improve
the recognition performance. The feature extraction process is
then achieved in two steps: parameter extraction and feature
transformation. In general, the linear transformations (LTs)
project the mentioned D-dimensional basic feature vectors
to d-dimensional transformed subspace (d < D) according
to some criterion (retaining maximum variance, class dis-
crimination, etc.). LTs reduce the feature dimensionality, so
the computational cost and system complexity for subsequent
processing is decreased. Linear Discriminant Analysis (LDA)
[3] and Principal Component Analysis (PCA) [1] are two
popular linear transformation methods.

In this paper, we have built upon our previous work and we
present a methodology of application of a data-driven unsu-
pervised feature transformation based on Principal Component
Analysis applied to supervectors (multi-frames) created by
concatenating of successive MFCC vectors. The experimental
results of this method are compared to baseline system in

the TIMIT phoneme recognition task. The reference baseline
system was built on MFCC vectors that consisted of first few
static cepstral coefficients, 0th coefficient and also of the first
and second-order derivatives. The specific vector compositions
are listed in Table I. In the next section the related work
description and in the third section the PCA is presented.
Sections IV, V and VI describe the experimental setup, the
results and conclusions.

II. RELATED WORK

In this work, we have tried similar approaches that were
investigated in other applications under analogous conditions.
The TIMIT speech database [4] used in our experiments is
an internationally renowned corpus specifically designed to
support the development and evaluation of models. Some
works [2], [5], [6], [7] and [8] are focused to applications
evaluated especially on this database using some additional
methods. In [7] the researchers have applied a very similar
method (LDA, PCA and LP transformation - concatenating the
LDA and PCA coefficients) to transform the feature vectors.
We have investigated a similar methodology (only the PCA
has been used) with completion of the methodology with
concatenating the base vectors used as input for PCA. This
similar approach resulted in comparable, in some cases better
results than were publicated in the mentioned publications.
The supervectors were also used in [6] and they are one of
the fundamental operations in LDA application [3] in speech
recognition. In [6] the PCA was applied to the multi-frame
context windows and it was also applied in acoustic events
detection system in feature extraction [9].

III. LINEAR FEATURE TRANSFORMATIONS AND
DIMENSIONALITY REDUCTION

Linear dimensionality reduction

Linear feature transformations are used in ASR to convert
and reduce the original features to an alternative and more
compact set retaining information as much as possible [7].
This is achieved by retaining only the relevant dimensions
according to choosed criterion. This step helps to solve the
problem called the curse of dimensionality. Reducing the
dimensionality of features is the most direct way to solve
the problems caused by high dimensionalities. A general
mathematical model of an LT can be written as:

y = WTx, (1)

where y is the output transformed feature set, W is the
transformation matrix and x is the input set.
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Principal Component Analysis

Principal Component Analysis is a popular data process-
ing and dimension reduction method applied also in speech
recognition. PCA maps the n-dimensional input data to m-
dimensional, m < n, with respect to the variability of data.
The method is based on the assumption that most information
about classes is contained in the directions, along which the
variations are the largest [7]. But, there is no guarantee that
variability explained by PCA is useful for speech recognition
[1] (PCA is strongly data-dependent and not all of the data
sets are suitable for PCA). It transforms the data by prin-
cipal components PCs (uncorrelated and ordered variables).
Usually, with the first few PCs can be represented about
80% variability of the basic vectors. PCA was used in our
experiments in the following mathematical way according
to [10] and [11]. Suppose that we have M feature vectors
x1, x2, . . . , xM corresponding to speech signals in the training
set. Firstly, the input data have to be subtracted:

Φi = xi − x̄ = xi −
1

M

M∑
i=1

xi, (2)

where Φi is the i-th centered vector and x̄ is the mean vector.
From these vectors are then created the centered data matrix
A = [Φ1Φ2 . . .ΦM ]. Principal components can be given by
K leading eigenvectors of the global covariance matrix C
resulting from its eigendecomposition:

Cui = λiui, i ∈ 1, . . . , N, (3)

where u1, u2, . . . , uN are the eigenvectors and λi, i ∈ 〈1;N〉
are the eigenvalues of the covariance matrix:

C =
1

M − 1

M∑
n=1

ΦnΦT
n =

1

M − 1

M∑
n=1

(xi− x̄)(xi− x̄)T . (4)

The dimensionality reduction step is performed by keeping
only the eigenvectors corresponding to the K largest eigenval-
ues (K < N) and put them into matrix UK = [u1u2 . . . uK ],
where λ1 > λ2 > . . . > λN . Finally, the linear transformation
RN → RK is computed as:

yi = UT
Kxi, (5)

where yi represents the transformed vector and UK is the
reduced PCA matrix. The determination of K can be done
via comparative criterion with threshold T ∈ 〈0.9; 0.95〉:∑K

i=1 λi∑N
i=1 λi

> T. (6)

IV. METHODS AND EXPERIMENTS

Control experiment

In order to compare the results of the proposed methodology
with the baseline acoustic model it was necessary to build
several base MFCC models. The accuracies of this model
are listed in Table IV. The feature extraction for MFCC
was performed in common way. The input speech signal is
preemphasized and windowed using Hamming window. The
window size was 25 ms. Fast Fourier transform was applied
to the windowed segments. In the next step, the mel-filterbank
analysis with 20 channels was applied followed by logarithm
application to the linear filter outputs. In order to decorrelate
the features, the discrete cosine transform (DCT) was applied.

This acoustic analysis for different dimensions was performed,
according to Table I, where the symbol N has varied as
follows: N=4, 7, 9, 10, 11, 12, 13, 14 and 15. These vectors
were then used as the input for the following transformations.

TABLE I
MFCC VECTORS COMPOSITIONS FOR ALL DIMENSIONS

MFCC vectors Final dimension Dimension for PCA

N static + 0th + ∆ + ∆∆ n=3(N + 1) neff =N + 1

Proposed methodology

The goal of the described methodology was the application
of PCA to multi-frame feature vectors. MFCC feature vectors
were used to create supervectors. To learn the PCA transfor-
mation matrix only the train set was used. Each speech signal
in the train corpus is represented after the parametrization
process by data matrix with size n × ni, where n is the
actual dimension (according to Table I) and ni is the number
of frames in i-th recording. By pooling these matrices, the
training set can be represented by one big data matrix of
size n× L, where L =

∑N
i=1 ni. The TIMIT training set has

N=4620 recordings and L=1 410 069 (this number is the sum
of all columns in the sub data matrices). The MFCC multi-
frames were used to add context, with appropriate number
of frames. The actual feature vector x[n] on position n is
always modeled with its left context vectors x[n−1], . . . , x[n−
(C − 1)/2] and its right context vectors x[n + 1], . . . , x[n +
(C − 1)/2], where C is the multi-frame length. For example,
when the multi-frame size was set to C=5, the supervector,
which models the context for actual vector x[n] has a form
x[n− 2], x[n− 1], x[n], x[n+ 1], x[n+ 2].

In our experiments, we have used two different multi-
frame lengths; C=3 and C=5. We operated overall with 18
various types of full rank PCA transformation matrices, which
had sizes neffC × neffC. So, for instance for C=5 and
dimension neff=18 we had PCA matrix with size U[80×80].
At the transformation, their reduced rank versions were used.
The specific supervector compositions before computing PCA
are listed in Table II. The final dimensions were chosen
independently from the criterion (6) in order to compare the
performances at the same dimension.

TABLE II
TRANSFORMED PCA VECTORS COMPOSITIONS

PCA vectors, C=3 3(N + 1)MFCC → (N + 1)PCA + ∆ + ∆∆

PCA vectors, C=5 5(N + 1)MFCC → (N + 1)PCA + ∆ + ∆∆

Final dimension n = 3(N + 1)

Adding context to actual vector, when it is inside a data
matrix is not problematic. The problem will arise, when its
actual position is at the beginning or at the end of the matrix.
At the beginning does not exist the left context and at the
end does not exit the right context yet. To solve this problem
we have done some modifications at these positions. This
problem is referred as start and end-effect problem. We have
tried three different approaches to generate the non existing
context. First one consisted in zero vectors addition to first
and last feature vector in matrix. The second one is some
kind of continuation of speech signal. Exactly, the left context
vector was created with the same dimension from the first
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coefficient of first feature vector and the right context vector
was created from the last coefficient of the last feature vector.
This approach is interpreted by Fig. 1, where the matrices
X(1), X(2), . . . , X(N) are the basic data matrices. The third
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Fig. 1. Illustration of the context vectors adding

approach was simply repeating of the first and last feature
vector. After experimental verification of these approaches we
chosed the second one, because it provided satisfactory results
(performance differences between these three approaches were
0.5-1%).

In the phase of constructing the supervectors their length
has varied according to the context size. When the context
was set to C=3, then the supervector length was three times
longer than the basic vector (analogy with C=5). For C=3 and
for actual vector one left context vector and one right context
vector was taken to create the corresponding supervector. This
process is modeled by Fig. 2 and it resulted in a matrix S
(we called it as supermatrix) consisting of supervectors in its
columns. This supermatrix can be viewed as an analogy with

S=
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Fig. 2. Supermatrix composed by splicing the basic vectors

so-called Hankel matrix, but in block matrix form. This fact
helped us to reduce the processing time. It was then considered
as the input matrix for PCA (matrix A labeled in Section III).
Then the main PCA was performed according to mathematical
description in Section III.

The big matrix A was analyzed by PCA, then the global
covariance matrix was computed and finally, its spectral de-
composition was done, which resulted in a set of eigenvectors
and eigenvalues. The number of eigenvectors was identical
with the number of input dimension for PCA (neffC). From
the eigenvectors were chosen the leading ones corresponding
to the largest eigenvalues. The eigenvalues rapidly decrease
with their index so the first few eigenvalue - eigenvector
pairs are sufficient to retain the most variance present in
the data. The dominant eigenvectors then formed the reduced

rank transformation PCA matrices. With these matrices the
train and test sets were transformed independently. The actual
PCA matrix was learned in the PCA training process (Fig.
3). In order to visualize the matrix coefficients in magnitude

X
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Recording 2

Recording N
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X (N)

.
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vectors

Big data
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of vectors

Eigendecomposition
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matrix (core)

Reduced PCA
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Eigenvalues

Fig. 3. Learning process of full rank PCA matrix

sense it was randomly selected one recording from test corpus.
Fig. 4 on the left shows the matrix for 10 MFCCs with
approximately 400 feature vectors. The maximum magnitude
is roughly 20 (white areas). On the right side the same matrix
is depicted after PCA (C=3) with the same dimension. There is
concentrated more energy (lighter areas; maximum magnitude
varies around value 40 - this is twice more than previously).
All processing related to PCA in the MATLAB environment

Fig. 4. MFCC and transformed coefficients

was performed. Using special functions from VOICEBOX -
A Speech processing Toolbox for MATLAB [12] we achieved
compatibility between the feature vectors format and MAT-
LAB. We have done a few experiments for higher context
lengths (C=7, 9 and 11), but in some cases there occurred out
of memory problems (a need to allocate really big matrices,
with millions of real valued coefficients). For example, in our
experiments we have done about 60 training procedures and
about 500 different tests and evaluations, but only a half of
them were useful for our intentions. These operations take
approximately 1050 hours of absolute processing time.

The speech corpus

As was mentioned before, the TIMIT speech database we
have used to investigate the proposed methodology. This
database is divided into train and test set, with 4620 and 1680
recordings, respectively. There are 61 distinct phones, which
were reduced to an inventory of 40 symbols. It was used a
phoneme mapping structure according to Table III. All closure
phonemes (’bcl’, ’dcl’, ’gcl’, ’kcl’, ’pcl’, ’tcl’) were merged
in the training phase with previous phoneme segment.

TABLE III
PHONEME MAPPING SCHEME

TIMIT ao ax axh axr hv ix el em en

Mapped aa ah ah er hh ih l m n

TIMIT nx eng zh *cl h# pau epi ux q

Mapped n ng sh - sil sil sil uw sp
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Experimental setup

The HMM parameters for 40 phonemes were trained. Each
phoneme was modeled by a three-state left-to-right HMM.
Probability density functions (PDF) were used to model the
HMM states with 1, 2, 4, 8, 16, 32, 64, 128 and 256
Gaussian mixtures. This training scheme was applied to each
transformation. In order to test the acoustic models a simple
language model was built. It is a backoff bigram model
smoothed using Witten-Bell discounts. It was composed from
the whole database using SRI Language Modeling Toolkit.
The feature extraction, acoustic modeling and testing by HTK
(Hidden Markov Model) Toolkit were carried out.

V. EXPERIMENTAL RESULTS

All experimental results of our experiments are listed in
Table IV (the accuracy for MFCC and PCA model). These
results show that the proposed methodology outperforms the
MFCC approach. The PCA provides for C=3 better recog-
nition performances than MFCC for lower dimensions and
for cases with more Gaussian mixtures (64 - 256). On the
other hand, recognition performance can be improved again
for higher model dimensions, but for lower Gaussian mixtures
(improving with gray color is highlighted). The achieved im-
provement of accuracy is approximately 1%. For the case C=5
the obtained results are less satisfactory. It can be seen that for
longer contexts we have achieved not significant improvement
in comparison with shorter contexts. The gray areas in the table
mean improvement in comparison with the baseline model and
the bold values mean improvement compared to case with
shorter contexts. Notice that the accuracies in the evaluation
process were computed as the ratio of number of all word
matches to number of reference words. It should be noted that
the PCA analysis process in MATLAB is memory intensive,
but the recognition time of the final recognizer with reduced
dimensions is shorter and the memory requirements are lower.
This fact may lead to more effective function of the recognizer
in real time applications.

VI. CONCLUSIONS AND FUTURE WORK

The main conclusion of our presented work is that the
PCA applied to supervectors can outperform the standard
MFCC approach for lower dimensions, so it is more effective
in energy cumulation for low-order coefficients composing a
lower dimensional feature vectors. The second conclusion is
that for longer contexts the performances are not improved.
This fact we can interpret it so that the longer multi-frames
are convenient for larger speech databases than TIMIT.

In the future, we want to refine the PCA algorithm (other
mathematical methods used in covariance matrix decomposi-
tion) and we want to explore the context adding to start and
end of the data matrix. We also want to implement the PCA
on a larger database with real Slovak speech data.
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TABLE IV
ACCURACIES FOR MFCC AND PCA-BASED MODELS

Dim. 15 24 30 33 36 39 42 45 48

Mixtures Accuracy (%) for baseline MFCC model

1 62.38 66.57 67.96 68.01 67.89 67.54 67.43 67.09 66.94

2 64.18 67.42 69.02 68.86 68.81 68.85 68.61 68.57 68.43

4 66.26 69.22 70.79 71.35 70.78 71.17 70.90 70.89 70.75

8 67.27 70.63 72.26 72.54 72.92 72.69 72.54 73.10 73.66

16 67.92 71.94 73.36 73.57 73.98 74.14 74.20 74.69 74.96

32 68.87 72.49 74.37 74.71 75.69 75.43 75.76 75.80 76.48

64 69.52 73.32 75.01 75.83 76.47 76.43 76.71 76.98 77.22

128 69.69 73.58 75.44 76.32 76.70 77.05 77.36 77.50 77.79

256 70.53 74.41 75.96 76.28 76.85 76.93 77.27 77.43 77.16

Accuracy (%) for PCA with supervectors from multi-frames, C=3

1 62.29 65.49 67.38 67.46 67.53 67.33 67.19 67.06 67.10

2 63.82 67.05 69.44 68.67 69.30 69.80 68.74 69.20 69.02

4 65.26 68.33 71.19 70.33 71.26 71.03 71.02 71.31 71.72

8 66.79 69.66 72.06 72.25 72.68 72.84 73.29 73.07 73.23

16 67.64 70.88 73.54 73.52 73.86 74.29 74.63 74.60 74.34

32 68.76 72.39 74.34 74.54 75.16 75.08 75.71 75.34 75.80

64 69.66 73.24 75.05 75.24 75.70 75.96 76.69 76.51 77.09

128 69.99 73.93 75.56 75.64 76.44 76.56 76.85 77.05 77.14

256 70.62 73.99 75.44 75.67 76.28 76.80 77.00 76.72 76.96

Accuracy (%) for PCA with supervectors from multi-frames, C=5

1 61.01 64.25 66.26 66.17 66.34 66.04 66.60 66.11 66.77

2 62.09 65.86 67.46 67.84 67.96 68.34 68.11 68.39 68.32

4 64.02 67.67 68.46 69.76 69.83 70.37 70.55 70.54 70.79

8 65.71 69.63 71.36 71.54 71.95 72.41 72.91 72.98 73.30
16 66.77 71.00 72.77 73.14 74.00 73.92 74.48 74.51 74.85
32 68.22 72.48 73.72 74.31 74.62 75.06 75.49 75.92 76.00
64 69.29 73.51 74.80 75.12 75.35 75.77 76.39 76.63 76.96
128 70.33 74.02 75.48 75.61 76.11 76.49 76.86 77.32 77.63

256 70.68 74.36 75.85 75.94 76.11 76.36 76.56 77.09 77.67
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Abstract — This article presents the impact of the parameters 

used in the Graph cut method on the final segmentation. The 

article shows how the coefficients are implemented in the regional 

and border properties and their impact on the final segmentation 

in Graph cut segmentation. Subsequently, it describes the 

principle of using regional and border properties in this method 

of segmentation. For demonstration of the impact of coefficients 

in the parameters, illustrative experimental verification of this 

method is used.  

 

Keywords—Graph cut, parameters, segmentation, maximal 

flow, terminals, initialization.  

 

I. INTRODUCTION 

One of the basic methods of image processing is image 

segmentation. These segmentations are required to separate 

objects in the image from their background. This activity can 

be performed with the possibly smallest number of user 

interventions Graph cut segmentation, which belongs to 

advanced segmentation techniques, needs properly configured 

parameters for its operation. For initialization, it only needs to 

identify a few pixels belonging to the objects and a few pixels 

belonging to the background. Precision can be achieved by an 

appropriate number of initialization pixels of the object and 

background segmentation. Another important parameter for its 

precision is appropriate determination of internal parameters 

for computation of the regional and border properties for the 

Graph cut method. 

The details of Graph cut segmentation technique are 

described in Section II. Section III experimentally 

demonstrated the impact of parameters on resulting 

segmentations. In Section IV, the impact of these parameters 

on resulting Graph cut segmentations is evaluated. 

II.  SEGMENTATION TECHNIQUE 

A. Graph cut segmentation 

This method divides an image into two segments: “object” 

and “background”, and belongs to the interactive segmentation 

technique. Segmentations [1], [3] are determined as labeling 

vector },...,,...,{ 1 Pp AAAA  . Segmentation of the objects 

from its background is defined as binary labeling problem, 

where every pixel is labeled as },{ BOAk  , 

where O represents the pixel belonging to the object in the 

image and B represents the pixel belonging to the background 

of the image. These binary labels are represented as hard 

constraints of the segmentation and are identified by the 

terminal nodes S (source) and T (sink), which represent 

“object” and “background” of the segmentation. Other pixels 

in the image represent soft constraints of the segmentation 

determined by regional and boundary properties of A  

represented by cost function: 

)()()( ABARAE   ,      (1) 

where )(AR  represents regional properties [1], which 

determine individual penalties for assigning pixels to the 

"objects" and "background". 

Regional properties can be represented by: 






Pp

pp ARAR )()( ,       (2) 

where )( pp AR represents the t-link value of the edge that 

connects pixels with terminals. 

Boundary properties [1] are determined by )(AB  and can be 

interpreted as penalization for discontinuities between two 

neighboring pixels p  and q . This boundary property can be 

represented by: 






qp AANqp

qpBAB

:},{

},{)(        (3) 

Coefficient   demonstrates the importance of regional 

properties against border properties. 

The graph created like this consists of vertices and edges. 

The vertices [4] consist of all the pixels in the image and the 

terminals defined by the user. The edges [4] consist of all the 

edges including n-link edges that connect all neighboring 

pixels and t-link edges that connect all the pixels with the 

terminals. 

The cut in the graph is located on the border between the 

object and background in the location of the maximum flow in 

the graph. It results is separating the object and background. 

This flow is determined using an algorithm to determine the 

maximum flow in the graph [2]. 

III. EXPERIMENTS 

The final segmentation can be affected by coefficients 

changing the cost function.  The following experiments will 

show the impact on differently set coefficients of the 

parameters on final segmentations. This experimental 

segmentation is not focused on the best result but the impact 

of parameters on the segmentation. 
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Graph cut segmentations are initialized by determining 

several pixels identifying the object in the image Fig. 1 [5] and 

several pixels identifying the background in the image. 

The parameter )( pp AR  is defined as the difference of pixel 

value and terminals identifying the “object” and 

“background”. By changing the value of the coefficients   

the impact of this parameter on the resulting segmentation is 

experimentally verified. 

The parameter },{ qpB  is defined as: 













 


2

2

},{
2

)(
exp



qp

qp

II
B       (4) 

where  is a coefficient defined by the user. By changing the 

value of the coefficient   the impact of this parameter on the 

resulting segmentation is experimentally verified. 

 

 
Fig. 1 Input image 

 

Initialization is based on labeling the object and background 

of segmentation in Fig. 2. This initialization determines the 

object and background terminals for Graph cut segmentation. 

 

 
Fig. 2 Initialization of Graph cut 

The resulting segmentations are achieved by adjusting the 

coefficients for calculating regional and boundary properties 

of Graph cut segmentation. By changing the coefficients   at 

zero values of coefficients   the following segmentations are 

achieved as Fig. 3, Fig. 4 and Fig. 5 show. 

 

 
Fig. 3 Graph cut segmentation with 0  and 1.0  

 

 
Fig. 4 Graph cut segmentation with 0  and 5.0  

 

 
Fig. 5 Graph cut segmentation with 0  and 1  

 

Changing only the   coefficient results in more homogeneous 

segmented objects but near the borders they are not very sharp 

[7]. A too high value of   will cause the objects on the 

border to intervene into the background of the segmentation 

Fig. 5. Unassigned pixels at the border with pixels assigned to 

the object or background are labeled as the object or the 

background although the value differences of the two adjacent 

pixels )( qp II   are bigger. 

Fig. 6 and Fig. 7 show segmentations achieved by changing 
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the coefficients   with previously used values of   

coefficients. 

 

 

Fig. 6 Graph cut segmentation with 51  e  and 1  

 

 

Fig. 7 Graph cut segmentation with 51  e  and 1.0  

 

 

Fig. 8 Graph cut segmentation with 41  e  and 1.0  

 

As a result of only a small change of the  coefficients , the 

segmented objects near the border are sharper and do not 

intervene into the border to the background of the 

segmentation Fig. 7. If the coefficient   is used, the 

coefficient  must be changed to lower value. A too high 

value of   will cause, that objects will be less homogenous 

Fig. 6. 

The difference between Fig. 7 and Fig. 8  clearly indicates 

that a little change of the coefficient   has an impact on the 

resulting segmentation. Since initializing the object, the bird's 

beak is not labeled in the image; the correct result should be in 

Fig. 8. 

IV. CONCLUSION 

The aim of this article was to show the impact of the 

parameters after changing their coefficients on the resulting 

segmentations. The article provides visual evidence-based 

guidelines for determination of the initialization coefficients in 

order to achieve better segmentation results applicable for 

further processing [6]. Experiments show the importance of 

properly adjusted coefficients for parameters of Graph cut 

segmentation technique for the final segmentations.  
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Abstract—This paper proposes modification of a neural 

network (NN) of type Membership-function (MF) ARTMAP. 

Our approach generated from firstly, observing and analyzing 

the training phase of the network and secondly, from testing it 

during the object classification process. The first proposal of the 

modification is associated with the minimization of number of 

created fuzzy clusters. The second suggestion consists of the 

mathematical model of fuzzy relation, by which the membership 

of the input sample to the fuzzy cluster is calculated. As results 

we expect the accuracy improvement and generalization ability of 

the network and also acceleration of the testing phase. 

 

Keywords— Adaptive Resonance Theory (ART), ARTMAP, 

Machine Learning, Probability Estimation. 

 

I. INTRODUCTION 

Hand in hand with the boom of the application potential of 

the information technology, raises demands for fast processing 

of large amounts of data. That is the reason why the methods 

used for obtaining relevant information asked by customers 

are under pressure.  

Artificial intelligent (AI) methods are one of the possible 

ways how to handle with data. Neural networks, among others 

AI techniques, posses effectives features: the ability to adapt 

to dynamically changing problems, the ability to learn and also 

to handle uncertainty. 

This paper introduces one of the type of NN, the network 

class ART (Adaptive Resonance Theory) and specifically 

ARTMAP. The approaches based on ART or ARTMAP 

technology are rather flexible and much more suitable for 

these situations when class consists of various clusters in the 

feature space. 

This paper is organized as follows: Section II theoretically 

talks about the ART-like neural networks. The basic 

description of MF-ARTMAP is given. Section III contains our 

proposal of the improvement of this type of NN. Section IV 

presents our solutions for the minimization of fuzzy clusters.   

II. NEURAL NETWORKS OF TYPE ARTMAP 

Adaptive Resonance Theory (ART) was developed by 

Grossberg and Carpenter [6]. It was biologically inspired, 

trying to imitate how the brain processes information –analysis 

of human cognitive information and stable coding in a 

complex input environment [7]”. Simply described, the pattern 

matching process compares the current input with a learnt 

category representation. Then this process leads to a resonant 

state (focusing attention and triggering category learning) or to 

a self-regulating parallel memory search leading to a resonant 

state. The important feature of ART NN is that if an 

established category is selected, the category´s representation 

may be refined to incorporate new information from the 

current input. In case that the search ends by selecting an 

antecedently untrained node, the ART NN establishes a new 

category. 

ART NN has been used in a wide spectrum of application 

fields, including problems of learning and classification, 

recognition and prediction. Different types of ART NN have 

been developed: the first one by Grossberg was an 

unsupervised learning system used for categorize binary input 

patterns; the next ones were extended to categorize also the 

analog input patterns. 

Neural networks of type ARTMAP, known also as 

predictive ART, have supervised learning structure, with 

ability to self-organize arbitrary mappings from input vectors 

representing features such as spectral values and terrain 

variables, to output vectors, representing predictions such as 

vegetation classes in a remote sensing application. If fuzzy 

ART units are used, we talk about Fuzzy ARTMAPS. It 

calculates the membership function of the point from the 

feature space to the fuzzy class. MF ARTMAP is based on the 

assumption that data in feature space are organized in fuzzy 

clusters. Grossberg in [6] it describes as a synthesis of fuzzy 

logic and adaptive resonance theory. Figure 1 illustrates the 

basic topology of the MF ARTMAP NN and in figure 2 is 

illustrated membership function of fuzzy relation for one 

cluster.  

III. PROBLEM ANALYSIS OF MF ARTMAP NEURAL NETWORK  

Analyzing MF ARTMAP behaviors during the phase of 

learning and making the analysis of results of test process we 

found some “weak points” of the network. Some of these 

deficiencies can be summarized as follows:  

1. Used function of fuzzy relation have not sufficient 

possibilities for a description a real shape of cluster resulting 

from the training set for a more complex shapes of fuzzy 

clusters.  
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2. During the classification process input samples have 

different values of membership to fuzzy classes, which do not 

correspond to actual values.  

Based on these findings we propose three various 

modifications of MF ARTMAP neural network, which are 

expected to increase the accuracy of calculating membership 

functions of tested samples to fuzzy classes, increasing the 

accuracy of classification results, too. 

  

IV. MINIMALISATION OF NUMBER OF FUZZY CLUSTERS  

As is illustrated in figure "circle within a square" (Fig. 3) 

and „spiral“ (Fig. 4), if the input samples are used in a random 

order to MF ARTMAP network, the network generates large 

amounts of new fuzzy clusters depending on the parameter 

threshold, although these fuzzy clusters are located side by 

side and belong to the same fuzzy class. Ideal creation of a 

fuzzy clusters for an image "in the square circle" in terms of 

number of clusters is illustrated by figure (Fig. 5), where the 

object of circle represents one fuzzy cluster.  

A large number of fuzzy clusters cause that samples, which 

are on the edges of two clusters and belong to the same fuzzy 

class, have little value of membership function to the fuzzy 

class. 

Proposed solutions to overcome this deficiency are as 

follows: 

1. Some impact on learning has an order of training 

samples. Hence one of options is the selection of samples from 

training set to network according to the specified proximity 

(not exceeding the threshold parameter) to the fuzzy clusters 

that have already been created before. Then a new cluster is 

created only if no input sample can be classified to the already 

existing fuzzy clusters.  

2. Other variety of modification is to start learning 

algorithms several times, but with a different sequence of 

input samples. Next step is unification of fuzzy relations from 

previous cycles of algorithm. This will increase the accuracy 

value of membership function of input sample to class. 

3. Creation of next layer of learning algorithm in MF 

ARTMAP network, which will detect in the end of learning 

process, whether surrounding fuzzy cluster belong to the 

common fuzzy class or not. Then, based on fuzzy cluster 

environment, this cluster will “absorb” the surrounding 

clusters, if these fuzzy clusters belong to a same fuzzy class.  

Lower number of fuzzy clusters cause faster running of 

algorithm and more accurate determination of membership of 

the sample to the class. 

 

 
Fig. 3. Picture "Circle within square". There is shown a big amount 

of small clusters. It causes worse classifications results [7]. 

 

 
 

Fig.  1. Basic topology of the MF ARTMAP neural network [8]. 

 
 

Fig. 2.  Two-dimensional fuzzy relation [7]. Axes x and y represent 

dimensions of feature space. Axes z represents a membership of 

patterns to the fuzzy clusters.  
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V. CONCLUSION 

The main improvement expected from the proposed 

modifications is the increase of the accuracy of value of the 

membership function of input samples to fuzzy classes, by 

reducing the number of fuzzy clusters.  

In our future work we would like to focus on further 

analysis and comparison of our proposed modification with 

the conventional MF ARTMAP network and with similar 

types of neural networks. 
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Fig. 4. Picture „spiral“ with a big amount of small clusters [7]. 

 

 
 

Fig. 5.  Ideal adjustment of the fuzzy relation of the MF ARTMAP 

network from the point of view of number of fuzzy clusters created on 

the tested object which is Circle in Square. The class of Circle is 

represented by only one cluster. 
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Abstract—an intrusion detection system is today very 

important area in network security. IDS which are today used 

have many lack of, so it is needed to design IDS, which would be 

more flexible and complex. This paper handles about design of 

IDS system which is based on dataflow graphs. In first part are 

analyzed IDS systems to show their advantages and 

disadvantages. Second part handles about classification scheme 

for the intrusion marks, which is necessary for the design. 

 

Keywords—dataflow graph, attack, intrusion, anomaly, sign  

 

I. INTRODUCTION 

Intrusion detection system is relative a young technology, 

which widespread intrusion detection study started in 1980 

Conclusion of this study was large sphere of strategies and 

solutions for intrusion detection goal realization.  

Beginning of intrusion detection brought also complication, 

because between theoretical and practical ambit still exists an 

abyss. This situation built all arts of proofs for examined and 

developing products in this area. There are many tryouts to 

define terms on the fly and to develop adequate solutions, 

which cooperates with other part of the security system or with 

control infrastructure. Next important tryout is the requirement 

that preferred solution should solve all problems aside from 

argument availability.  

This disadvantage will be solve depending up to user 

requirements and up to growing financial facilities reserved 

for study in this area. Importance of intrusion detection in 

defensive information war is clear and therefore was reserved 

additional financial facilities for this area. 

 

II. COMPUTER SYSTEM SECURITY 

From practical view is most popular and simplest definition 

of secure system formulation of Simson Garfinkel: 

“Secure computer system is dependent on behavior, which 

is assumed. “ [1] 

In principle computer system is secure, if it is possible to 

trust it. Level of this trust in computer system indicates trust 

level of assumed computer behavior, which can be in a form 

of security policy.  Analysis of security functions can be 

valuable process part in security planning.  Powerful security 

policy has to cover risk avoiding, discouraging, prevention, 

detection and   recovery. Computer security definition [2] is 

derived from level of realization possibilities, confidence, 

integrity and availability in computer system. Confidence 

requires information availability only for authorized user. Data 

integrity can be understood as condition, which ensures that 

data stay unchanged. 

 

A. Security threats 

With the growing requirement on information accessibility, 

increase also quantity of data saved in computer system. 

Growing connectivity brought the possibility to access the 

quantum of data and information, but also this access allowed 

from different places in the network. 

Threat is possible to define as different situation or events, 

which have potential to damage system. Damage can be in a 

form of data detection, destruction or modification, or it can 

disable access to data or system sources. Threats can be 

divided in categories:  

 External intrusion – not authorized user 

 Internal intrusion – authorized user, who overstep his 

legal rights.  

This art of intrusion can be also classified as followed:  

 Masked user – user, who use by intrusion authentication 

data of other users. 

 Illegal user – user, who gets around audit and control 

proceeding. 

 Violation – authorized user, who overstep his privileges. 

Intrusion detection is base upon models, in which is used 

“intrusion” to describe all international corruptions of system 

security policy. Today, if the only prevention is authentication, 

it is not a problem for attacker to gain authentication data from 

other user, or to avoid the whole authentication process. With 

technology development accrue also knowledge about 

computer system, based on witch attacker could inquire 

system inadequacies. These inadequacies can be used by 

intrusion. This attacks are often well masked,  so it is not easy 

to detect them in often used computer systems.  

 

B. Intrusion detection 

Regarding to today’s conditions a scale is necessary to 

determine security level, because of shorter executing period, 

and also because of bigger software faultiness.   

One possible solution is intrusion detection, which 

simultaneously represent the last level in common model for 

system security.   Intrusion detection system (Fig 1.) is not 
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used only for successful intrusion detection, but also for 

attempt intrusion monitoring.  

 
Sensor task is to filter information and to throw off all 

irrelevant data acquired from event folder, which are 

connected to guarded system. Based on this filtration can be 

detected abusive activities. For this purpose is used detection 

policy database, which consists of: sign-based thrust, normal 

behavior, profiles, needed parameters. In addition this 

database contains IDS configuration parameters, 

communication approach with reaction module. Sensor has 

also its own database, which consists of complex dynamic 

history of potential intrusions.  

C. Principle of intrusion detection 

In intrusion detection process after defining intrusion types 

is also important detection method. By monitoring intrusion 

with use of detection method is system behavior inquired, if 

there are some errors flags or some other security breaks.  In 

intrusion detection most methods include also defect detection 

[3], anomaly detection [3], or combination of both.  

 Misuse detection – Detection is oriented in monitoring 

behavior, which can be defined as faulty. During 

detection are filtered data flows, where by is looking 

for activities signs, which correspond to known attacks 

or to other security breaks.  Failure detection use 

technique based on signature comparison. Signatures 

used by compare are known and reference to problems. 

The most actual commercial system for intrusion 

detection use also technique based on failure detection.  

 Anomaly detection – Detection is oriented in monitoring 

behavior, which can be qualified as unusual or rare. It 

analyzed system data flows with use of statistic method 

to find signs or activities, which can be classified as 

abnormal. This approach reflex view of some scientist, 

that intrusions are subsets of anomaly activities.  

With conjunction both methods, it acquire important 

advantages.  Anomaly detection allows system to find new or 

unknown attacks. Failure detection protects anomaly detection 

integrity, so that attacker can not modify detector so that it 

would sense attack behavior as normal.  

III. INTRUSION DETECTION MODEL 

Intrusion detection model, which is independent from 

system, was designed by Dorothy Denning [4] in 1987.  this 

model is type of monitored intrusion entries and 

specifications. Short description of global model is useful in 

context to specification system models for intrusion detection. 

This global model is still exact in describing architectures of 

many actual systems. On following figure (Fig 2.) is image 

global model for intrusion detection, where event generator is 

global.  

 
Activity profile is global intrusion detection state, which 

include variables for system behavior computing with use of 

predefines statistic measures. These indicators are intelligent 

variables, what mean, that every variable is connected to 

exemplary specification used to filter event records.  

Suitable records provide data for their value actualization. 

Every variable is connected to one statistic measure built in 

system, and is responsible for actualization of their state based 

on information contained in event records.  

Activity profile can dynamically create new profiles for new 

created subjects based on pattern. If there are added new users 

or folders in the system, these patterns build new profiles for 

them. Activity profile can also generate anomaly records in 

case, that some statistic variable acquires anomaly values. 

Rules introduce global derivation mechanism and use event 

records, anomaly records and expiration time to control 

activities of other components and actualization their state.  

IV. DESIGNED SOLUTION METHOD 

Methods applied to solve the problems in intrusion 

detection are:  

 Analysis and classification of intrusion signs  

 Planning method of partly ordered events.  

 Potting method of input data flow with use of dataflow 

graphs. 

System intrusion is represented by event sequences, which 

are characteristic from view of intrusion signs and context 

facilities. If there is equally fine grained logging system, 

which is noting individual signs and their context, it is 

possible to detect these signs. Mutual relations between low 

and high leveled events are described with use of global 

abstract structure. This structure integrates various input data 

from different input logs.  

 

Basis for profile generation 

Event generator 

Profile activity Rules 

Clock 

Profile actualization 

Generation of anomaly 
entry 

New profile generation 

Rules modification 

Audit entries 

Timing 

 
 

Fig. 2.  Intrusion detekcion model [3] 

  

 

IDS database 

Senzor 

Intrusion 
reaction module 

IDS 
configuration 

database 

Guarded computer system 

Network monitoring 

IDS 

Action 

 
 

Fig. 1.  Intrusion detection system [3] 
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Planning method of partially ordered events is working over 

an input data set about intrusion. Individual elements from the 

set represent intrusion signs and their facilities are given 

through mutual disposition of some elements from input set. 

Disposition operation represents binary operation denotative 

presence one event in relation to other in sequential order. One 

of the main intrusion detection problems is limitation of 

variability detection ability from the same attack. The same 

attack is possible to represent with other event sequence.  

One of the planning facilities partly ordered events is 

possibility to create an event sequence plan. This plan 

describes when some events are executed independent from 

each other. Conclusion from the detection view is plan in a 

form of dataflow graphs in a form of acyclic oriented graph. 

Single places in a graph represents intrusion sign context and 

edges represents context conditions of overpass between 

single places.  

Signs description represents parallel system – events can be 

executed independent from each other. The core of designed 

detection is built from several intrusion descriptions in form of 

dataflow graphs. Dataflow graphs are adequate language 

suitable for system modeling with inside parallelism. This 

parallelism appears asynchronous and parallel behavior.   

Conclusion of planning dataflow graphs is resultant plan 

transformation in to formal specification by dataflow graphs. 

Final IDS system architecture represents dataflow graphs set, 

which represent intrusions.  

V. INTRUSION SIGNS CLASSIFICATION 

Intrusion signs hierarchy is possible to derivate based on 

relations between particular high leveled events. An advantage 

of this hierarchy is that it allows signs classification based on 

common characteristic. These characteristics are abstracted 

from any kind of specification and this signs detection, what 

serves conceptual advantages for understanding intrusion 

signs.  

Classification of concrete signs in to given class express 

structural relations between high leveled events.  Designed 

hierarchy classified intrusion signs as autonomous threat. 

Dividing software effects is in software engineering still alive, 

and therefore is necessary to create categories of these defects. 

If a defect occurs often or is dominant, than it is possible 

based on education, training, documentation, inspection and 

other methods to reduce occurrence of this defect to minimum. 

In a fall that there is no occurrence statistic, than it is not 

possible to think about timely detection and elimination of this 

defects.  The main goal is prevention. Through defect 

problematic study in software systems is possible to design 

techniques for defects reeducation.   

Designed scheme includes 4 categories: 

 Existence signs , 

 Sequence signs, 

 Partially ordered signs, 

 Other signs. 

In this scheme a category of higher level roof lower 

categories in terms of signs. This signs can be represented 

through this category. Exact limitation for plotting is possible 

to create by creating instance of this category. Object, which 

should be created, require exact defined structure of high 

leveled events in meaning of low layered events.  

By defining high leveled event structure in a more complex 

form has as result signs sift from higher to lower level. High 

leveled events serve for smoothing differences between log 

records. Through this smoothing partially intrusion signs stay 

untouched, if they are described by high leveled events.  

Hierarchy was designed based on standard logging records, 

where was deliberate, that system operation calls 

implementation of reading and writing represent in logging 

records independent operations for each attribute specified for 

this callings. 

VI. CONCLUSION 

Goal of designed classification is intrusion signs 

categorization, which are independent from plotting 

computing model of the signs. Therefore classification serves 

as basis for computing model derivation to find intrusions in a 

system. Using this classification can be developed in two 

planes. On individual categories it is possible to look as on 

disjunctive sets, where each includes own methods for 

intrusion sign detection. Conclusion of this paper is creating a 

consolidated method for intrusion detection. In case that it is 

possible to consider operating systems, which have the same 

defects, than existence of this errors in logging records is 

similar.  An example can be side-run attack, which is founded 

in most operating systems, whereby it has the same global 

character with possibility of representation based on sign 

sequence.  
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Abstract—The current adoption of domain-specific approach
to software development naturally leads to increased demand for
development of domain-specific languages (DSLs). Even though
the notations of DSLs share some common features, they are still
defined manually and from scratch for each DSL. This paper
presents a novel notion of language pattern, as a formal way
of capturing the recurring specifications in computer language
design. The main goal is to facilitate the process of a notation
specification by automating the specification of common features
often used in various programming languages. The application
of language patterns is presented in the context of method for
example-driven DSL notation specification. By using the method,
domain expert becomes an active member of the language
development process, which is crucial for the creation of the
successful DSL.

Keywords—concrete syntax, domain-specific language, langu-
age design, language pattern, notation

I. INTRODUCTION

When planning a development of software solution in the
specific narrow application domain, domain-specific language
(DSL) is often considered as one of the options for its
implementation [1], [2]. Despite its obvious benefits, such
as expressivity in the concepts inherent to the domain, self
documenting, domain-specific validation and others, DSL is
usually not chosen due to high costs of its implementation.

Various solutions exist to enhance the process of DSL
development, MetaEdit+ [3] and Visual Studio DSL Tools
[4] for graphical languages, and EMFText [5], MPS [6], TCS
[7] and Xtext [8] for textual languages. Each of them uses
its own approach to define the notation of a language, but in
all of them, the process is carried out explicitly by language
engineer, sometimes in cooperation with domain expert.

It often happens that the particular notation, commonly
known either to be required because of requirements on the
ambiguity in a formal language, or as a natural representation
for some language construct, has to be specified manually and
repeatedly for each of its usage. The prominent examples are
keywords before otherwise indistinguishable language cons-
tructs and delimiter marks as a way to separate the individual
items in a list.

We aim for recognizing and automated handling of these
cases. To achieve this, we propose a notion of language
pattern as a reusable element of computer language design.
These patterns would capture the knowledge of language
expert and enable the assisted specification of formal
language, even by a person less versed in this area. Another
application would be the example-driven inference of a

language notation from provided program samples.

The rest of the paper is organized as follows. Since the
proposed notion of language pattern is defined in the context
of model-driven language development, necessary rationale is
described in detail in Section II. Section III introduces the
notion of language pattern and its formal model. The classifi-
cation of up to now identified and formalized language patterns
is presented in this section as well. Section IV discusses the
concrete example of application of Separator language pattern
in example-driven method for DSL notation specification. The
comparison with similar approaches to DSL development is
briefly discussed in Section V. Finally, Section VI gives the
conclusions of the paper.

II. MODEL-DRIVEN LANGUAGE DEVELOPMENT

Contrary to traditional approach based on using Extended
Backus-Naur Form (EBNF) as a formal way to describe
computer programming language, we are focusing on the
description of a language using a metamodel [9], [10], [11],
particularly Ecore metamodel [12]. According to Meta Object
Facility (MOF) four-layer metadata architecture [13], Ecore
and EBNF reside at the topmost M3 layer, and serve as meta-
metamodels for defining metamodels at M2 layer. Examples
of such metamodels would be UML or OWL metamodels for
Ecore, and Java or C grammars for EBNF. These metamodels
at M2 layer provide concepts for defining models of the real
world at M1 layer. Finally, at M0 layer reside things from the
real world.

Ecore

language

metamodel

model

reality/data

M1

M2

M3

M0

defines

defines

represents

conforms to

conforms to

represented by

EBNF

language

grammar

program

Fig. 1. Comparison of metamodel-based and grammar-based modeling spaces
in a four-layer metadata architecture.
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In the context of model-driven language development and
method for example-driven DSL notation specification (which
will be in more detail described in Section IV), the archi-
tectural overview of artifacts used throughout this paper is
depicted on Fig. 2. The left branch illustrates ProgSample
modeling language, the purpose of which is to represent the
provided DSL program samples in a tree form composed of
specific nodes (such as word, whitespace, delimiter, comment,
block, etc.). The right branch illustrates the metamodel of an
actual DSL which is being specified in a method. From the
perspective of syntaxes, metamodel on the right side represents
the abstract syntax of the DSL, while program sample (or its
ProgSample model) on the left side represents its concrete
syntax.

Ecore

ProgSample
metamodel

DSL
metamodel

ProgSample
model

DSL program
sample

M1

M2

M3

M0
DSL

program

Fig. 2. Architectural overview of the artifacts used in example-driven method
for DSL notation specification.

A. ProgSample Language

ProgSample language is a DSL for tree representation of
textual files. In the context of method for example-driven DSL
notation specification, the textual files are samples of DSL
programs as they would have been written in a DSL being
specified.

Fig. 3. Core metamodel of ProgSample language for defining tree models
of program samples.

The special feature about this language is that its metamodel
is not defined as a monolithic structure, but rather as a

composition of nodes attached to the metamodel core. In its
simplest form, with no extending nodes, the core metamodel
is depicted in Fig. 3. According to this metamodel, textual
file can be modeled as a tree consisting of the RootNode root
with single InputStringNode node holding the whole text of a
file. This is just the most trivial case and indeed, such model
does not add any structural information, comparing to the flat
textual representation of a file. However, this initial tree model
serves as an input for the method for notation specification, and
by application of formatting language patterns (Section III-A),
it can be transformed into more complex form.

III. LANGUAGE PATTERNS

The notion of language patterns in the area of computer
language development has been inspired by the notion of
design patterns in the area of object-oriented software [14].
In analogy with design patterns, language patterns capture
the language design experience in a form that people can use
effectively.

From the point of view of which syntaxes are addressed by
the language pattern, we distinguish two kinds – formatting
and mapping language patterns (Tab. I).

A. Formatting Language Patterns

Formatting language patterns address only that part of
concrete syntax design which does not directly concern the
representation of concepts from abstract syntax. The examples
would be definition of whitespace characters, starting/ending
marks for one line/multiple lines comments, starting/ending
marks for blocks or structuring to blocks by indentation.
Usually, it is possible to identify all of these features of the
notation simply by giving a short look at a piece of code.
It is so because these features follow the patterns commonly
known and observed in various programming languages.

Fig. 4. Extending ProgSample metamodel elements, introduced by Whites-
pace language pattern.

These patterns are formally defined in terms of ProgSam-
ple metamodel elements as transformations of ProgSample
models. It often happens, that the transformation introduces
new kind of nodes to the model. In such cases, besides the
definition of a transformation, formal model of the pattern also
contains definition of the extending metamodel elements and
their connection to the ProgSample core metamodel (Fig. 4).
There are only two possible extension points – TextualNode
and StructuralNode nodes, one for the new kind of nodes for
holding textual information and the other for holding structural
information. The new kind of extending node must be recorded
in the NodeKind enumeration as well.
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TABLE I
COMPARISON OF FORMATTING AND MAPPING LANGUAGE PATTERNS.

Parsing language patterns Mapping language patterns

Purpose construction of ProgSample models repre-
senting DSL program samples

definition of abstract to concrete syntax
mapping by annotating the DSL metamodel

Artifacts program samples
program sample models

program sample models
DSL metamodel

Extending ProgSample metamodel Yes No

DSL metamodel template No Yes

Result of application modification of program sample models modification of program sample models,
annotation of DSL metamodel

Examples Whitespace
Tabulator
Word
Comment
Block

Keyword
Concept
Separator
Range
Optional
Before
After

TABLE II
LIST OF UP TO NOW IDENTIFIED AND FORMALIZED LANGUAGE PATTERNS.

Language
pattern

Intent Type

Whitespace definition of whitespace characters F
Tabulator definition of tabulator characters F

Word tokenizing text string words delimited
by whitespaces

F

Comment definition of comments F
Block dividing the sequence of elements into

blocks
F

Keyword keywords in DSLs are often defined as
names of concepts used in the abstract
syntax (domain model) of a language

M

Concept notation of concept usually starts with
a keyword defining the name of a con-
cept

M

Separator in the notation of list, items are usually
separated by some delimiter mark

M

Range multiplicity of the concept M
Optional optional occurrence of a concept M
Before prefix notation M
After postfix notation M

B. Mapping Language Patterns

Mapping language patterns address both, abstract and conc-
rete syntaxes, as they concern how the concepts from abstract
syntax are realized in a concrete human-usable notation. From
the technical point of view, they express the mapping of
abstract syntax to concrete syntax. Their purpose is twofold:

1) control the specified notation, that it satisfies requ-
irements on being computer processable (problem of
ambiguity in a language)

2) capture the widely known and accepted notations for
particular language constructs, often used throughout
various programming languages

The example of a mapping language pattern would be the
Separator. This pattern captures widely accepted notation for
listing of multiple items of the same kind, where individual
items are separated by some particular delimiter mark like
comma or semicolon. The formal model of mapping language
patterns is defined on M2 layer of the metadata architecture,
in terms of Ecore meta-metamodel. This model prescribes

the template of a structure of elements which constitute the
language construct being addressed.

Fig. 5. DSL metamodel template defined in Separator language pattern.

The template of Separator language pattern, as depicted
on Fig. 5, defines the structure of listing language construct.
It is composed of two concepts, one for defining container
and other for defining items, and a containment relationship
among them. If such structure is recognized in the metamodel
of a DSL being specified, then accordingly to the common
experience, its notation should follow some predefined rules,
such as using of delimiter marks in this particular case. This
is specified by assigning of annotation to this structure in a
DSL metamodel.

IV. EXAMPLE-DRIVEN METHOD FOR
DSL NOTATION SPECIFICATION

Language patterns play the key role in a method for
example-driven DSL notation specification [11], [15], [16]. In
contrast to traditional approach to computer language develop-
ment where specifications of abstract and concrete syntaxes
are mixed together in a grammar, we advocate the approach
of separate specifications. Another advantage of the method
is that domain expert, as a person most versed in the domain
of a DSL, can be incorporated more into the process of its
specification. Overview of the method is illustrated in the
Fig. 6.

The method starts with domain analysis, conducted together
by domain and language experts. The output of this process
is a domain model which represents the abstract syntax of a
DSL (metamodel) being specified. This model is constructed
by using Ecore (Fig. 7).

Concrete syntax is specified solely by domain expert, as
she is the most competent person for the task. Since domain
experts usually do not possess sufficient knowledge to express
the notation formally, the proposed method takes this fact into
consideration and is designed to allow domain expert define
the notation by writing the examples of programs as they
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DSL
Metamodel

Program
Samples

ProgSample
Models

Language
Patterns

Model
Construction

DSL Notation
Recognition

AS2CS
Mapping

Language
Expert

Domain
Expert

Fig. 6. Overview of the method for DSL notation recognition from provided
program samples.

Fig. 7. Example of metamodel of a simple DSL for defining personal
structure of a company.

would have been written in a desired DSL (Fig. 8). Third
input to the method is a set of language patterns, formalized
in models, as discussed in Section Section III.

Company TPD:
    Department IT: Paul, John, Peter
    Department Accounting: Susan, Josh
    Department Management: Ian, Sean, Phil
    Department BackOffice: Mitch, Lucy

Fig. 8. Example of the DSL program sample.

The method consists of two consecutive processes. Firstly,
the provided DSL program samples are transformed into
ProgSample models by using formatting language patterns.
After models have been created, they serve, together with
DSL metamodel, as inputs into the process of DSL notation
recognition driven by mapping language patterns. The method
is in detail described in [16]. Recognition of the Separator
pattern (Fig. 5) is illustrated in the Fig. 7 and Fig. 8.

V. RELATED WORKS

Considering the model-driven DSL development, three pro-
minent technologies are closely related to our approach of
using the language patterns.

TCS [7] is a DSL for the specification of Textual Conc-
rete Syntaxes in model engineering. Similar to the method
proposed in this paper, TCS allows the specification of a
notation separately from the abstract syntax (domain model)
without impacting each other’s structure. However, the nota-
tion is defined rather through templates extending the concepts
from domain model, than by inferring from examples of the
programs.

The other tools, EMFText [12] and Xtext [8], are similar
to our method in a way that domain model in both tools is
defined using the EMF platform. The difference lies again in
the way of the definition of a notation for DSL. EMFText, as
well as Xtext, use their own templating mechanisms and user
has to define them explicitly.

VI. CONCLUSION

Capturing of common notation style of particular language
constructs and its formalization in a form of language patterns
is an unexplored topic in the area of computer language
development. This paper elaborates on this novel idea and
briefly discusses its application in model-driven language
development, particularly example-driven DSL notation recog-
nition. Paper presents detail description of the formal model of
the notion of language pattern and provides listing of patterns
identified and recognized up to not as well.
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Abstract—Lisp is a family of programming languages, that
have a lot of distinct features. One of them is a very minimalist
syntax based on lists, where program is represented using basic
data structures of the language. This provides flexibility to define
new language constructs. This paper describes this syntax and
presents a number of alternative syntaxes for the languages of
Lisp family that was developed during the history of the language.
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I. INTRODUCTION

Lisp is one of the oldest programming languages still in
use. Lisp introduced a number of new concepts into program-
ming and influenced further development of programming
languages. One of its distinct features is its fully parenthesised
syntax with infix operators.

(defun factorial (n)
(if (<= n 1)

1
(* n (factorial (- n 1)))))

Figure 1. Definition of factorial function in Common Lisp.

This syntax, known as S-expressions, is extremely simple,
it is basically just a serialization of abstract syntax tree (AST).
For this reason it can be said that Lisp has no syntax at all.
All code is expressed using the same notation as used for
expressing data structures. This property, where program code
is represented using basic language data structures, is called
homoiconicity [1].

This allows to manipulate code in the same way as data.
One of the consequences of this is powerful macro system
available in most of Lisp dialects, which is considered one
of the most important Lisp features. Another advantage of S-
expressions is their uniformity — user-defined constructs have
the same form as build-in constructs. These properties allow
language to grow with the help of users [2]. This also allows
to use Lisp as a host language for custom domain-specific
languages [3].

But at the same time, this syntax is very unusual. The
usage of parentheses as the only way to group expressions and
language constructs can make programs hard to read1. Prefix
notation for operators is also inconvenient. For these reasons
there was a number of efforts to create alternative syntax for
Lisp. While being more convenient they tried to keep (at least
partially) flexibility of S-expressions.

Syntax of Lisp and its dialects is great example of extensible
syntax for programming language. For this reason it can be
used as a basis for design of new extensible languages.

1It is also a reason for jokes, even the name of the language is sometimes
explained as “Lots of Irritating Superfluous Parentheses” [4].

II. HISTORY OF LISP

Lisp was created in 1958 by John McCarthy. McCarthy
explained early history of the language in [5]. Lisp was
designed for artificial intelligence research, so it needed to
make computations with symbolic expressions. It was decided
to use nested lists for representing symbolic expressions. These
lists were written in parentheses. This part of the syntax was
called S-expressions (for “symbolic expressions”) and was
intended to represent data structures. Programs itself would
be written using M-expressions (for “meta-expressions”) with
syntax similar to Fortran.

Using nested lists of symbols and other data values it was
possible to express every symbolic expression and even Lisp
programs itself. McCarthy introduced eval function, which
would evaluate Lisp code represented as Lisp data structure.
S. R. Russell implemented the eval function and so first
Lisp interpreter was created. This caused that Lisp program-
mers started writing programs using S-expressions and M-
expressions were not implemented and not even fully specified.

III. S-EXPRESSIONS AND M-EXPRESSIONS

S-expression is either an atom or a pair of other S-
expressions enclosed in parentheses and separated by dot [6].
Pair fields are called car and cdr. Examples of S-expressions:

• FOO (single atom)
• (X . Y) (a pair)
• ((1 . 2) . (3 . 4)) (nested pairs)
Pairs can be used to represent lists by placing element

of a list into first field and rest of a list into second field.
For example (1 . (2 . (3 . NIL))), where NIL rep-
resents empty list, is a list of three numbers. There is also an
abbreviated syntax for lists, where list items are just enclosed
in parentheses and separated by spaces. For example, previous
list can be written as (1 2 3).

Atoms can be symbols, numbers, strings, or other objects.
Lisp symbols are unique strings and they have similar role as
identifiers in other languages — values or procedures can be
bound to them. But symbols can also be manipulated as data
values.

M-expressions were supposed to be used for expressing pro-
grams manipulating with S-expressions. Definition of example
function ff using M-expressions is on Fig. 2 (a). This function
will find first atom in S-expression [7].

As can be seen from example, function arguments are
enclosed in square brackets and separated by semicolons in
M-expressions. There is also special syntax for conditional
expressions.

M-expressions can be translated to S-expressions using sim-
ple rules. On Fig. 2 (b) is the same function represented using
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a) label[ff; λ[[x]; [atom[x] → x;
T → ff[car[x]]]]]

b) (LABEL FF (LAMBDA (X) (COND
((ATOM X) X)
((QUOTE T) (FF (CAR X))))))

c) (defun ff (x) (cond
((atom x) x)
(t (ff (car x)))))

Figure 2. Example function using M-expressions (a) and S-expressions (b,
c)

S-expressions in Lisp 1.5 [7]. For comparison on Fig. 2 (c) is
presented definition of similar function in modern Lisp dialect
— Common Lisp.

When S-expressions are evaluated, atoms are evaluated to
itself, except of symbols. Symbol is evaluated to the value
bound to it. List is interpreted as function call – first item of
a list is considered a function name and rest of a list is passed
to function as arguments. If list contains nested lists, they are
evaluated first.

IV. S-EXPRESSIONS IN MAIN LISP DIALECTS

There exist a lot of Lisp dialects and some of them introduce
some modifications of S-expressions syntax. Most popular
dialects today are Common Lisp [8] and Scheme [9]. Their
S-expressions syntax is very similar.

Symbols are constructed from alphanumeric characters and
some special characters like +*-, as long as they do not match
syntax for numbers. This allows to use common operators as
symbols and to use dash to separate words in long symbol
names, e.g. very-long-name. Symbols can also contain
escape sequences.

Numbers can contain sign, decimal point and exponent.
Lisp also supports ratios, like 10/3. Strings are enclosed in
quotation marks and can contain escape sequences beginning
with backslash. Character constants begin with sharp sing and
backslash, e.g. #\a.

To avoid usual evaluation of lists and symbols, they can
be quoted. A single quote character (’) is used to quote S-
expression2. For example ’(+ 1 2 3) will not be inter-
preted as a sum of numbers, but as a list of symbol + and
numbers 1, 2 and 3.

Similar feature is quasiquotation. It allows expression to be
used as a template, where some parts should be replaced by the
result of expression evaluation. Expression is quasiquoted if it
is preceded by backquote character (‘). Inside a quasiquoted
expression, subexpressions preceded by comma will be eval-
uated and replaced with the result of evaluation. For example
expression ‘(list ,(+ 1 2) 4) will be transformed into
(list 3 4).

Comments in most Lisps are started by semicolon and
continue to the end of line. Both Common Lisp and Scheme
also provide block comments in form #| ... |#.

Sharp sign (#) is traditionally used in Lisp to start some
less common constructs. Its meaning depends on character that
follows it. Besides chars it is also used to express vectors
(lists with random access indexed by integers), like #(1, 2,
3), or numbers with different radix, like #b00011 for binary
number.

2Single quote ’x is actually just a shortcut for (quote x).

Interesting feature of Common Lisp is that its syntax is
defined using reader table. This table defines type of every
character and can be modified by programmer. This provides
additional possibility to extend the language. Character can
be defined as a macro character. If such character would be
read from input, associated function would be called, that
would process following characters. Lists, strings, comments
are actually implemented as reading macros in Common Lisp.

Scheme, compared to other Lisp dialects, allows to use
square brackets instead of parentheses to mark lists. It also
provides special notation for boolean values, like #t, and
#f, and notation for complex numbers, like 3+4i. Another
interesting feature is possibility to comment out whole S-
expression by prefixing it with #;.

A. Clojure

Clojure is a new Lisp dialect created in 2007. It runs on
Java Virtual Machine and has good support for concurrent
programming [10]. Its syntax is based on S-expressions but
introduces several new elements:

• Keywords — separate data type similar to symbols, but
evaluating to themselves: :foo

• Vectors enclosed in square brackets: [1 2 3]
• Maps — key-value pairs in braces {:a 1 :b 2}
• Sets: #{:a :b :c}
• Regular expressions patterns: #"ab|bc"
• Metadata — a map that can be associated with any object

if written before it: ˆ{:a 1 :b 2} foo

Other interesting feature is, that Clojure ignores commas
and threats them as whitespace. This allows to use them for
separating elements of a list or a map in case where it improves
readability.

B. Infix operators

One of the most annoying aspects of S-expressions is
the absence of infix operators. Prefix notation for arithmetic
operators is very unusual and hard to read. So it is natural
that there was a lot of attempts to introduce infix operators
into Lisp.

Lets look at one of the implementations called Inf-
pre [11]. It provides functions infix->prefix and
prefix->infix. They allow to convert expression written
in infix form to prefix form and vice versa. As the second
parameter these functions take a list of valid operators, where
list order gives precedence. For example:
% (infix->prefix ’(1 + 2 * 3 + 4) ’(+ *))
(+ 1 (* 2 3) 4)

The library also provides math macro allowing to define
function with infix operators and !! macro, which applies
infix->prefix with standard set of mathematical opera-
tors.

V. ALTERNATIVE SYNTAXES

Some Lisp dialects, like Logo or Dylan, went even further
and abandoned S-expressions at all. They introduced new
syntaxes trying to keep some advantages of S-expressions.
There are also efforts to create alternative syntax for Common
Lisp or Scheme which are closer to S-expressions, but try to
solve some of their problems. Examples of such syntaxes are
I-expressions, sweet-expressions or G-expressions.
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A. Logo

Logo programming language [12], [13] was created in 1967.
It was designed for teaching programming. Logo is based on
Lisp, but uses different syntax, so it is some times called “Lisp
without parentheses”.

Logo syntax is based on the fact, that functions take fixed
number of arguments. This allows to leave out parentheses in
expressions. For example print sum product 5 6 12
is equivalent to print (sum (product 5 6) 12). Us-
ing explicit parentheses it is possible to pass different number
of arguments to some build-in functions like print or sum.
Logo also provides infix notation for basic arithmetic opera-
tors.

Logo has two basic data types: words and lists. Numbers
are just special case of words. Words are quoted using quo-
tation mark, e.g. "hello. Unquoted words are considered
function names and are evaluated accordingly. List literals are
written in square brackets and their contents are automatically
quoted, e.g. [hello 42 3.14]. This feature is used in
Logo control structures. Expressions that need to be evaluated
conditionally or repeatedly are enclosed in a list. For example
if command may look like this:
if 5 > 2 [print "Hello]

If and other control structures does not use special syntax
in Logo. Expressions they take as their arguments are not
evaluated before function call because they are enclosed in
brackets.

A function that does not follow normal Logo syntax rules is
to, which is used to define new functions. Its usage is shown
in the example below.
to hello :name

print sentence "Hello, :name
end

In the example you can also see another syntactical element
— variable reference using colon (:name). It is actually a
shortcut for call to things function (things "name).

Logo also supports macros, which are similar to functions,
but return a list of Logo instructions. These instructions are
then evaluated in the context of macro’s caller. Syntax of
macro definition is similar to function definition, but uses
.macro keyword instead of to. Macro arguments are evalu-
ated by the same rules as function arguments.

B. Dylan

Dylan programming language was developed in early 1990s
at Apple Computer. It is object-oriented dynamic language
designed for use in application and systems programming [14].

Dylan derives from Common Lisp and Scheme and early
versions used S-expressions based syntax. However, during
language development it was replaced with ALGOL-like syn-
tax (see Fig. 3). In spite of this, Dylan still provides powerful
macro system similarly to other Lisp dialects.

Dylan syntax for data literals is derived from Lisp. Boolean
values are represented in the same way as in Scheme. Pairs
and lists are prefixed with # and use commas to separate items:
#(1 . 2), #(1, 2, 3). There are also vectors, written in
square brackets: #[1, 2, 3]. Similarly to Scheme, identi-
fiers in Dylan can contain special characters like “-” or “?”.
Dylan also supports symbols as separate data type, but they
are not used to represent functions and variables. They have
two syntactic forms: foo: and #"foo".

define function factorial(n :: <integer>)
=> (n! :: <integer>)

if (n = 0)
1

else
n * factorial(n - 1)

end
end method;

Figure 3. Definition of factorial function in Dylan.

a)
let

group
foo

+ 1 2
bar

+ 3 4
+ foo bar

b)
let

group
foo (+ 1 2)
bar (+ 3 4)

+ foo bar

c)
(let

((foo (+ 1 2))
(bar (+ 3 4)))

(+ foo bar))

Figure 4. Example of I-expressions syntax: a) I-expressions, b) combination
of I-expressions and S-expressions, c) only S-expression.

Syntax for expressions and statements is similar to conve-
nient languages like Pascal. For example, function calls have
form f(x, y), infix operators are supported, etc.

Dylan supports syntactic macros, which are expanded at
compile-time. Macros are defined using rewrite rules, where
the left-hand side of a rule is a pattern that matches a fragment
of code and the right-hand side of a rule is a template which
is substituted for the matched fragment [15]. Dylan provides
three types of macros:

• Definition macros allow to extend available set of defini-
tions. They can have two forms:

– define modifiers DEFINE-WORD body-fragment end
– define modifiers DEFINE-WORD list-fragment

Where DEFINE-WORD is a name of a macro.
• Statement macros allow to create new types of statements.

They have following form:
BEGIN-WORD body-fragment end

• Function macros syntactically resemble function calls but
are more flexible. They have following form:
FUNCTION-WORD ( body-fragment )

C. I-expressions
There are several attempts to create alternative syntaxes for

Scheme and other Lisp dialects, that are normally based on S-
expressions. One such attempt is called I-expressions. It is new
syntax for Scheme, that uses indentation to group expressions.
I-expressions are specified in SRFI 49 [16].

I-expressions have equal descriptive power as S-expressions
and have no special cases for semantic constructs of the
language. They are also mostly compatible with S-expressions,
so it is possible to mix both syntaxes.

Using I-expressions, it is not needed to wrap expression
in parentheses if it is written on separate line. If lines are
indented, they are appended to the expression on previous line.
Special keyword group is added to allow expressing list of lists
(see Fig. 4).
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define factorial(n)
if {n <= 1}
1
{n * factorial{n - 1}}

Figure 5. Definition of factorial function using sweet-expressions.

define factorial (n)
if (<= n 1)
trace "base case"
1

else:
trace "recursive case"
* n (factorial (- n 1))

Figure 6. Definition of factorial function in Ginger.

D. sweet-expressions
David A. Wheeler created a collection of reader macros and

filters for Scheme, Common Lisp and other Lisp dialects, that
provide more readable syntax [17]. This collection includes:

• Curly infix interprets expressions enclosed in curly braces
as infix expressions. For example {2 * 3 * 4} is
translated to (* 2 3 4), and {2 + {3 * 4}} to
(+ 2 (* 3 4)). There are no precedence rules, so
subexpressions need to be enclosed in parentheses.

• Modern-expressions include curly infix and add special
meaning for prefixed parentheses, brackets and braces.
For example f(1 2) is translated to (f 1 2). So this
allows to use function call notation used in mathematics
and most other programming languages.

• Sweet-expressions include modern-expressions and add
special meaning for indentation similar to I-expressions
(see Fig. 5).

E. G-expressions
Another attempt to create indentation based syntax for Lisp

based language is called G-expressions. It was developed for
a new language called Ginger [18].

G-expressions are similar to I-expressions or sweet-
expressions in that they use indentation for grouping. However,
the fact that they were developed for new language allowed
to take different approach in some aspects. G-expressions are
not just different notation for S-expressions, but they have also
different internal representation.

G-expressions threat indented blocks quite differently com-
pared to I-expressions and sweet-expressions. In former, each
line of indented block is separate argument for function call
before indentation. In G-expressions block as a whole is con-
sidered single argument of parent expression, as if they were
inside Scheme begin function. This provides better support for
imperative style of programming.

To allow function to take several blocks as arguments,
labeled line continuations are used. They are introduced by
a symbol with colon (:) at the end. In the example code on
Fig. 6 you can see how labeled continuation is used in if-else
statement. It also shows, that code blocks can be used without
explicitly calling begin function.

To allow expression to span several lines, anonymous line
continuations introduced by double dot (..) are provided.

VI. CONCLUSION

This paper discussed syntax of Lisp family of programming
languages and several it alternatives used by Lisp dialects.

The goal for development of alternative Lisp syntax is to
make it more convenient and easy to read while preserving
its flexibility. Balancing these aspects is a difficult task.

There are some conclusions, that can be made:
• To make code clear, program structure can be defined

without parentheses using line breaks and indentation.
• It is useful to support more convenient infix notation for

operators (especially for arithmetic operators).
• To allow extensibility of the language, its syntax should

not define notation for concrete statements and operators.
Instead of this, it should provide generic shapes for
language elements.

This knowledge can be used for development of generic
language suitable for hosting domain-specific languages. This
language would provide generic syntax and infrastructure for
domain-specific languages in the same way as XML supports
development of data formats and markup languages. Prototype
of such generic language was presented in [19].

Future work include design of flexible and readable syntax
for generic language, based on experience of Lisp community,
and development of associated infrastructure.
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Abstract—This paper presents potential of concept
methodology of knowledge based software system during the
maintenance process. The concept briefly described in the second
chapter is to ease the maintenance process and to help avoid
clogging errors into source code by higher level of abstraction. 
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I. INTRODUCTION

Software engineering is an iterative process that comprises
multiple stages, including modeling, design, implementation,
deployment, and maintenance. Choosing an architecture
design in this process is one of the most important things.
Regardless of the variations in software engineering processes,
software architecture provides the skeleton and constraints
for software implementation. Rising complexity of software
system declines its understandability and become less easy
to handle it. Research in the present is focused to knowledge
about the software system and their interconnection with code
of application.

The methodology concept described in the next chapter was
designed to allow Model Driven Maintenance (MDM). [1, 2]
This process is useful aspect of knowledge-based software life
cycle oriented to better usability of all analysis, design and
implementation models in maintenance of systems. It tries to
streamline and speed up the maintenance process of software
system together with keeping system consistency with the help
of knowledge acquired from software system’s abstract
models. [3]

Models are cornerstones of MDM, and their consistency
with other artifacts of the system, especially with the code
is crucial. This is the reason for the proposal of a modified
system architecture, which supports a conjunctive preservation
of the program code and its models.

II.STRUCTURE OF THE CONCEPT

Structure of this concept [4, 5] consists of four main parts.
Set of software system components, that is the core of the
software system, base of knowledge, transforming script and
GUI (Graphical User Interface) based tool. This provides
access to the base of the knowledge for the designer or user, as
shown on Fig. 1.

A. Set of Software System Components

This part of software system is the logical set of all

components. It also includes external services or resources,
which are used by the software system. This set does not
consist only of components that are executable, reusable parts
of code as in component based architecture. Parts of this set
are all data resources used by the software system,
configuration files, external services etc. Each component has
its specification stored in the base of knowledge. Component
itself does not contain any information about other component
that is in active or passive communication with it. This
information is read from the base of knowledge every time it
is needed. It is read from the knowledge base at start of the
execution of the component or immediately before the
knowledge is needed, that depends on the component’s
demands. This ensures that components behave according to
actual model stored in the base of knowledge.

B. Base of Knowledge

Key part of the concept for interconnection of
implementation and documentation of the software system is
the base of knowledge. This part of software system stores
knowledge that is used by both: components and
transformation scripts for GUI based tools that enable to
reengineer the model of that software system. The knowledge
is stored in base and can be divided into groups. In the first
group, there are stored specifications and notes of all
components from set of components. This knowledge is used
for accessing documentation of software system and during
modification of software system (adding new components,
checking integrity of software system). For this knowledge
access time is not critical and for storing them can be used any
DBMS (database management system). In the second group,
there is a compact knowledge about the relationships and
communication channels between all components from the set
of components. Compared to the first group of knowledge, this
group includes knowledge needed during execution of
components therefore, access time is critical. The amount of
data stored in this part of information system is not enormous,
so they can be cashed in main memory for faster access.

C. Transformation scripts

Knowledge stored in the knowledge base need to be
transformed to format, which can be viewed by GUI based
tools. For this purpose there are transformation scripts, which
transform knowledge form knowledge base into diagrams and
store them file. These scripts are also responsible for
transforming changes made in file into knowledge base.
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For better compatibility with GUI based tools is model
stored in XML Metadata Interchange (XMI) standard
developed by Object Management Group (OMG). [6]

D. GUI modeling tool

The last part of this concept architecture is tool with GUI that
allows developer or user to view and change model of
software system. This tool will view the models of software
system transformed from base of knowledge by transformation
scripts, so it will always correspond with the current version of
the software system. This tool with transformation scripts
should allow adding and removing of components from set of
components, maintain relations between components and
check integrity of the system. Integrity of the system can be
corrupted in two ways. User can try to remove a component
that has defined relation with another component. This can
lead to situation, when component needed by another
component is missing in the system. Another case of
corrupting the system integrity is, if user will try to add new
component into set of components without defining all
relations of this component described in its interface
specification. It would cause the same situation as previous
case.

III. CONCLUSION

Maintaining and upgrading of evolving software system can
be difficult and expensive process. Knowledge based systems
and MDM approach eases this process and prevent some bugs
that can be made during maintenance.
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I. INTRODUCTION

Time series forecasting is recognized as especially challeng-
ing and interesting area with applications in various fields of
science, engineering, medicine, finance and others. The fact
that markets clearly reflect also diverse social, economic and
political affairs causes that financial time series (especially
from mature stocks) often behave like a random walk (RW).
This makes them difficult to model and further causes that
financial time series forecasting is generally considered as “a
very specific task” [1], [2], [3], [4]. As stated in [5], though the
issue of the nature of financial data is still an open question,
they are often regarded to be nonlinear stochastic, chaotic or
a combination of both (cf. [6], [7]).

In this paper, we let aside the contradictory views of
Efficient Market Hypothesis1 and adopt the technical analysis
approach. Given the current and past values of a sequence of
observations, the goal is to model the history in order to predict
(estimate) the future data values in the selected horizon. Since
this is inherently a function approximation task, the use of
neural networks, with respect to their ability to model complex
nonlinear relationships, is regarded as a natural solution.

II. NEURAL NETWORKS

As we have already stated above, neural networks are known
for their ability to model complex nonlinear relationships.
Unlike traditional stochastic models, which do not perform
satisfactorily on the financial time series [8], [5], neural
networks do not rely on the assumption of linearity of the
data generating process [9], [10]. Thus, being nonparametric
universal function approximators, they are able to approximate
any reasonable function with arbitrary accuracy. As such,
they have been widely used in financial applications, often
clearly outperforming other statistical and machine learning
techniques [11].

1EMH states that (average) excess profits are just a result of luck – there is
no difference between uninformed investor and professional. Contrary, market
participants believe that there are strategies (from technical or fundamental
analysis) which can be used to beat the market.

Handling of time series sequences requires some kind of
memory to be present in the neural network. Incorporation
of temporal information into the network can be carried out
either explicitly (time-delay structures) or implicitly (using the
spatial structure of the net). For these purposes time-delay
(TDNNs), FIR, recurrent (RCNNs) and negatively correlated
(NCNNs) neural networks are often considered in experiments.
During the training process, standard backpropagation, Back-
Propagation Through Time (BPTT), Real Time Recurrent
Learning (RTRL) or Temporal Back-propagation are often
used. In order to achieve reliable prediction abilities, incor-
poration of ”local information” into network objective (error)
function can also be encountered, e. g. in Violation-Guided
Backpropagation (VGBP) algorithm. Second order learning
techniques (e.g. Levenberg-Marquardt) are also widely used.

III. PREDICTABILITY ANALYSIS

An important issue which should be addressed before any
forecasting attempt (during the preprocessing step) is that of
predictability of time series at hand [7]. If time series is a pure
random walk process (i.e. tomorrow’s value is actual (today’s)
value plus disturbance), all predictions are useless. In such a
case any algorithm will produce 50% hit rate in the long run
(see e.g. [3]). In our case, the predictability has been assessed
by use of rescaled range (R/S) analysis [12], [13], [4], [14],
runs test [15] and the turning point test [16].

A. Rescaled Range Analysis

According to the R/S analysis, the memory characteristics
of time series can be described by a statistical relationship

(R/S)τ ∼ CτH (1)

as τ increases, where H ∈ 〈0; 1〉 is so-called Hurst Exponent,
C is a constant, Rτ and Sτ are average range and standard
deviation over a sub-period of length τ , respecitvely. To
estimate the Hurst parameter, simple OLS regression is run
over different values of sub-interval τ , i.e.

log (R/S)τ = log(C) + H log(τ) (2)

Based on the value of H index, time series can be classified
as persistent (0.5 < H < 1), antipersistent (0 < H < 0.5) and
random (H = 0.5). However, it should be stressed, as pointed
out in [8] and [12], that the value of H = 0.5 does not provide
us with the evidence that a particular series is the RW – it just
tells us that there is no evidence for a memory effect.
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B. Turning Point Test

This test of randomness is based on inspection of the
number of local maxima and minima (so-called turning points)
present in the time series. If the data really is random, one
can find out the expected number of turning points and
compare it with observed value T for a particular time series
{x1, x2, . . . , xN} of N observations.

In the case of a purely random process, the triple xt−1,
xt, xt+1 is equally likely to occur in any of the six possible
orders with the probability of turning point at time t equal
to 2/3. This leads to the expected number of turning points
µT = 2

3 (N − 2) and variance σ2
T = 1

90 (16N − 29). Since the
number T of turning points should be approximately normally
distributed, the test statistic can be defined as

|T − µT |
σT

< z1−α/2 (3)

If T violates the condition (3), the null hypothesis of random-
ness is rejected at the level α.

C. Wald-Wolfowitz Runs Test

The runs test is a simple nonparametric technique to test
the randomness of a time series by inspecting the frequency of
some repetitive patterns in the series. Similarly to the turning
point test, null hypothesis states that the elements of a time
series are mutually independent.

Particular series {x1, x2, . . . , xN} of N observations can
be associated with the sequence of N symbols ‘+’ or ‘−’
derived by writing + when xn is greater than the median
value, and − otherwise. A run is a sequence of consecutive
+ or − symbols. Further, let R be the number of runs, n1

be the number of occurrences of +, n2 be the number of
occurrences of − and n1+n2 = N . Under the null hypothesis
of independence, it can be shown that µR = 2n1n2

n1+n2
+ 1 and

σ2
R = 2n1n2(2n1n2−N)

N2(N−1) = (µR−1)(µR−2)
N−1 and the distribution of

R should by standard normal. Thus, if R violates the condition

|R − µR|
σR

< z1−α/2, (4)

the null hypothesis of randomness is rejected at the level α.

IV. EXPERIMENTS

During our research, certain private company provided us
with 46 “unknown” financial time series. Our goal is to reliably
predict the short-term profit opportunities of a given stock by
use of neural networks. The profit opportunity is understood
as certain (e.g. 0.5%, 2%) change in the price within particular
time period. Thus, we are much more interested in change-in-
direction forecasting, then in the price forecasting.

This aim motivated us to a simple modification of TDNN
error function: In each iteration, the resulting squared error
of the network has been multiplied by a certain factor, κ, in
order to penalize the forecasts of profit opportunities that are
incorrect in the direction of price movements.

Number of inputs to be fed into the network, as well
as their separation in time, has been found on the basis of
nonlinear analysis of the data [17]. Separation (time delay) has
been estimated in two ways – as a lag where autocorrelation
function shows first zero correlation, and as the lag where
first minimum of average mutual information function occurs.

Fig. 1. An example of undesirable forecast – network systematically
“predicts” the past values of the series. This behavior is typical e.g. for TDNN
prediction.

Fig. 2. Confidence intervals for Hurst coefficient based on our Monte
Caro simulations. Here, time series of lengths from 29 to 217 have been
investigated. The minimum scale is set to τmin = 23 observations and
maximum scale was set to τmax = floor(log2(N) observations, where N
is the length of the series. For each time series’ length, 105 random Gaussian
N(0, 1) series were generated.

Fig. 3. Forecasting behavior obtained by our modification of neural network
criterial (error) function.

Number of inputs (embedding) has been set by use of false
nearest neighbors method.

Based on the results from extensive experiments, neural
networks topologies with one hidden layer have been adopted.
Interestingly, larger topologies have demonstrated a negative
impact on the quality of forecasts. Generally, many of our
findings are consistent with those previously reported by
Walczak [11].

V. CONCLUSIONS

Results of our experiments indicate that (under certain cir-
cumstances) neural networks are able to achieve a remarkable
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TABLE I
PREDICTABILITY ANALYSIS

Time Series Hurst Wald-Wolfowitz test Turning point test
p-value p-value

1 0.4679 ≈ 0 0.0302
11 0.4480 0.0450 0.2110
12 0.4733 0.0280 0.0875
23 0.5370 0.0001 0.0030
24 0.5251 0.0071 0.0043
32 0.4113 0.0282 0.0401
41 0.4796 0.0001 0.0087

Predictability analysis of the logarithmic returns for particular financial
series.

forecasting accuracy on the financial data – up to 56%-57%.
While promising, they are subjected to the careful statistical
evaluation. The results have also confirmed that the “degree”
of randomness (detected via various predictability tests) of a
particular time series influences the forecast accuracy. Time
series that have successfully passed through the predictability
tests could be predicted with considerably higher accuracy.
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Abstract—This paper introduces object calculus as advance-
ment of λ- calculus by object primitives. This calculus supports
object extension that is the ability of software object behaviour
modification by adding new methods and inheriting the existing
ones. Behaviour of the objects can be modified by method
redefining, too. This ability is named object modification. However
object calculus lacks one of the most important features of
object-oriented programming, namely full subtyping mechanism,
because we cannot use subtyping when method adding or method
redefinig is allowed, there is the restricted subtyping mechanism
with two types : width subtyping - is abled only if method
redefining operation is denied, depth subtyping - is abled only
if method adding operation is denied.

Keywords—object calculus, protype, suptyping

I. INTRODUCTION

Object calculus [1], [2] is based on λ- calculus [3], [4],
formulated by Alonzo Church in 1930 and is advanced by
object primitives. Operations allowed on objects are :
• operation method adding - for new methods defining;
• operation method redefining - for methods redefining;
• operation method invocation - for sending message m to

the object e.
Software objects are built up from an empty object by

adding new methods or redefining existing ones. The calculus
supports a inheritance mechanism, a straightforward method
specialization, and dynamic invocation of the methods.

Method are specialized by static type system which intro-
duces an elegant form of method specialization whereby the
type of inherited methods may be specialized to the type of
the host objects.

II. UNTYPED OBJECT CALCULUS

Starting point of object calculus description is for its sim-
plicity untyped object calculus, namely untyped λ- calculus
extended by four object-oriented forms:

〈〉 empty object;
e⇐ m sending message m to the object e;

〈e1 ← + m = e2〉 object e1 extension by method m with body e2;
〈e1 ← m = e2〉 method m body e1 redefine (override) by body e2.

Syntax of expresions e, thus extended untyped λ- calculus,
are defined by production rule as follows :

e::= x | c | λx.e | e1e2 | 〈〉 | e⇐m | 〈e1←m=e2〉 |

〈e1 ← + m=e2〉.

In this grammar is x term variable, c is a constant, λx.e is
function definition, e1e2 is function application and m is the
name of the method.

Example 2.1 (Methods inheritance between objects): Let’s
have object point with methods x and movex

1 :

point
def
= 〈 x=λself.3,

movex=λself.λfeedx.〈self←x=λs.(self⇐x)+feedx〉

〉.

where feedx is value of x-coordinates incrementation.

We can create object pointA by adding method color and
inheriting methods x and movex from object point :

pointA
def
= 〈point ← + color=λself.red〉.

If we send message move2 to the object pointA, we can
calculate result as follows :

pointA⇐move2= (λself.λmovex〈... 〉)pointA2

= 〈pointA←x=λs(pointA⇐x)+2〉

= ...

= 〈pointA←x=λself.5〉.

with the conclusion :

pointA⇐move2= 〈

x= λself.5,

move2= movex=λself.λfeedx.〈...〉,

color= λself.red

〉.

Notation 2.1: By calculation it was used object equality
rule :

〈〈m1=e1,...,mk=ek〉←mi=ei〉=〈m1=e1,...,mi=ei,...,mk=ek〉

and evaluation rules :

(β - reduction) (λx.e1)e2
eval→ [e2/x]e1 ,

(⇐) 〈e1←m=e2〉⇐m
eval→ e2〈e1←m=e2〉.

�
A very important feature of this calculation is that the color

of the resulting object pointA is the same as the original.
While movex method was defined for objects that have x-
coordinates, body of the method allows calculation when the

1Special symbol self allows to introduce the special symbol self of object
oriented languages directly to lambda abstraction.
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method is inherited by more complicated object with method
adding.

�
In many cases it is useful to redefine inherited methods

to achieve desired behavior. This can be achieved in the λ-
calculus by inheriting methods and redefining. For example, if
we would like to change the color of the object in our example
2.1 to darker by object movement, we could define object
pointA from object point, as we can see above. Obtained
object pointA will contain orginal movex method. To obtain
desired behaviour, movex method would be able to redefine
by color method.

III. STATIC TYPE SYSTEM FOR OBJECT CALCULUS

Type of the object we can define according to [1], [5],[6]
by type expression in the form. :

pro t.〈〈m1 : %1, . . . ,mk : %k〉〉
or in the reduction form

pro t.R, where R = 〈〈m1 : %1, . . . ,mk : %k〉〉
and we name it protype, where t is type variable. Thus

defined type expression describes all objects, which contain
method, respectively methods with the name mi, that the result
of message sending to the object (e⇐ mi) is value of %i type,
for 1 ≤ i ≤ k.

Type variable t take the values in the range of %1, . . . , %k

and refers to the object itself.
The expression R = 〈〈m1 : %1, . . . ,mk : %k〉〉 we name row.

Row contains method names and their associated types, does
not contain method bodies themselves.

Very important feature thus defined type system is that if
the object is extended by method adding, type of each method
does not change.

Protype of the object from example 2.1 where we had
extended object point with move function movex by color
method , to obtain pointA object we can write as follows :

pro t.〈〈x:int,movex:int→t,color:color〉〉

Significant change, that we obtain by defining the type
system is that although type of the movex method is int→ t,
variable t does not refer to the type of the object point,
but to the object pointA type. This feature is called method
specialization and allows us to change the type of the method,
if the method is inherited.

Set of all types contains type variables, function types and
protypes, which we can defined as follows :
• Types

% ::= t︸︷︷︸
type variable

| %1 → %2︸ ︷︷ ︸
function type

| pro t.R︸ ︷︷ ︸
protype

• Rows

R ::= % |〈〈〉〉 | 〈〈R | m : %〉〉 | λ t.R | R%

• Kinds

κ ::= T | Tn → [m1, . . . ,mk], pre (n ≥ 0, k ≥ 1).

The expression 〈〈R|m : %〉〉 extends the row R by the method
named m, which is % type and expression 〈〈〉〉 indicates the
empty row, therefore the row, which does not contain any
method.

The expression R% indicates the application of the row R
to the % type.

Rows and types are distinquished according to kinds. We
can say that [m1, . . . ,mk] components of the kind T are
rows, that do not contain m1, . . . ,mk methods. We need
this information to statically ensure that methods would not
multiple defined.

Row function λt.R will add object type to the row, which
contains the names of the methods and types assigned to
them. By object type adding it is allowed to the type of
method depend on the type of host object. Row function λt.R
has kinds in the form Tn → [m1, . . . ,mk]. This kind form
ensures, that if the function is applied to the type and the result
(the resulting row) will not contain m1, . . . ,mk methods.

System context consists of the type, row and kind context :

Γ ::= Γ, x : % |Γ, t : T |Γ, R : κ

• Γ ` x : % - type context, each term x has % type, at which
value of the % type is obtained by calculation of the term
x;

• Γ ` t : T - kind context, each type variable t is of the
kind T;

• Γ, R : κ - row context, each row R has assigned kind κ.

A. Typing rules

The most important part of type system are typing rules.
In the text below we will mention only these rules which are
relating to the object-oriented part :

1) Typing rule for empty object (pro 〈〉) :

Γ ` 〈〉 : pro t.〈〈〉〉
.

Empty object does not include any methods, therefore
can not respond to the sent messages. The type of
empty object can be yield by pro t.〈〈〉〉 type expression.
However the object does not include any methods, it can
be extended by methods gained from any other object.

2) Typing rule for sending a message and method invoca-
tion (pro ⇐) :

Γ ` e : pro t.〈〈R | m : %〉〉
Γ ` e⇐ m : [pro t.〈〈R | m : %〉〉/t]%

.

If m method of the object e is invocated, it is claimed,
that the protype of object e would include method with
the name m. The result of the method lookig up will
be % type and the pro t.〈〈R | m : %〉〉 protype of the
host object will be substituted for type variable t. This
substitution reflects recursive character of the protypes.

3) Typing rule for method adding and object extension
(ext):

Γ ` e1 : pro t.〈〈m : %〉〉
Γ, t : T ` R : [m1, . . . ,mk, n]

Γ, r : T → [m,n] ` e2 : [pro t.〈〈rt | m : %, n : %〉〉/t](t→ %)
Γ ` 〈e1 ← + n = e2〉 : pro t.〈〈m : %, n : %〉〉

.

Object e1 can be extended by method n with a body e2,
if it holds :
• first promise of the rule - protype of the object

e1 contains methods m1 : %1, . . . ,mk : %k. For
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m1 : %1, . . . ,mk : %k form simplification, in the
text below we will write m : %;

• second promise of the rule - object e1 does not
include n method, which we are adding;

• third promise of the rule - e2 body of the n method,
has to be of a polymorphic function type. It ensures,
that the body of the method will be performed by
any extension of the host object, which includes n
and m1, . . . ,mk methods at least. The occurence
of the row variable r with T → [m,n] kind reflects
to the claimed polymorphism in e2 body type of
the method n, which is applied to the type variable
t. Type variable t represents polymorphic function
type.

4) Typing rule for method redefining and object modifica-
tion (mod) :

Γ ` e1 : pro t.〈〈m : %〉〉
Γ, r : T → [m] ` e2 : [pro t.〈〈rt | m : %〉〉/t](t→ %)

Γ ` 〈e1 ← mi = e2〉 : pro t.〈〈m : %〉〉
.

IV. SUBTYPING

Subtyping [7], [8] is very simple, but many times used form
of the polymorphism and it can be defined as substitution of
protype A object by protype B object. Object of the protype
A can be used in any context as object of the protype B if
and only if object of the protype A includes all methods of
the protype B object.

Because method redefining a method adding are allowed
operations on objects, we distinguish two types of subtyping
:
• depth subtyping (� depth) - is not able to use it, if

method redefining operation is allowed;
• width subtyping (width �) - is not able to use it, if

method adding operation is allowed.
If it can be able to use subtyping in object calculus, we

have to modify its syntax :

〈〉 empty object;
e⇐ m sending message m to the object e;

〈e1 ← / m = e2〉 object e1 extension by m with body e2;
〈e1 ← m = e2〉 method m body e1 redefine by body e2;

〈e←↩ m〉 looking body of the method m in object e;
err error object .

Modified production rule for object calculus we can defined
as follows:

e::= x | c | λx.e | e1e2 | 〈〉 | e⇐m |

〈e1 ← / m=e2〉 | 〈e1←m=e2〉 | e←↩m | err.

Thus modified object calculus does not lose any characters
of orginal object λ- calculus.

Grammar of modified object calculus is defined as follows:
• Types

% ::= ς︸︷︷︸
type constants

| t︸︷︷︸
type variable

| %1 → %2︸ ︷︷ ︸
function type

| pro t.R︸ ︷︷ ︸
prototype

• Labels
∆ ::= {} | ∆ ∪ {m}

• Labeled types
α ::= %∆

• Rows

R ::= % |〈〈〉〉 | 〈〈R | m : %〉〉 | λ t.R | R%

• Kinds

κ ::= T | Tn → [m1, . . . ,mk], pre (n ≥ 0, k ≥ 1).

From thus defined grammar it results, that if % is type and
∆ is label, then %∆ is labeled type.

To prevent multiple method definition in modified object
calculus, similarly like in orginal object calculus, are rows
and types distinguished by kinds. Kind [mi] includes rows,
which do not include mi methods.

Name set of row R, which is denoted as S(R), is defined
as follows :

S(〈〈〉〉) = {} for empty row;
S(〈〈R | m : %〉〉) = S(R) ∪∆ for extension of the row R

by method with name m;
S(λt.R) = S(R) for function λt.R, which add the type

of the host object to the row;
S(R%) = S(R) for application the row R to the type %.

System context contains terms, type and row variable :

Γ ::= Γ, x : % |Γ, t : T |Γ, R : κ |Γ, %1 � %2

• Γ ` x : % - type context, each term x has % type, at which
value of the % type is obtained by calculation of the term
x;

• Γ ` t : T - kind context, each type variable t is of the
kind T;

• Γ, R : κ - row context, each row R has assigned kind κ;
• Γ, %1 � %2 - subtyping relation.

A. Subtyping relation

Restricted form of the subtyping in modified object calculus
allows using (width �), or (depth �) subtyping together with
method adding, respectively method redefining.

This restiction has to be valid :
• object of the some protype, for example A can be

subtyped by the object of the any other protype, for
example B if and only if we ensure, that methods of the
protype A object, that are not of the protype B object,
are not of the protype B object methods either requested,
therefore methods must either not refer to them.

If this restriction was not valid and methods of the protype
B object would refer to the protype A object methods, it could
cause error during program running.

Subtyping relation allows to hide (forget) the method in
object without a change of the object form. Information about
which method is used is collected by implementation of the
labeled types.

In the text below we will introduce only rules for (width �)
subtyping, (sub �) subtyping and (� depth) subtyping. List
of all rules is presented in [6].

1) (width �) subtyping rule

Γ ` pro t.〈〈R | n : α〉〉 : T n /∈ S(R)
Γ ` pro t.〈〈R | n : α〉〉

.

(Width �) subtyping rule denotes, that type is subtype
of other type, if hidden (forgotten) methods in the other
type are not in association with labeled sets of remaining
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methods. Condition validity n /∈ S(R) ensures, that
remaining methods are not using n methods.

2) (sub �) subtyping rule

Γ ` e : %1 Γ ` %1 � %2

Γ ` e : %2

(Sub �) subtyping rule allows to assign more types to
some object and is able to use it for constants subtyping.
This subtyping rule presents, that if object e is %1 type
and if it holds Γ ` %1 � %2, then for object e we also
can derive %2 type. It follows, that object of the %1 type
can be used in any context, in which %2 object type is
desired.

3) (� depth) subtyping rule

Γ ` e : pro t.〈〈R | n : %∆〉〉 : T ∆ ⊆ ∆
′

Γ ` e : pro t.〈〈R | n : %∆′ 〉〉
.

Example 4.1 (Subtyping between objects): Let’s have two
objects :

point1
def
= 〈 x=〈λself.0,

movex=λself.λfeedx.〈self←x=λs.(self⇐x)+movex〉

〉,

point2
def
= 〈 x=λself.1,y=λself.0,

movex=λself.λfeedx.〈self←x=λs.(self⇐x)+feedx,〉

movey=λself.λfeedy.〈self←y=λs.(self⇐y)+feedy〉

〉,

where point1 is of Point1 type and point2 is of Point2 type
:

Point1
def
= pro t.〈〈x:int,movex:(int→t)x〉〉,

Point2
def
= pro t.〈〈x:int,y:int,movex:(int→t)x,movey:(int→t)y,〉〉.

For thus defined objects we can say, that Point2 � Point1,
because y method can be hidden.

If we modify the objects :

point
′
1

def
= 〈point1←movex=λself.λfeedx.self〉,

point
′
2

def
= 〈〈point2←x=λself.(self⇐movex 1)〉←movex=

λself.λfeedx,self〉,

where :

Point
′
1

def
= pro t.〈〈x:int,movex:(int→t)x〉〉,

Point
′
2

def
= pro t.〈〈x:int{movex,y},y:int,movex:(int→t),movey:(int→t){y},〉〉.

In this case we can say, that Point
′

2 � Point
′

1, because we
cannot hide (forget) y method. It is used by x method. For this
reason we cannot assign Point

′

1 type to the point
′

2 object. If
we did it, it would cause error during program running. This
way we will avoid error message.

�

V. CONCLUSION

Object calculus, especially type object calculus has some
interesting futures for behaviour description of the software
objects and represent appropriate mechanism for modelling of
software objects. Behaviour description of the software object
is the main reason of the type object calcul definition.

Type of the software object is defined by type expression
pro t.R, that is named protype and describes all software

objects which contains methods mi, that the result of message
sending to the object (e⇐ mi) is value of %i type. Messages
sending is the main operation between software objects. Soft-
ware objects communicate by sending of the messages what is
in type object calculus described by ”sealing” a protype into
a real object type, therefore internal methods can be overrided
by other methods of their host object.

If we can assign a protype to an software object, then
we can modify the behaviour of the software object by
object extension or object modification. Object extension and
object modification are abilities of software object behaviour
modification by addinng new methods and inheriting existing
ones, respectively by redefining existing methods.

Behaviour of the software object can be modified by sub-
typing, too. Object calculus supports two types of restricted
subtyping because we cannot use subtyping when method
adding or method redefinig operations are allowed. In this
regard has to be valid restriction that object of the some
protype, for example A can be subtyped by the object of the
any other protype, for example B if and only if we ensure,
that methods of the protype A object, that are not of the
protype B object, are not of the protype B object methods
either requested. If this restriction was not valid it could cause
error during program running.

In our next research we would like to focus on model-
ing software object in category theory and defining suitable
categorical structures for coalgebraic behaviour description
of object-oriented and complex program systems. We would
like to apply achieved theoretical results to real non trivial
object-oriented or complex program systems from the area of
computer networks, as for example intrusion detection system
[9] or database systems.
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[7] M. Jenčik, “Formálny popis správania objektovo-orientovaných pro-
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Abstract—Kulli at al. started to characterize line graphs with
crossing number one. In this paper, the similar problem was
solved for the join product of two graphs. The necessary and
sufficient conditions are given for all pairs of graphs G1 and G2,
both with at least one edge, for which the crossing number of
their join product G1 +G2 is one.
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I. INTRODUCTION

Let G be a simple graph with vertex set V and edge set E.
A drawing of a graph is a mapping of a graph into a surface.
For simplicity, we assume that in a drawing (a) no edge passes
through any vertex other than its end-points, (b) no two edges
touch each other (i.e., if two edges have a common interior
point, then at this point they properly cross each other), and
(c) no three edges cross at the same point. It is easy to see
that a drawing with minimum number of crossings, an optimal
drawing, is always a good drawing, meaning that no edge
crosses itself, no two edges cross more than once, and no
two edges incident with the same vertex cross. The crossing
number cr(G) of a graph G is the number of edge crossings
in an optimal drawing of G in the plane.

Let G1 and G2 be simple graphs with vertex sets V (G1) and
V (G2), and edge sets E(G1) and E(G2). The join product of
two graphs G1 and G2, denoted by G1 + G2, is obtained
from vertex-disjoint copies of G1 and G2 by adding all
edges between V (G1) and V (G2). For |V (G1)| = m and
|V (G2)| = n, the edge set of G1+G2 is the union of disjoint
edge sets of the graphs G1, G2, and the complete bipartite
graph Km,n . Let us denote by Cn and Pn the cycle and the
paths with n vertices, respectively, and let Sn be the star K1,n.

The crossing numbers has been studied to improve the
readability of hierarchical structures and by VLSI communities
and computer scientists. As a crossing of two edges of the
communication graph requires unit area in VLSI-layout, the
crossing number together with the number of vertices of the
graph immediately provide a lower bound for the area of the
VLSI-layout of the communication graph.

As computing the exact value of crossing number of a given
graph is in general an elusive problem, the crossing numbers
of few families of graphs are known. Very important result,
which is often used to find the crossing number of join product
of two graphs, is known Kleitman’s result on crossing numbers
of complete bipartite graphs. More precisely, he proved that
for min{m,n} ≤ 6

cr(Km,n) = Z(m,n) =
⌊m
2

⌋⌊m− 1

2

⌋⌊n
2

⌋⌊n− 1

2

⌋
.

Another important results, which are used in this paper, are
the crossing numbers of join product of two paths, join product

of two cycles, and join product of path and cycle, see [3]. The
exact values of crossing numbers of G+ Pn and G+Cn for
all graphs G of order at most four are given in [5], and the
crossing numbers of join of the special graph on six vertices
with path and cycle were collected in [4].

Kulli at al. in [6] started to study line graphs with crossing
number one. In [7], Kulli and Muddebihal gave the characteri-
zation for all pairs of graphs for which the crossing number of
their join product is zero. In this paper, we give the necessary
and sufficient conditions for all pairs of graphs G1 and G2,
both with at least one edge, for which the crossing number of
their join product G1 +G2 is one.

II. PRELIMINARY RESULTS

Let us consider five graphs in Fig. 1. In the proof of the main
result of the paper, we need to know the crossing numbers of
the graphs J1 + P2, J2 + P2, J3 + P2, J4 + P2 and J5 + P2.
The crossing number of the graphs J4 × P2 was established
in [3]. The other results are collected in the next lemmas. Let
x and y denote the vertices of the path P2.

J JJ JJ 3 52 41

a

a ea

b

c b

b bc

c a

d
d

d d

ee

e g

f c f

f

Fig. 1. The graphs J1, J2, J3, J4 and J5.

Lemma 1 cr(J1 + P2) = 2

Proof. Fig. 2(a) shows that cr(J1 + P2) ≤ 2. The graph J1
consists of the graph S3 with the vertices a, b, c, d and of the
path edf , see Fig. 1. As the graph J1 + P2 contains S3 + P2

as a subgraph and cr(S3 + P2) = 1 (see [3]), 1 ≤ cr(J1 +
P2). If there is a drawing D of the graph J1 + P2 with one
crossing, then none of the edges incident with the vertices e
and f is crossed in D. Let Jef

1 be the subgraph of the graph
J1 + P2 induced by the edges incident with the vertices e
and f . Clearly, Jef

1 is isomorphic with the graph K2,3 (see
Fig. 2(b)). The vertex b is adjacent with the vertices d, x,
and y in the subgraph S3 + P2. Since the graph K2,3 is not
outerplanar graph and the edges of Jef

1 do not cross each other
in D, the edges joining the vertex b with the vertices d, x,
and y cross the edges of Jef

1 at least once. This contradiction
with the restriction of no crossing on the edges incident with
the vertices e and f forces that cr(J1 + P2) ≥ 2. Hence,
cr(J1 + P2) = 2, and the proof is done. �

Lemma 2 cr(J2 + P2) = 2
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(a) (b)

e

f

d yx

Fig. 2. The graph J1 + P2 with two crossings and its subgraph Jef
1 .

Proof. Fig. 3(a) shows that cr(J2 + P2) ≤ 2. The graph J2
consists of the 4-cycle C4 with the vertices a, b, c, d and of
the edge de, see Fig. 1. The graph J2 + P2 contains C4 + P2

as a subgraph and therefore, 1 = cr(C4 + P2) ≤ cr(J2 + P2)
(see [3]). If there is a drawing D of the graph J2 + P2 with
one crossing, then none of the edges joining the vertices x and
y with the 4-cycle is crossed in D. Otherwise, by deleting a
crossed edge joining x or y with the 4-cycle the subdrawing
without crossings is obtained. This is impossible, because the
resulting subgraph contains a subdivision of K5 and cr(K5) =
1. Thus, the edges joining x and y with the vertices of the 4-
cycle must be drawn as in Fig. 3(b). In Fig. 3(c) there is shown
the unique subdrawing of C4+P2 obtained from the drawing in
Fig. 3(b) by adding the edges of the 4-cycle without crossings.
Let Je

2 be the subgraph of the graph J2 + P2 induced by the
edges incident with the vertex e. It is easy to verify that, in D,
the edges of Je

2 cross the edges of C4+P2 shown in Fig. 3(c).
This contradicts the assumption of at most one crossing in D.
Hence, cr(J2 + P2) = 2. �

(c)(a) (b)

x

y

Fig. 3. The graph J2+P2 with two crossings and the necessary subdrawings
of C4 + P2.

Lemma 3 cr(J3 + P2) ≥ 2

Proof. The graph J3 consists of the graph C3 with the vertices
b, c, d and of the edges ab, cf , and de, see Fig. 1. The graph
J3 + P2 contains C3 + P2 as a subgraph and therefore, 1 =
cr(C3 + P2) ≤ cr(J3 + P2) (see [3]). If there is a drawing
D of the graph J3 + P2 with one crossing, then none of the
edges incident with the vertices a, e and f is crossed in D.
Let Jaef

3 be the subgraph of the graph J3 + P2 consisting of
the edges joining the vertices a, e and f with the vertices x
and y. Clearly, Jaef

3 is isomorphic with the graph K2,3 (see
Fig. 4(a)). Since the graph K2,3 is not outerplanar graph and
the edges of Jaef

3 do not cross each other in D, the edge ab
or one of the paths bde and bcf cross the edges of Jaef

3 at
least once. This confirms that there is no drawing of the graph
J3 + P2 with only one crossing. So, cr(J3 + P2) ≥ 2.

�

Lemma 4 cr(J5 + P2) = 2

Proof. The graph J5 consists of the graph S3 with the vertices
a, b, c, d and of the edges dg, cf , and be, see Fig. 1.
As the graph J5 + P2 contains S3 + P2 as a subgraph,
1 = cr(S3+P2) ≤ cr(J5+P2) (see [3]). Consider a drawing
D of the graph J5 + P2 with one crossing. Then none of the
edges incident with the vertices e, f and g is crossed in D.
Let Jefg

5 be the subgraph of the graph J5 + P2 consisting
of the edges joining the vertices e, f and g with the vertices
x and y. Clearly, Jefg

5 is isomorphic with the graph K2,3

(see Fig. 4(b)). Since the graph K2,3 is not outerplanar graph
and the edges of Jefg

5 do not cross each other in D, at
least one of the paths abe, adg, and acf cross the edges of
Jefg
5 in D. Hence, cr(J5 + P2) ≥ 2. The reverse inequality

cr(J5 + P2) ≤ 2 follows from the drawing in Fig. 4(c). This
completes the proof. �

(c)(a) (b)

x

y

f ge

x

y

e fa

Fig. 4. The subgraphs Jaef
3 , Jefg

5 and the graph J5+P2 with two crossings.

III. THE MAIN RESULT

The aim of this section is to characterize all pairs of graphs
on at least one edge for which their join product have crossing
number one. We will consider the next graphs: the star S3, the
graphs S3+ and S3++ obtained by subdividing one and two
edges of S3, respectively, the graph H1 shown in Fig. 5, the
graph H1+ obtained from H1 by subdividing the non-cycle
edge, the graph H2 shown in Fig. 5, and the graphs H2+ and
H2++ obtained from H2 by subdividing one or both non-cycle
edges, respectively. Let Gp be the graph whose components
are the paths Pn for n ≥ 1. We will consider also the graphs
S3∪Gp, S3+∪Gp, S3++∪Gp, H1∪Gp, H1+∪Gp, H2∪Gp,
H2+ ∪Gp, H2++ ∪Gp, and C3 ∪Gp.

H HSSS
1 1+3++3+3

H
2

H H
2+ 2++

Fig. 5. The connected graphs used for characterization of join products with
crossing number one.

Theorem 1 Let G1 and G2 be two graphs, both with at least
one edge. Then cr(G1 + G2) = 1 if and only if one of the
following conditions holds:

a) G1 = P3 and G2 is one of P1 ∪ P2 or P3,
b) G1 = P1 ∪ P2 and G2 one of P1 ∪ P2 or C3,
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c) G1 = P2 and G2 is one of S3, S3+, S3++, H1, H1+, H2,
H2+, H2++, S3 ∪Gp, S3+ ∪Gp, S3++ ∪Gp, H1 ∪Gp,
H1+ ∪ Gp, H2 ∪ Gp, H2+ ∪ Gp, H2++ ∪ Gp, C3 ∪ Gp

or Cn for n ≥ 3.

Proof. It was proved in [3] that cr(Pm + Pn) = Z(m,n) for
m ≥ 1, n ≥ 1, min{m,n} ≤ 6 and that cr(Pm + Cn) =
Z(m,n) + 1 for m ≥ 2, n ≥ 3, min{m,n} ≤ 6. This implies
that cr(P3 + P3) = cr(P2 + Cn) = 1 for n ≥ 3. It was also
proved in [3] that cr(P2+S3) = cr((P1∪P2)+P3) = cr((P1∪
P2) + C3) = 1 for n ≥ 3. The graph (P1 ∪ P2) + (P1 ∪ P2)
contains K3,3 as a subgraph. As cr(K3,3) = 1, the crossing
number of (P1 ∪ P2) + (P1 ∪ P2) is at least one. The reverse
inequality follows from the drawing in Fig. 6(a). All graphs
S3+, S3++, H1, H1+, H2, H2+, H2++, S3 ∪Gp, S3+ ∪Gp,
S3++ ∪ Gp, H1 ∪ Gp, H1+ ∪ Gp, H2 ∪ Gp, H2+ ∪ Gp, and
H2++ ∪Gp contain S3 as a subgraph and therefore, the join
product of these graphs with the path P2 contain P2 + S3.
This implies that if G1 = P2 and G2 is one of S3+, S3++,
H1, H1+, H2, H2+, H2++, S3 ∪Gp, S3+ ∪Gp, S3++ ∪Gp,
H1∪Gp, H1+∪Gp, H2∪Gp, H2+∪Gp or H2++∪Gp, then
cr(G1 + G2) ≥ 1. As the graphs S3+, S3++, and S3+ ∪ Gp

are subgraphs of the graph S3++∪Gp and also the graphs H1,
H1+, H2, H2+, H2++, H1∪Gp, H1+∪Gp, H2∪Gp, H2+∪Gp,
and S3+ ∪Gp are all subgraphs of the graph H2++ ∪Gp, the
reverse inequality cr(G1+G2) ≤ 1 follow from the drawings
in Fig. 6(b) and Fig. 7. The graph C3 ∪Gp is also a subgraph
of the graph H2++ ∪ Gp and, as cr(C3 + P2) = 1, we have
that cr((C3 ∪Gp) + P2) = 1.

(a) (b)

pG

Fig. 6. The graphs (P1 ∪ P2) + (P1 ∪ P2) and (S3++ ∪Gp) + P2 with
one crossing.

pG

Fig. 7. The graph (H2++ ∪Gp) + P2 with one crossing.

It remains to prove that there are no other graphs G1 and G2

for which the crossing number of G1 +G2 is one, when both
G1 and G2 contain at least one edge. Assume that cr(G1 +
G2) = 1. Clearly, at most one of the graphs G1 and G2 contain
more than three vertices. Otherwise the graph G1+G2 contains
K4,4 as a subgraph and cr(K4,4) = 4. Let G1 contains at most
three vertices. Then G1 is one of the following graphs: P2,
P1 ∪ P2, P3 or C3.

Assume first that G1 = P3. Then G2 contains also at most
three vertices, otherwise the graph G1+G2 contains K4,3 as a
subgraph and cr(K4,3) = 2. It is easy to see that graph P3+P2

is planar. If G2 = C3, then cr(G1 + G2) = cr(P3 + C3) =

Z(3, 3) + 1 = 2, see [3]. Thus, G2 is one of P3 or P1 ∪ P2

and the crossing number of G1 +G2 is one.
If G1 = C3, then G2 contains at most three vertices, see

above. As cr(G1+P3) = cr(C3+P3) = 2 and cr(G1+C3) =
cr(C3 + C3) = 3 (see [3]), G2 is one of P1 ∪ P2 or P2.

If G1 = P2, then G2 contains vertices of degree at
most three. Otherwise the graph G1 + G2 contains K4,3

as a subgraph. Assume first that G2 contains only vertices
of degree at most two. As cr(P2 + Pn) = Z(2, n) = 0,
G2 cannot be a path. It is easy to see, that also the graph
P2 + Gp is planar. This implies that G2 = Cn, because
cr(P2+Cn) = Z(2, n)+1 = 1 for n ≥ 3 (see [3]). Moreover,
G2 can be the graph C3∪Gp. Let the maximum degree of the
graph G2 be three. If G2 contains only one vertex of degree
three, which is not contained in a cycle of G2, then G2 is one
of S3, S3+, S3++, S3 ∪Gp, S3+ ∪Gp, and S3++ ∪Gp. The
graph G2 cannot be a subdivision of S3 on all three leaves,
otherwise G2 contains J5 as a subgraph and, by Lemma 4,
cr(P2 + J5) = 2. If the unique vertex of degree three is
contained in a cycle, then it is contained in G2 in a cycle
of length three, otherwise G2 contains a subdivision of J2 as
a subgraph. In this case, by Lemma 2, cr(P2×G2) > 1. Thus,
G2 is one of H1, H1∪Gp, H1+ or H1+∪Gp. Assume now that
G2 contains more than one vertex of degree three. Then all of
them are contained in a cycle of G2, because otherwise a graph
homeomorphic with the graph J1 is a subgraph of G2 and, by
Lemma 1, cr(P2+J1) = 2. By Lemma 3, cr(P2+J3) ≥ 2 and
cr(P2+J4) = 2 (see [3]). Thus, G2 does not contain more than
two vertices of degree three, otherwise G2 contains a subgraph
homeomorphic to the graph J3 and cr(P2 + G2) > 1. Both
vertices of degree three are contained in G2 in a cycle of length
three, otherwise G2 contains a subdivision of J2 as a subgraph.
Hence, if there are more than two edge-disjoint paths between
the vertices of degree three in the graph G2, then G2 contains
J4 as a subgraph and cr(P2 + G2) ≥ 2. If there are only
two edge-disjoint paths between the vertices of degree three
in G2, then G2 is one of H2, H2 ∪ Gp, H2+, H2+ ∪ Gp,
H2++ or H2++ ∪ Gp. If G2 is disconnected graph and the
vertices of degree three are not in the same component, then
G2 contains at most one vertex of degree three. Otherwise
G2 contains two edge-disjoint subgraphs K1,3,2 and Asano
proved that cr(K1,3,n) = Z(4, n) + bn2 c. This implies that
cr(P2 +G2) ≥ cr(K1,3,2) + cr(K1,3,2) ≥ 2.

If G1 = P1 ∪ P2, then G2 contains at most three vertices.
Moreover, G2 contains the vertices of degree at most two.
This implies that G2 contains only paths and cycles. It is easy
to see that the graphs G1 + P2 is planar. Klešč in [3] proved
that cr((P1 ∪ P2) + P3) = cr((P1 ∪ P2) + C3) = 1. If G2 is
disconnected graph, then G2 is also P1 ∪ P2. This completes
the proof. �

IV. CONCLUSION

The investigation on the crossing numbers of graphs is very
difficult problem. In this paper, we proved the necessary and
sufficient conditions for all pairs of graphs G1 and G2 for
which the crossing number of their join product G1 + G2 is
one, but only if both graphs have at least one edge. It remains
to prove the cases, when some of the graphs G1 and G2 is
the path P1 or none of G1 and G2 contains an edge.
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Abstract—General purpose languages offer developers large set
of constructs to develop software systems from various domains.
It results in general usability of these languages but makes
them more complex. If we want to reach higher development
productivity in a specific domain, it is suitable to have domain-
specific dialect of the programming language. This paper gives
an overview about Haskell Syntax Analyzer tool. The goal of this
tool is to analyze programs written in Haskell language. Based
on the analysis of programs and their derivation trees, we can
obtain the set of used constructs (grammar rules) in programs
from particular domain. Then we can reduce the set of language
constructs to those which are used and related with the domain.
Deeper analysis of gathered data can offer various statistics
focused on presence of language constructs or to recognize and
apply language patterns in Haskell programs.

Keywords—domain-specific dialect, Haskell syntax analyzer,
parser generator, program analyzer

I. INTRODUCTION

During the development of a software system, two domains
are meeting. Problem domain, which is represented by domain
expert1. On the other hand, the solution domain, which is
represented by a software system to be developed itself.

Description of the problem called requirements specification
is expressed in the language of the problem domain. The
language of the solution domain is a programming language
chosen by the programmer. It represents a tool that can
describe the solution of the problem from particular domain in
a form understandable to computer. Since these languages are
very different, finding a solution to the problem is a complex
process. The actual creation of a software system can thus be
defined as the concepts transformation of the problem domain
into concepts of the solution domain.

In software engineering, various trends and approaches
emerged how to improve the existing situation. In some cases,
use of general-purpose languages (GPL) is not appropriate to
solve specific problems. This widens the gap between the prob-
lem and the solution domain due to differences of domain lan-
guages that results in communication barrier between domain
expert and system developer. A possible solution is to bring
the problem, solution domains and their respective languages
closer. Therefore, the importance and popularity gained a new
approach to software development named language-oriented
programming. This approach relies on creation of own small
languages of high abstraction oriented to a specific domain.
These languages are called domain-specific languages.

1Domain expert is a person who has practical experience in the domain of
the problem and the necessary knowledge in this domain needed to solve the
problem.

The idea of the proposed tool is to process Haskell programs
and provide appropriate derivation trees according to pre-
processed Haskell grammar [1]. Based on the analysis of the
derivation trees, we can decide which language constructs are
used in that particular domain. Thus, we can reduce the set of
language constructs to create a domain-specific dialect of the
language.

II. DOMAIN-SPECIFIC LANGUAGES

Domain-specific languages (DSL) are computer languages
aimed at solving problems from particular domain. They
are essentially small languages with limited expressiveness,
offering programmer limited set of concepts, notations and
abstractions from the target domain [2]. Thanks to the higher
level of abstraction by using the domain concepts, the pro-
ductivity of programmers and their communication with the
domain experts is improved when compared to using GPL [3].
When design of DSL is simple and suitable for the domain, it
is even possible that DSL can be used by the domain expert
or end user (end-user programming [2]).

A. Pros & Cons of domain-specific languages

The main advantages of using DSLs are following [2], [4],
[5]:

• Capturing domain knowledge - DSL uses concepts of the
problem domain and defines their mutual relations. DSL
represents the domain knowledge and allows their reuse
in other projects and maintains them in a consistent state.

• Participation of domain expert - Thanks to the use
of concepts from the language of domain, the domain
expert can easily understand, validate, edit or even write
DSL program itself. Improving communication with the
domain expert and his closer involvement in the software
development process helps prevent errors in the design
and implementation of requirements.

• Improving productivity - Thanks to the use of higher level
abstractions, DSLs improve productivity of programmers.
DSL programs are shorter, more readable, easier to
mantain and less prone to errors. Since language of the
problem domain is closer to the language of the solution
domain, it is easier to write a solution of the problem as
opposed to the use of GPL.

• Reusability - If a DSL is well designed, its reusability
presents an advantage. Due to increased costs associated
with an implementation of the DSL, it is not suitable to
create and use DSL for single solutions. However, coping
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with more same or similar problems, use of appropriate
DSL brings great benefits.

• Changing Paradigms - Using DSL to solve problems can
help to overcome deficiencies of GPL and find simplier
solution of the problem with an appropriate DSL, which
is designed for this domain [6].

On the other hand, the use of DSL also brings disadvan-
tages. However, most of these shortcomings can be addressed
to the fact that the use of DSL is not yet established and
most programmers do not know how to properly design and
implement DSL or do not see the importance of DSL on a
wider scale in software development [6]. The disadvantages
of DSL are:

• Learning curve - Every new technology brings additional
costs with it because it is necessary to get familiar with
its principles and gain experience how to apply them
correctly. Gained knowledge can be subsequently applied
to other projects but the initial use of new technology is
connected with higher costs [6].

• Cost of building - Despite the knowledge of DSL tech-
nology, additional costs for creating the DSL are needed.
Good design, implementation and maintenance of DSL
requires knowledge and experience in language construc-
tion. When designing a DSL, it is necessary to keep in
mind that DSL should have only limited expressiveness
[6].

• Lack of tool support - There is no existing widespread,
fully functional, integrated environment to support the
construction and use of DSL in the development of
software systems [4]. Several research groups and de-
velopment teams are working on the environment with
such a support as described in [6]–[8].

• Difficulty of migrating DSL programs - If it is necessary
to change DSL due to new requirements, it rises a
problem of migration and compatibility issues of already
created programs. Due to the absence of a tool support
for the evolution of DSL, it is necessary to ensure the
migration or to avoid it with support of older versions of
the DSL [6].

• Loss of domain specificity - During its life cycle, DSL
is a subject to a number of changes that leads to the
evolution of DSL. With longer use of DSL, there is a
risk of slipping to generality and specialized DSL can
become language with expressiveness of GPL [2], [9].

III. HASKELL SYNTAX ANALYZER TOOL

During development of software systems, programmers
mostly use GPL languages. But when they are dealing with
problems from same domain, they possibly do not need
the whole set of constructs and syntax elements offered by
complex GPL. It is more suitable to create subset of lan-
guage constructs that are used in particular domain and create
lightweight version of language as its dialect. This can lead
to optimization of the language and its compiler for particular
domain.

As the diversity of programming paradigms is perspicuous,
the importance of domain-specific notation in programming
languages is increasingly accepted [10]. It becomes more
important to be able to try out new language features and
new notation. As an extension of the Haskell language that
does not change its intrinsic nature, a dialect might be created

for use in a domain-specific language. Ideally, we should
be able to process the existing language features in order
to benefit from user experience before full scale production
implementation and avoid expensive modifications to the new
language implementation later.

The aim of creating Haskell Syntax Analyzer tool is to gather
needed information from Haskell programs to get a proper
knowledge about used constructs in analyzed programs. The
result of program analysis is a derivation tree consisting of
used rules of Haskell grammar. Architecture of Haskell Syntax
Analyzer tool consists of two parts - generating infrastructure
and analyzing infrastructure. The goal of generating infras-
tructure is to prepare tools which are used during analysis of
Haskell programs by analyzing infrastructure. The analyzing
infrastructure consists of lexer and parser of Haskell programs.
Result of analysis are the derivation trees of the analyzed
programs. The whole architecture of Haskell Syntax Analyzer
tool can be seen in fig. 1.

A. Generating infrastructure

As already mentioned, the main goal of generating infras-
tructure is to prepare tools used in program analysis. This tools
(lexer, parser) have to conform to Haskell grammar to be able
to process its programs. To achieve this, the following tasks
needs to be performed.

• Analysis of the Haskell grammar
• Specification of the Haskell lexer
• Specification of the Haskell grammar syntax for parser
First, the analysis of Haskell grammar specification needs

to be realized. Grammar specification we used [1] is expressed
in EBNF form as HTML document. To be able to process the
grammar programmaticaly, it is required to transform HTML
form of grammar to more suitable representation. To transform
the Haskell grammar to the form we need, we have created
a grammar transformator. This tool first transforms HTML
representation of Haskell grammar to XML representation
which is more suitable for further processing. The advantage
of XML is a tool support that allows to easily parse and
transform XML file to the desired form. XML structure reflects
the grammar rules and mapped particular grammar elements
to XML elements.

XML grammar is then processed to create Java object model
where XML elements are mapped to the instances of the
grammar model classes. Java object model of Haskell grammar
gives us a better way how to manipulate and operate on
Haskell grammar. Class diagram of object model is in the
fig. 2.

Mapping is shown in the example of a grammar rule
gdrhs ::= gd = exp ( gdrhs )?. This rule is trans-
formed to the following XML fragment.

<nonterm id="n1" label="gdrhs">
<sequence id="seq1">
<nonterm id="n2" label="gd" />
<term id="equals" label="=" />
<nonterm id="n3" label="exp" />
<option id="opt1">
<nonterm id="n1" label="gdrhs" />

</option>
</sequence>

</nonterm>
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Fig. 1: Architecture of Haskell Syntax Analyzer tool

As we can see in [1], grammar specification consists of
two parts - lexical syntax and context-free syntax. Lexical
syntax and notes stated in [1] serves as a specification for
the lexer usable in lexical analysis of Haskell programs. This
specification, consisting of list of tokens and lexical syntax, is
used as an input of JFlex [11] tool. Based on its input, JFlex
generates lexer (scanner) of Haskell programs.

The second part of grammar specification represents
context-free grammar of Haskell. This specification needs to
be processed to help us to create a parser usable in syntactical
analysis of Haskell programs. Based on analysis of the Haskell
grammar 2 and form of needed input, we decided to use
LALR parser generator Beaver [12]. Grammar transformator
generates input EBNF grammar for Beaver parser generator
based on grammar object model. Input for Beaver is extended
by action routines that will be executed when parser reduces
a group of symbols that define a symbol to the nonterminal.
Action routines represent a code to generate derivation tree as
a part of the translation process. Based on its input, Beaver
parser generator generates parser of Haskell programs.

The described procedure and the used tools are the principle
of functionality of the Haskell Syntax Analyzer generating
infrastructure. Generation is realized with respect to Haskell
grammar specification. Generated lexer (scanner) and parser
are the tools of analyzing infrastructure and they are used to
analyze Haskell programs.

2Grammar contains left recursion, therefore LL parser is not usable.

Grammar

GrammarElement

Terminal Construct NonTerminal

OptionRepetition Selection Sequence

Fig. 2: Class diagram of Java object model of Haskell
grammar

B. Analyzing infrastructure

Analyzing infrastructure of Haskell Syntax Analyzer is used
to analyze Haskell programs. It consists of Haskell lexer and
parser. The whole process of analysis works as following:
Haskell program is scanned by lexer to produce the tokens
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(lexems) used in the program. Produced tokens can have its
attribute specified. Tokens are then used as an input for parser
which produces the derivation tree.

To have a set of relevant data, Haskell Syntax Analyzer tool
should be used with a large amount of programs divided to
groups by their domain. This way we can analyze derivation
trees of programs corresponding to particular domain and
define the subset of Haskell grammar constructs which were
actually used.

C. Example
Let assume that the Haskell program contains only one

function:

a = [1,3..19]

Based on this program, generated Haskell lexer generates
following tokens which are used in the program:

LBRACE
VARID<a>
EQUAL
LBRACK
INTEGER<1>
COMMA
INTEGER<3>
DOTDOT
INTEGER<19>
RBRACK
RBRACE
EOF

The list of used tokens is used as an input for generated
parser. The parser processes tokens (LALR reduction accord-
ing to the grammar) and constructs derivation tree of this
program. Derivation tree is in the fig. 3.

Following the mentioned example, according to the Haskell
Grammar [1], derivation tree is:

IV. CONCLUSION

Proposed Haskell Syntax Analyzer tool is used to ana-
lyze syntax of Haskell programs. The tool produces program
derivation trees that can be further analyzed to get an insight
about which Haskell grammar constructs are not used in a
particular domain. Based on this analysis, we can reduce the
set of grammar constructs and create a dialect of Haskell
language optimized for the particular domain. It can be also
extended by visualization of the analyzed data.

Architecture of the tool is designed in a way to be easily
modified to process programs of other language. To process
different language, specification of the language grammar
should be provided. According to the new grammar, lexical
specification and transformer to XML representation are mod-
ified. The rest of the architecture is reusable.

Deeper analysis of collected derivation trees can reveal
patterns that are repeating in more programs. This patterns
can be collected and reused by writing programms in the same
domain.
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Abstract—In this paper we provide preliminary results of an
analysis of a social network of european research organizations
participating on projects funded by European Commision. For
our analysis we used a dataset of FP5 - FP7 Framework Programs
provided by CORDIS. As a result of our preliminary analysis
we give some basic statistical information about topological prop-
erties of the network, and we mention problems of ambiguous
organization identification. In the end, future research direction
is drafted.
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I. INTRODUCTION

Research of social networks can bring new information
about structure of various social entities and dynamical pro-
cesses occuring between them. When we are talking about
social network, we are not focused only on popular internet
services like Facebook or Twitter that offer facilities for easy
communication and sharing of resources between particular
participants, but we will try to broaden our view to any
network where some kind of binding between social entities
occur. According to Wasserman et. al, by the term social
network we will in general understand a finite set of actors
and relations defined on them [1].

A more general definition of a social network permits us to
think about a broader application impact. Research information
diffusion models [2][3][4] try to describe a spread of influence
[5] between organizations and businesses. For virologists and
epidemiologists networks provide a framework to explore
the spread of infections among human population [6]. A
metaphore from epidemiological theory is being successfully
used for marketing purposes [7].

II. RELATED WORK

Research of real-world networks has brought some inter-
esting results regarding topological properties of networks
and their dynamics. According to findings of [8], real-world
network have completely different topological properties as
historically popular theoretical models introduced by [9]. The
substantial progress in discovery of interesting topological
properties of real-world networks, several network models
have been introduced [10] [11].

Collaboration networks have been extensively studied by
several groups of authors. The structure of a collaborative
network of authors participating together on writing a research
paper has been studied in [12]. A similar topic to our work
studied Barber et al. in [13]. They focused at detailed structural

analysis of cooperation network of european research orga-
nizations participating on FP1 - FP4 framework programme
projects.

III. SOCIAL NETWORK DATA

The data for the analysis of european research organizations
have been provided by CORDIS [14]. It manages all of the
information about projects and organizations participating in
projects co-financed by European Commision. The dataset,
that has been provided, covers data about projects realized in
FP5 - FP7 Framework Programs. In order to keep the dataset
actual as much as possible (the number of projects in CORDIS
dataset is still growing as the Seventh Framework Program is
still running), an automatic crawler has been implemented.
It tracks changes on the CORDIS website and downloads
new information about projects started after the date when
the complete dump of CORDIS database was realized.

The dataset contains information about 35263 unique
projects. There is 17628 projects from the Fifth Framework
Program, 10660 from sixth and 6975 from seventh. From the
projects data identifiers of participating organizations have
been extracted and they have been used to build a social
network graph. Regarding graph definition, organization iden-
tifiers represent vertices of the graph. There is an edge between
particular couple of vertices, if these two organizations have
participated on a same project.

Identification of respective organization in the dataset is
very ambiguous since it could happen that the same organiza-
tion participating in two or more projects could be identified in
the dataset differently. Because of there is no strict rule how to
create identifiers for organizations, it is hard to estimate how
many different vertices actually represent the same organiza-
tion. One the other hand, one could come up with a text-minig
task to extract unambiguous organization identifiers from
webpages of participants (for particular project), but according
to same reasons (like absence of strict rules for creation of
organization names participating in different projects), it is
almost impossible task to do this task accurately. In a case of
universities a typical ambiguous situation can be characterized
by a faculty participating on a project and identified on a
CORDIS webpage by its full faculty name, address and a
city and on the other hand the same faculty is participating
in another project with different partners and it is being listed
on the CORDIS webpage with only an university name and the
name of the city. One may think of clusterring organizations
with same second names (like name of the university) within
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Fig. 1. A sample of collaboration network where Technical University of
Kosice has taken part (this is a sample of a filtered subset of original data
where Tomas Sabol and Jan Paralic are listed as contact persons.

same cities and labeling them with a common identifier, but
this kind of approach could bring a loose of granularity on
the organization level and one will loose the opportunity to
discover interesting relationships on the level of communities.

IV. RESEARCH ORGANIZATIONS COLLABORATION
NETWORK PROPERTIES

Our social network was extracted from the dataset of
projects and organizations participating on research projects
funded by European Commision. More formally, the social
network is represented by a weighted graph, where vertices
represent organizations. There is an edge between two vertices
if the two organizations (represented by the above-mentioned
couple of vertices) have participated together on a same
research project. The weight of an edge represent a number of
projects, on which the two organizations have cooperated. On
a Figure 1 one can see a sample of our collaboration network.
The collaboration network visualized on the above-mentioned
Figure shows collaborations in projects of Technical University
of Kosice (we applied a filter to extract only those projects
where Tomas Sabol (Faculty of economics, TU Kosice) and
Jan Paralic (Faculty of electrical engineering and informatics)
were listed as a contact persons).

A. Topological Characteristics of a Collaboration Network

In the following text we provide an overview of basic re-
sults(for details see Table I) of european research organizations
collaboration network. Given results will drive further research
and will enable us to compare the CORDIS network with other
real-world complex networks.

In the un-preprocessed version of the network (for the
preliminary results we haven’t used any approach to merge
two different identifiers of physically one organization) consist
of 135236 vertices and 1381977 edges. Based on the overall
number of vertices it is clear that visualising such a huge
network is a non-trivial task. We have tried various open-
source network visualization tools that are available on the
web, but whatsoever efforts to visualize the network as a whole
collapsed on memory resources of computer that we used.
Regarding these problems we decided to select a potentionaly

TABLE I
OVERVIEW OF CORDIS NETWORK DATA

Measured Property Result

Total number of vertices (framework programmes FP5 - FP7) 135236
Total number of edges 1381977
Number of vertices in FP5 graph 17628
Number of vertices in FP6 graph 10660
Number of vertices in FP7 graph (untill 30.5.2010) 6975
Number of connected components 4101
Number of vertices or largest connected component 107331
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Fig. 2. Degree distribution of the overall collaboration network.

interesting subset of a whole graph and visualized it (see
Figure 1).

The degree distribution depicted on 2 could be treated as a
function following the power law. According to the figure, it
follows the power law with a small exception for organizations
having the vertex degree smaller than 7. We think that this situ-
ation is caused by a constrain of social network representation
meaning that organizations participating on a same project are
composing a complete graph. The second reason for rising
tendency of degree distribution function for degree values less
than 7 is that the number 7 is the most frequent number of
participants in consortium cooperating in research projects in
the dataset.

The network consists of 4101 connected components. The
largest connected components consists of 107331 vertices
and 1338251 edges. The shape of its degree distribution
function (see Figure 3) is almost identical to the overall
degree distribution function. The second largest connected
component in the row has only 157 vertices. The size of
further connected components shortly descreases and there are
thousands of trivial connected components (consisting of one
or two vertices joing by an edge). We think that most probably
this is caused by ambiguous identification of organizations
within dataset and there is a chance that organization from
these separated pairs of vertices are present in network with
different identifiers.

V. CONCLUSION AND FUTURE WORK

In our paper we have made a preliminary overview of a
structure of social network of european research organizations.
We have mentioned some basic properties of the topology of
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Fig. 3. Degree distribution of the largest connected component.

the graph and we have pointed to a problem with ambiguous
identification of particular organization in the dataset.

In the past, there has been an extensive effort in analysing
the same domain as we are trying to do, but our work does
not intent to reproduce them. Instead of that we plan to renew
their results by observations on our data (Framework Programs
FP5 - FP7). We would like to focus our attention on following
directions:

a) Preprocessing: It is the most crucial task in order
to get relevant results of network analysis. Regarding pre-
processing, the ambiguous identifiers of same organizations
should be unified. Althoughit will not be possible to guarantee
a complete solution, we think that there is a possibility to
achieve some level of precision. As a perspective approach to
above-mentioned problem the work of Kostkova et al. seems
to be promissing [15].

b) Data-mining: The second direction of our future
research is going to be an area of data-mining. Here we
want to focus on solving a network growth prediction task
with the objective to predict which organizations will react
to calls for proposals and possibly start new projects. We
thinks that such an estimate could be helpful for funding
agencies or ministries to better alocate funding resources
for upcoming periods. The other possible future extension
could be identification of scientific communities according to
certain semantic annotations of projects they are involved in.
Currently there are no such semantic annotations explicitely
available in the dataset, but in general, there is an established
practice to mention the research area of the project. It should
be possible to use information extraction methods to extract
such key text phrases and use them to annotate respective
projects. We think that such an analysis will uncover typical
patterns of collaboration between different areas of research.
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Abstract— This article describes projection of two-mode 

networks onto one-mode network and approaches to positional 

analysis modifications. We discuss affiliation network projection 

background focusing on preparing suitable network data for 

positional analysis. Next we shortly describe some ideas of 

modifications using non-structural data in positional analysis. In 

the conclusion we mention future direction in our research. 
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I. INTRODUCTION 

In recent years, many “social networks” have been 

analyzed like Internet, email networks, peer-to-peer networks, 

telephone call graphs or train routers [1]. All of these 

networks are interesting in their basis and they are a notable 

data source for network analysis. There are usually large-scale 

networks with thousands of nodes and edges. Analysis of 

these networks, usually based on global properties, can lead to 

interesting and helpful results. Nevertheless, there exist many 

different situations in network analysis where data of these 

networks do not carry sufficient information. 

Next, a more promising source of network data is affiliation 

network. An affiliation network is a network of actors 

connected by common membership in groups/events such as 

clubs, teams, organizations or others activities. Affiliation 

networks are special type of two-mode social networks [2] 

where one mode is a set of actors, and the second mode is 

a set of events which are affiliated to the actors. The tie 

between actors and events are created, if actor is member of a 

group/participates on particular event. Affiliation networks 

describe collections of actors rather than simply ties between 

pairs of actors and connections among members of one of the 

modes are based on linkages established through the second 

mode [2]. 

Affiliation networks were studied in past, e.g. studying 

attendance of women in social events [3], movies and their 

actors [4] or co-authorship network of scientists and their 

papers [1]. Whereas in the first two examples, the authors 

used unweighted representations of the networks, in the last 

work, the author introduced interesting approach for building 

of collaboration network where he used weighted ties between 

authors of the same paper. The weight of the tie between 

collaborated authors of a single paper is derived from count of 

the paper collaborators, and final weight of two collaborated 

authors is a sum of weights over all papers where authors 

collaborated. This approach allows finding the “most 

connected” scientists in the whole collaboration network. 

In our work we build collaboration network of teenagers 

(described in next section) based on their participations on 

educative-pedagogic workshops for evaluating the “most 

connected” persons. In network building process we used 

Newman’s approach for weighting of the ties between 

collaborators proposed in [1],[5]. 

II.  DAK COLLABORATION NETWORK 

DAK – community network is a collaboration network of 

members (usually teenagers) of a non-profit organization 

dealing with organizing educative-pedagogic workshops for 

young people [6]. Usually there are organized around 10 

workshops annually with 150 – 700 participants on single 

workshop. The number of participants depends on workshop’s 

type and duration. All participants of a single workshop are 

partitioned into smaller groups, usually with 8 – 12 members. 

Each group member cooperates with each other group 

member and so there are established new social relations 

between group members. Generally there are two types of 

group members – group participants and leader(s) of a group. 

Participants are “isolated” inside group (usually they do not 

establish social relations outside group), but leader(s) 

cooperate with other leaders and so they create another type of 

social relations. Additionally we recognize two types of 

groups – participants group and organizers group. In 

summary we have two types of groups and four types of 

group members: base participant, base organizer, leader of 

participants’ group and leader of organizers’ group. 

Compositional attributes in DAK data set are available for 

both, actors and events. Actors are described by attributes 

such as date of birth (age) or gender; and by geographical 

attributes – city or area of living. Events are described by their 

type. We can recognize two main types of events – events for 

base participants and events for organizers. Events for 

organizers are next categorized by their types of activity like 

registration, security or accommodation event. 

Moreover, temporal attributes are available together with 

compositional attributes, e.g. start and end of events/work-

shops. From these data we can derive several other attributes, 

such as “length of event” or “time of first visit” for particular 

actor.  In our case it means the moment when the actor visited 

any event for the first time. 

A.   Two-Mode representation 

Collaboration network described above can be expressed 
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for single workshop by a bipartite graph as representation of 

two-mode network (see Figure 2). The first mode is a set of 

actors, and the second mode is a set of events which affiliate 

the actors. Actors are all members of organization who 

participated at least in one event. Each group on the single 

workshop we represent as a single event, so for one workshop 

we obtain several events. Additionally we added two more 

events for representation of cooperation between leaders of 

participants and leaders of organizers. 

One of the advantages of DAK data set is availability of 

temporal information in the data. We are able to track events 

in the time and recognize which events were organized in 

parallel and which sequentially. Also we are able to track 

participation of single actors on particular events. 

B. Projection onto One-Mode representation 

Affiliation networks (two-mode representation) are most 

often projected onto one-mode networks where actors are 

linked to one another by their affiliation with events (co-

membership or co-operation), and at the same time events are 

linked by the actors who are their members (overlapping 

events). This property is called duality of the affiliation 

network [2]. 

Usually, weights in both, affiliation (two-mode) and also in 

projected (one-mode) networks have binary values. The ties in 

the networks exist or not. In the step of projection of two-

mode networks onto one-mode networks we can use e.g. four 

different measures for weight definition by Opsahl [7]: 

 Weight is determined as a count of participations (co-

occurrences) – e.g. the count of events were two actors 

participated together, formalized expression is           

       , where     is the weight between actors 

(nodes of the first mode)   and  , and   are events (nodes 

of the second mode) where   and   participated on. 

 Newman in [1],[5] proposed extended determination of 

weights while working with scientific collaboration 

networks. He supposes that strength of social bonds 

between collaborators is higher with lower count of 

collaborators on a paper and vice versa social bonds are 

lower with many collaborators on a paper. He proposed 

formula for defining the weights among collaborators as 

     
 

    
  , where    is the count of collaborators on 

paper (event)  . 

Till now we considered only binary two-mode networks and 

their projection to weighted one-mode networks. However, 

there exist also weighted two-mode networks, such as 

networks of online forums (weight is determined as count of 

posts or posted characters) or collaboration network described 

above and in [8, 9]. So, both just presented measures for 

weight definition could be extended for weighted two-mode 

networks as follows: 

           , where      is the weight of  th actor to  th 

event. This method differentiates how two particular 

actors interact with the common event, and to project it 

onto a directed weighted one-mode network. In this type 

of projected network, all dyads are composed of either 

two directed ties (mutual) or no directed ties (null) and no 

dyads are made of a single directed tie (asymmetric) [7]. 

 By a similar way, the Newman’s method can be extended 

for projecting of two-mode networks. The function of 

weight determination is given by formula      
    

    
 . 

This formula would create a directed one-mode network 

in which the out-strength of a node is equal to the sum of 

the weights attached to the ties in the two-mode network 

that originated from that node [7]. 

III. ANALYSIS OF SOCIAL NETWORKS 

A. Approaches 

In social networks we can identify three ways of analysis. 

At first we can study global properties of a network as a 

whole. There can be analyzed several measures such as a 

measure of clusterization or an average degree of separation in 

network. These analyses provide basic knowledge about the 

network, mostly to support other analyses (in order to find or 

choose suitable algorithms for certain tasks in further 

analysis). 

The second approach is aimed to study actors in social 

network. Those actors are considered as individuals and they 

are treated in this way. This kind of analysis computes and 

investigates individual properties of actors in the network 

such as various centrality measures (betweenness centrality, 

input degree) or connectivity and reachability of actors in the 

network. 

The last and for us in this study the most interesting type of 

analyses is social groups’ analysis in networks. The social 

groups in social networks can be identified in two ways: 

 analysis of cohesive subgroups, 

 analysis of positions and roles. 

Main difference between analysis of cohesive groups and 

analysis of positions is that cohesive groups are identified 

through the reachability, common ties between actors or 

frequency of ties in group. So cohesive groups contain actors, 

who are relatively close to each other.  Position groups actors 

which could be in various distances and it is rather dependant 

on the structure (substructures) in the network [10]. 

B. Positional analysis of networks 

Positional analysis is based on groupings of actors based on 

defined equivalence. Actors who are equivalent form a class 

of equivalence and this corresponds to a position in positional 

analysis.  The most common equivalences are structural, 

automorphic and regular equivalence [2].  

Positional analysis is based on structural data of social 

networks, but in social networks exist other types of data such 

as compositional and temporal attributes. As we introduce 

local role equivalence (see next), we can propose some 

concepts of using this nonstructural data.  

Local role equivalence is defined as equivalence between 

actors who are equivalent if they are in the same roles to other 

positions. Role is defined as a relation between two positions 

[2].  

Using structural data we can execute original positional 

analysis. Compositional data are suitable for classification or 

clustering in dimensions created by compositional attributes. 

Temporal data are suitable for dynamic analysis such as 

network evolution and evolution of positions. Temporal 

attributes can also be used for network decomposition into 

time periods. 

As we consider all mentioned kind of data, we can enrich 

and improve original positional analysis. We propose three 
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alternative ways how to use  compositional data in positional 

analysis: 

 dividing and joining of existing positions, 

 fine tuning of positions, 

 including in the definition of position. 

Dividing and joining of existing positions is based on 

comparison of “similarity” of compositional attributes within 

and between positions.  Fine tuning of positions is an 

approach, which solves cases of unclear decisions of actor’s 

membership to position. For example if actor A is suggested 

into position P1 for 40%, to P2 for 40% and to other positions 

for 20%. It compares the distance based on compositional 

values from members of each position and decide to which 

position it inclines more. In the last case of including of 

compositional attributes in position definition the definition 

contains structural definition and some rules from 

compositional data [11]. 

C. Splitting and joining of positions 

 This way of 

modification of positional 

analysis is only is very 

similar to the original 

method. It consists of seven 

steps. First we search 

positions using classical 

positional analysis and 

structural data, we might 

use local role equivalence. 

We define definition of 

local role equivalence (1) 

and then we proceed with 

definition of measure of 

local role equivalence (2). 

After that we proceed to 

the positional analysis (3) 

and evaluate obtained positions (4). So far we described the 

standard process of positional analysis, now our modification 

comes into the play. After evaluation of positions (4) we make 

corrections to the existing positions in comparative way (we 

compare similarity of compositional attributes between 

position and within position) (5).  It can result in two 

alternative decissions:  

1. within one position several clusters are formed due to 

information from compositional attributes, 

2. actors in some positions could be very close due to 

compositional attributes  (form a cluster) amongst all 

actors in network. 

In case 1 these actors in one position could be split in 

several positions or as in case 2 the actors in different 

positions could be joined to form a single position. The 

modified positions are evaluated (6) and if the modification is 

resolved as helpful the definition of equivalence of actors 

could be changed appropriately (7). 

On figure 3we can see an example of community network, 

which we analyze for position using local role equvalencie. 

From the structure we obtained basic diagram of positions as 

can be seen on figure 4 (1).  If we extend the diagram of 

positions (2)  

we can see some substructures, which can form other 

positions. We can examine compositional attributes and 

decide where the positions could be split or joined. At the 

bottom of the picture we can see possible configuration of 

positions after process of splitting and joining of positions. 

 
Figure 2 Example of two-mode social network - community network 

 

 

 
Figure 3 Modifying the positions by splitting or joining 

 

D. Fine tuning of positions 

 Fine tuning is another 

modification of positional 

analysis, where 

compositional attributes are 

used in case of uncertainty 

when resolving a 

membership of actor to the 

position (2). First step is to 

define a definition of 

equivalence based on the 

structure (1). Then we need 

to define a measure of 

equivalence using structural 

data and for uncertain 

situations also compositional data (2). Now we can resolve 

positions (3) and evaluate them (4). From results of evaluation 

we can decide to do some changes in definition of 

equivalence (5).  

E. Including in the definition of position 

 The last option of utilization of compositional data is to 

Figure 1 Process of modified positional 
analysis using splitting and joining of 

positions 

Figure 4 Process of modified 

positional analysis using fine tuning 
of positions 
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use them directly in the 

definition of equivalence. So 

the definition of position is 

defined based on structural 

and compositional data 

together (1). Measure of 

membership to position is 

also defined in structural and 

compositional attributes (2). 

Then the positions are 

identified (3) and evaluated 

(4) and corrections to 

definition are made (5). The 

main difference between 

previous principles is the 

step in the process when the compositional data are 

introduced. In this way the compositional data are included at 

the beginning of the positional analysis. 

IV. CONCLUSIONS AND FUTURE WORK 

In our work we described and built collaboration network 

of teenagers (described in section II) based on their 

participations on educative-pedagogic workshops. We 

evaluated network as whole. In the future work we will 

evaluate this network in desired time stamps. It means, that in 

the network building process we will use approach for 

weighting of the ties between collaborators based on 

weighting used by Newman in [1, 5] and time/frequently 

dependent weights decreasing over the time/workshop count. 

We assume that weight of two collaborators is dependent on 

the count of event participants and together on the time 

between events where these actors collaborate. Also we 

assume that weight decreases with increasing number of event 

participants and also with longer spare time /less frequency 

between events. 

In the beginning of section III we introduced some 

approaches of structural analyses in social networks especially 

positional analysis and we proposed three ways of 

modification of positional analysis using nonstructural data. 

Considering nature of positional analysis with compositional 

data included in the process it has big potential to improve 

accuracy and adequacy of identified positions. These 

hypotheses should be proven in experiments on several 

various two-mode social networks with verification by experts 

or administrators of particular social networks. Affiliation 

networks, which is a special type of two-mode networks are 

very suitable for positional analysis and usually contains 

quality compositional and temporal data. As target of our 

social network analysis we will target mainly on community 

networks (DAK), bibliographic networks and business social 

networks. 
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Abstract— ALICE (A Large Ion Collider Experiment) at the 
LHC plans to use a PROOF cluster at CERN an another places  
for  analysis.  One  of  the  cluster  is  the  JRAF  (JINR  Russia 
Analysi  Facility).  The  system  is  expecially  aimed  at  the 
prototyping  phase  of  analyses  that  need  a  high  number  of 
development iterations and thus require a short response time. 
Typical examples are the tuning of cuts during the development 
of  an  analysis  as  well  as  calibration  and  alignment. 
Furthermore,  the  use  of  an  interactive  system with  very fast 
response will allow ALICE to extract physics observables out of 
first data quickly [1]. 

An  additional  use  case  is  fast  event  simulation  and 
reconstruction.  A  test  setup  consisting  of  Simulated  and 
measured data will be located on local disks of workers. It can 
be  used  to perform analysis  and  calibration.  The  aim of  the 
JRAF is conceptionally different from analysis on the Grid. The 
JRAF  will  not  make  it  possible  to  analyse  all  data  taken  by 
ALICE because its  space is  limited.  However,  it  is  possible  to 
run  an  analysis  and  see  results  after  a  few  minutes  or  even 
seconds, thus allowing very fast development cycles.  

Keywords—PROOF, ROOT, ALICE, JRAF, Grid, datasets 

I. INTRODUCTION

Today’s  high  energy  physics  experiments,  like  ALICE 
(one  of  the  four  bigger  experiments  on  LHC  at  CERN), 
produce tremendous amounts of data (in the order of several 
PB per  year).  Because  such  an  amount  of data  cannot  be 
processed  on  single  batch  farms  Grid  solutions  have  been 
developed.  ALICE’s  software  runs  in  batch  mode  on  the 
Grid. It performs large-scale production or reconstruction as 
well  as  analysis  over  large  amounts  of  data.  This  model 
introduces  a  delay  in  obtaining  the  results.  Users  receive 
them after  a given time which  is the execution time of the 
program itself plus an overhead that tends to be bigger than 
in case of batch systems. Some tasks have a short execution 
time  and  need  many  iterations.  Examples  are  the 
development  of  algorithms  and  analysis  code  as  well  as 
calibration  and  alignment  procedures.  The  use  of  a  local 
computer (which has clearly the lowest overhead) is feasible 
only if the data volume to be processed and CPU time needed 
are reasonably small.In addition to the Grid solution, ALICE 
decided to offer to its users a system that allows to process a 
big amount of data (compared with a single machine) without 
the need of submitting a Grid job [1].

The Parallel  ROOT Facility,  PROOF, is  an  extension  of 
ROOT enabling  interactive analysis of large  sets of ROOT 
files  in  parallel  on  clusters  of  computers  or  many-core 
machines. More generally PROOF can parallelize the class of 

tasks  the  solution  of which  can  be formulated  as  a  set  of 
independent sub-tasks (embarrassingly or ideally parallel).

The main design goals for the PROOF system are:

• Transparency: there should be as little difference as 
possible  between  a  local  ROOT  based  analysis 
session  and  a  remote  parallel  PROOF  session. 
Typically analysis macros should work unchanged. 

• Scalability: the basic architecture should not put any 
implicit limitations on the number of computers that 
can be used in parallel. 

• Adaptability:  the  system  should  be  able  to  adapt 
itself  to  variations  in  the  remote  environment 
(changing  load  on  the  cluster  nodes,  network 
interruptions, etc.) [2]. 

II. THE PROOF SYSTEM

PROOF (Parallel  ROOT Facility) allows interactive parallel 
analysis on a local cluster. Interactive means that you see the 
results right away (contrary to a batch job where you have to 
wait for the job to finish before you see the results). Parallel 
means that several nodes execute sub sets of your data at the 
same time.
PROOF is  primarily meant  as  an  interactive alternative  to 
batch  systems  for  Central  Analysis  Facilities  and 
departmental  workgroups.  However,  thanks  to  a  multi-tier 
architecture  allowing  multiple  levels  of masters,  it  can  be 
easily adapted to wide range virtual clusters distributed over 
geographically  separated  domains  and  heterogeneous 
machines (GRIDs).
While pure interactivity might  not always be possible when 
performing a complicated analysis on a very large data set, 
PROOF still tries to give the user the interactive experience 
with something we call "interactive batch". With "interactive 
batch"  the  user  can  start  very  long  running  queries, 
disconnect the client and at any time, any location and from 
any computer reconnect to the query to monitor its progress 
or  retrieve  the  results.  This  feature  gives  it  a  distinct  
advantage  over  purely  batch  based  solutions,  that  only 
provide an answer once all sub-jobs have been finished [3].
 
You connect  to  a  PROOF system from  your  usual  ROOT 
prompt. Using PROOF is aimed to be transparent, that means 
you can  execute  the  same  analysis  code  locally  and  on  a 
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PROOF system. Of course, certain rules have to be followed. 
A schema of a PROOF system can be seen here: 

Fig. 1.  PROOF Schema

PROOF is primarily meant as an alternative to batch systems 
for Central Analysis Facilities and departmental work groups 
(Tier-2’s  and  Tier-3’s)  in  particle  physics  experiments. 
However,  thanks  to  a  multi-tier  architecture  allowing 
multiple levels of masters, it can be easily adapted to a wide 
range  of  virtual  clusters  distributed  over  geographically 
separated domains and heterogeneous machines (GRID's).

The PROOF technology has also proven to be quite efficient 
in exploiting all the CPU's provided by many-core processors. 
A dedicated version  of PROOF,  PROOF-Lite,  provides an 
out-of-the-box  solution  to  take  full  advantage  of  the 
additional cores available in today desktops or laptops.

Apart  from the pure interactive mode, PROOF has also an 
interactive-batch mode. With interactive-batch the user can 
start very long running queries, disconnect the client and at 
any time, any location and from any computer reconnect to 
the query to monitor its progress or retrieve the results. This  
feature gives it a distinct advantage over purely batch based 
solutions, that only provide an answer once all sub-jobs have 
been finished and merged.

The  ALICE is one of the four  bigger LHC experiments  at 
CERN,  Geneva.  LHC  is  a  particle  accelerator  with  a 
circumference  of  27  km.   ALICE  will  study  strongly 
interacting  matter  and  the  transition  to  the  quark-gluon 
plasma. The Grid is intensively used for MC simulation and 
reconstruction.  

The  new  type  ALICE  Analysis  Facility  (AAF)  running 
PROOF will be used for :

 – Prompt analysis of proton-proton data
 – Pilot analysis of PbPb data
 – Calibration & Alignment.

Where fast response time is the key. The ALICE Analysis 
Facility is a  distributed PROOF cluster  used for interactive 
parallel data processing. There is combined ROOT`s package 
PROOF,  with  settings  XROOTD  (ALICE  SE),  which  is 

responsible for working with data, where the Packman ensure 
the timeliness software across a cluster. 

III. THE CERN ANALYSIS FACILITY (CAF)

The  CAF (CERN Analysi  Facility)  will  run  PROOF for 
ALICE. Simulated data  and measured data are available on 
the CAF. It can be used to perform analysis and calibration.  
The aim of the CAF is conceptionally different from analysis 
on the Grid. The CAF will not make it possible to analyse all  
data taken by ALICE because its space is limited. However, it 
is  possible  to  run  an  analysis  and  see  results  after  a  few 
minutes or even seconds, thus allowing very fast development 
cycles.  
The design goal for the CAF is a system with 500 CPUs. At 
least 50 TB of selected data will be available. The CAF will 
also interface with the CERN Castor 2 disk cache to retrieve 
data  selected  for  analysis.  [5].

A schema of the CAF can be seen here: 

Fig. 2.  CAF Schema

CAF user information

Detailed information on ALICE Analysis Facilities (AAF) 
and CAF is available at the www.aaf.cern.ch.

IV. RESULTS

This  new type of PROOF cluster  was setup at  JINR (Joint 
Institute for Nuclear Research) in Dubna and is called JRAF 
(JINR Russia Analysis Facilities), see Table 1 [4].

Table 1: Cluster list

 Aggregated  network  traffic  at  this  PROOF  cluster  is 
presented on Figure 3.
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Fig. 3.  Aggregated network traffic at JRAF

In  order  to analyze  data,  it  is  necessary to store  it  on  the 
PROOF cluster. In the case of the AAF the storage is directly 
on  a  local  drive  of  each  computer  in  the  cluster.  It  was 
necessary to ensure  to copy data  from Alien  to the  cluster 
catalog. To accomplish this task it was necessary to create a 
so-called dataset,  which is basically a list of files. Data are 
divided into two groups:

a) official (real data, data from Monte-Carlo simulation),

b) user datasets (datasets created by users).

One of the advantages of PROOF is, that the user can list 
all  of  the  active/waiting/finished  sessions.  If  a  cluster  is 
overloaded  the  user  can   connect  to  another  one.  If  the 
PROOF cluster has more than a specific number of users, the 
PROOF master  will  reject  the  new requests.  The  user  can 
connect  later  and  choose  another  AAF proof  cluster.  The 
system admin can kill/suspend the sessions in the queue. He 
can also change the position of the sessions. 

V. CONCLUSION

I setup AAF (ALICE ANALYSIS FACILITIES)  on 8 core 
computers in JINR (since I was there for a study visit). 
The JRAF is one of only six AAF clusters. It was setup after 
CAF and  SKAF.  So we were  one  of the  first  for  setup  a 
cluster.
I monitor and I upgrade the AAF, when it is needed. This I 
know from the web pages aaf.cern.ch or from the TF (Task 
force) meeting  and AAF meetings, which are every thursday. 
I  created datasets (a  dataset  is  list  of the files in  one run).  
You can access list of datasets from PROOF by the 
command: “gProof->ShowDatasets();” 

Monitoring of data transfer of JRAF can be found on the web 
page: http://alimonitor.cern.ch/display?page=PROOF/SEs 
and  Monitoring  of JRAF status  can  be found  on  the  web 
page: http://alimonitor.cern.ch/stats?page=PROOF/list
During  the  instalation  I  helped  to  find  the  bugs  in  AAF 
software and I report  them directly to developers or in web 
page: https://savannah.cern.ch/projects/aaf/      [6-8]
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Abstract — this paper deals with the proposal for the control 
of manipulators whose drives are connected to the technological 
network DeviceNet. These manipulators are integrated in the 
school model of the flexible manufacturing system. The main 
objective is to explain the employment of technological networks 
in the control and implement this knowledge in teaching process.      
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Programmable Logic Controller, Manipulator, Drive 
 

I. INTRODUCTION 
In practice, often used interconnection of individual parts 

of the production through communication networks, because 
controlled processes are often large and use the network is 
cheaper and easier. It is the same for manipulators that 
controlling deals this paper. Manipulators whose controlling 
will address this paper are integrated in a flexible 
manufacturing system (FMS), which was created for the 
purpose of teaching at the Department of Cybernetics and 
Artificial Intelligence at the Technical University in Košice. 
This model project was funded by the Centre of Excellence. 
FMS shown in Fig. 1 is a production system, which includes 
machinery and equipment. In which are integrated sensors 
and actuators, some of them communicate using technology 
network with the Programmable Logic Controller (PLC). One 
of such network is the technological network DeviceNet. 
Through this network are connected to each drive manipulator 
in FMS. FMS consists of two tri-axial manipulators whose 
two axes are controlled by drives attached to the DeviceNet 
network. For more detailed description of this model, see [1] 
and [2]. 

The first part briefly describes the activities of the FMP 
which are integrated tri-axial manipulators. This part contains 
a description of the manipulators drives connected to the 
DeviceNet network. 

The second part deals with the proposal control and 
configuration technological network DeviceNet, which is 
connected to the control PLC.  

The third section describes the actual proposal of 
manipulator drive control.

 
Fig. 1.  Model flexible manufacturing system 

II. DESCRIPTION OF CONTROL PROBLEMS  

A. Description FMS and manipulators 
Flexible manufacturing system consists of six posts, which 

are carried out each step of the manufacturing process. The 
final product is a color image stack in template.  

The first post is post implementation templates. This post is 
a first manipulator with indication MAXP12R-H41BR-
C41BR0300. The selected color squares from the small cube 
trays and store them according to the. The model is entered 
from the information system (IS), into the template of the size 
of 5x5 blocks. Movement in X and Z axis provide drives, 
which have three-phase stepper motors, gearboxes and 
integrated electronics. These drivers are controlled via 
technology network DeviceNet. Movement in the Y axis is 
performed with a pneumatic piston drive. 
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On the second post is camera control which checks the 
accuracy stacked picture. After camera control the template 
for this position moves from one conveyor to the second 
conveyor. 

On the third post is the second tri-axial manipulator with 
indication MAXR12R-S41BR1000-P41BR0600, which saves 
the template to rack or in their withdrawal from collecting 
from the rack. To rack can store up to 28 templates. Drives 
moving in X and Y axes. The drivers include the three-phase 
stepper motors, gearboxes and electronics. Drive in the Y axis 
is equipped with a brake that arm does not fall into the down 
position when power failure. Also, these drives are connected 
via technology network DeviceNet. Movement in the Z axis 
carries pneumatic piston. 

On the fourth post is only the transfer between second 
conveyor and first conveyor. 

On the fifth post the templates that are intended for 
removal, or the wrong stacking, emptied. Templates are 
emptied by the tipping manipulator, which tilts the template 
over the cubes container and clear the template.  

Sixth post, post sorting cubes are located outside the 
production cycle. Cubes come from the vibrating container 
and are sorted into individual small storage cubes, where are 
then using a manipulator in the position one stored into the 
template.  

Deployment of posts FMS is shown in Fig.2. 
 

 
Fig. 2. Deployment of individual posts flexible manufacturing system 

 

B. Description of the connection drive manipulators  
Individual drives in both the manipulators in terms of 

control, administrative autonomy, even if they perform 
parallel operations. Each drive on the DeviceNet network is a 
one node of network, which communicates via a master 
module with control PLC. Master module is a scanning 
module with the type designation 1769-SDN, which is located 
in the PLC as an expansion card. This arrangement of drives 
on DeviceNet network is shown in Fig. 3 [3]. 

 

 
Fig. 3.  Connection drivers to the network DeviceNet 

III. CONTROL PROPOSAL 

A. DeviceNet network configuration 
Network nodes, thus particular drives, can have arbitrary 
addresses. The first node of network is DeviceNet scanner 
module, which also has the first address on the network - 00. 
Particular network nodes can be numbered from 00 to 63, so 
it constitutes a possibility to connect 64 nodes to one network.  
Chosen addresses of particular drives nodes are mentioned in 
table 1. 

TABLE I 
 TABLE OF ADDRESSES FOR NETWORK NODES 

Node number Description 
01 Motor of axis X for  manipulator 

1 
03 Motor of axis Y for  manipulator 

1 
05 Motor of axis X for  manipulator 

2 
07 Motor of axis Y for  manipulator 

2 
 

For possibility to add new nodes to the network in cases 
when PVS was modified addresses were defined in such a 
way as it is shown in Tab. 1. It is also possible to add a new 
network node in such a way that it is clear which nodes 
belong together with this numbering. For instance, if it was 
needed to add a new node into the network on the first post, 
thus for manipulator 1, it would be possible to use address 02 
or 04. All nodes of the first post would be side by side in this 
case. 

Also, it is possible to make network nodes reconfiguration 
by assignment addresses from already connected nodes. 
However, this procedure is rather difficult, because it is 
necessary to set addresses for particular nodes in hardware 
profile. Concretely for manipulators motors, it can be done by 
two rotary switches S1 and S2 on each motor. A decimal 
number of nodes address can be set by switch S1 (MSD) and 
a unit number of nodes address can be set by switch S2 
(LSD). Switches for setting addresses of motor are depicted in 
Fig. 4. More detailed settings are listed in [4].

 

 
Fig. 4. Setting addresses of motors 
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B. Basic functions for motors control 
Additional functions, which are directly created for 

development environment RSLogix 5000 by Rockwell 
Automation Company, are used for this kind of motors 
control by DeviceNet network. Overall there are 24 created 
functions, which carry out different functions from single data 
sending and receiving from and to DeviceNet network 
(MC_UpdateInputData_DVN_ILx2D, 
MC_UpdateOutputData_DVN_ILx2D), through functions  for 
motors control (MC_Power_DVN_ILx2D, 
MC_MoveAbsolute_DVN_ILx2D), to function for motors 
diagnostics (MC_ReadStatus_DVN_ILx2D, 
MC_ReadParameter_DVN_ILx2D). All functions for control 
of drives are listed in [4]. The function 
MC_UpdateInputData_DVN_ILx2D must be carried out as 
first at control cycle. This function provides messages 
acquisition, which control manipulators motors from 
DeviceNet network. Message sending to network is carried 
out by function MC_UpdateOutputData_DVN_ILx2D.  It is 
necessary to put this function as last from added functions at 
the cycle. Different functions for control or diagnostics can be 
added between these functions. Every motor has accurately 
defined an array of variables, which it uses for 
communication and control. It is necessary to use data 
structures appertaining to particular motor for its control. All 
motors have included control electronics at themselves, which 
makes possible communication by DeviceNet network. It also 
provides direct connection of some signals (for example: from 
sensors at and positions).  
 

C. Proposal for the control  
The main problem in controlling these types of drives is that 

when a power failure can not remember your last position. 
Therefore it is necessary each time you start control program 
make the initialization at zero or the desired position. In this 
case, the initialization is made so that both drives the 
manipulators pass in its extreme positions, where they stop at 
the end position sensors from that position pass into the 
desired position. After reaching the desired position, this 
position set as the default for other movements, to what serves 
the function MC_SetPosition_DVN_ILx2D. After completion 
of the initialization it can be included in the production 
process. To initialize the drive position is also possible to use 
already created function MC_Home_DVN_ILx2D, but to use 
this feature, you must have an end position sensors attached 
directly to the control unit to drives. 

To carry out operations themselves is the creation of 
appropriate control sequence, which is in the program call in 
any control cycle and at the beginning of the cycle only 
changes the parameters of position, since movements drives 
are made with regard to the starting position. 

 

D.  Proposal for the control of manipulator 2 
The first manipulator that stores blocks of small storage 

cubes to the template on the conveyor is shown in Fig. 5.
 

 
Fig. 5.  First manipulator 

 
Information on color picture, which has to be stack in 
template, is given a request for stack of the information 
system. Upon arrival requirements for stack resets the counter 
cubes. Subsequently, progressively from the requirements for 
stack gradually fetched serial numbers in a palette of cubes 
with their corresponding color. Progressive loading and 
storage cubes are made on the basis of two counters. The first 
is counter selected blocks, to be storage and the second 
counter is stored cubes those already stored on the template. If 
the values of these counters are the same, it is a sign of that is 
to grab a cube from the tray. In that case, the first color is 
loaded cubes as required. Based on the color of the loaded 
dice will send the drive in the X axis value on which to move 
in order to grasp the cube colors. Drive in the Y axis is sent in 
this case always the same value independent of the color 
cube, since all the containers have the same position in the 
axis Y. If the cube is grasped in the manipulator, the counter 
increments the selected blocks. A different value of the 
counters is a sign that has a cube that is stored in templates. 
Counter to the value stored blocks are sent driven in X and Y 
axis values, which corresponding to the location in the 
template. After saving the cube into the template increments 
the counter stored cubes. Cycle of grab and storage cubes is 
repeated, but with other values, which correspond to the next 
cube. After stacking all of the cubes changed template status 
to stack and is sent to the next post.
 

E. Proposal for the control of manipulator 2 
The second manipulator within the production mode takes 

out empty and compiles full patterns into the rack during 
production. On the contrary, within discharge mode it takes 
out full and compiles empty patterns. The second manipulator 
is shown in Fig.6.   
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Fig. 6.  Second manipulator 

 
During production of new patterns the function for 

browsing the store is called and it determines where in the 
store an empty template is located. Based on the position in 
the store, values to the manipulator drives are sent. After 
transfer to a given position a template is taken and the 
manipulator moves it to a precisely defined place on the 
conveyor. While manipulator is moving towards the 
conveyor, same positions are sent with the drive. When 
a production process is completed and the template is 
supposed to be put in store, the opposite procedure begins. 
Function for searching an empty place in the store is called 
and at the same time manipulator moves to a fixed defined 
position where it takes a template from the conveyor. After 
taking the template based on a found empty position in the 
store, appropriate values are sent to drives. These values 
represent empty place in the store. After putting the full 
template in the store, this place is assigned a number that 
corresponds with the bar code of manufactured template.     

For discharging, the control has a similar procedure where 
cubes are emptied from the full template in the store into the 
vibrating container. Based on the bar code, the template that 
should be discharged, template position is determined. This 
position is sent to manipulator drives that are transferred to 
a given position within a store. It takes a template in given 
position a puts it on a defined place on the conveyor. It is 
necessary to place an empty template in the store after 
discharging.  Function for searching the empty place in the 
store is called and at the same time is the template taken. 
Values are sent to manipulator drives that correspond with 
empty place in the store. Subsequently, the template is put in 
the empty place in the store. 

Functions for searching an empty place are called only in 
cases when we do not know to determine the position 

otherwise. If a full template is in the store and has a bar code 
assigned, position in the store can be determined.   

Each position in the store corresponds with drives to which 
corresponding drives should move so that they are at a desired 
position. These values are kept in the chart and it is from here 
that corresponding values are sent to drives according to the 
position in the rack. For example, positions 1 to 7 has the 
same position in the axis X and only axis Y changes. 
Similarly, positions 1,8,15 and 21 have the same axis Y and 
only the axis X changes. It means the corresponding position 
is made up of seven positions in axis X and four in axis Y 
according to desired position in the rack.   

IV. CONCLUSION 
 

Realized control does not have to be finished. Further 
requirements may occur with time and they will have to be 
implemented in the control process. Various functions for 
diagnostics or for detection of error conditions can be 
implemented in the control. Modeling and diagnosis of 
various control options as well as error conditions are also 
involved in our dissertations. We want to simulate these 
conditions and eliminate their weaknesses before the 
implementation of the control. The aim is to use the given 
model in teaching process and realizing various proposals for 
the control of these manipulators.  
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Abstract—Nowadays, speech technologies are very popular and
simplify the human-machine interaction as well as the commu-
nication between people. In the case of the speech recognition
systems, design and complexity of all such systems strongly
depends on the given language. Therefore, a creation an efficient
language model for a high inflective Slovak language has been
a big challenge for us. In this paper we aim to describe recent
progress in the modeling the Slovak language for the domain-
specific task of the speech recognition. Individual techniques
and approaches in the field of text preprocessing, vocabulary
selection, language modeling, model adaptation and optimization
are described, which stand for the optimal model of the Slovak
language. The experiments are focused not only on the evaluation
of the language model itself but also on evaluation of our speech
recognition system as a whole. We have achieved significant
improvement in the domain-oriented modeling of the Slovak
language and large vocabulary continuous speech recognition
during the last few years.

Keywords—language modeling, model optimization, speech
recognition, vocabulary selection

I. INTRODUCTION

Modeling of the Slovak language, which belongs among
highly inflective languages, is more difficult than a creation of
a model of the English language. First reason is that the Slovak
language is characterized by a relative free order of words
in sentences that consequently lead to the problem of data
sparseness of the text data used for training language models
(LMs). Second reason is the inflection in the language itself
that leads to a several times larger vocabulary than in English.
Therefore, it is necessary to collect such amount of text data
that could statistically enough cover the given language.

Contemporary modeling of the Slovak language is based on
the knowledge of modeling of the related Slavic languages [1],
such as Czech, Polish, Serbo-Croatian or Russian language.
From the field of statistics, Slovak language is very similar
to the Czech language, especially in forming words into
sentences and determining the sentence semantics. In the
contrast, from linguistic point of view, mainly in phenomena
of inflection and assimilation in voice, Slovak is more or
less similar to the Polish. Therefore, it is appropriate for
the statistical language modeling to be limited with linguistic
constraints as well.

This article describes a brief overview of the modeling the
Slovak language for domain-specific task of judicature in large
vocabulary continuous speech recognition (LVCSR). During
the last years, we have encountered several problems with

text preprocessing, selection of the basic statistical methods
used in the modeling of the other languages and adaptation
into the area of application. Another important part in the
process of language modeling has been optimization of the
resultant model, which introduced phonetic and linguistic
relations between words. These optimization steps have caused
an improvement in quality of the Slovak language model as
well as recognition accuracy of the LVCSR system itself.

This article is organized as follows. In the Section II
and Section III a short overview about text gathering and
preprocessing and creation of vocabulary that have been used
in modeling of the Slovak language is described. Then the pro-
cess of language modeling, selection of appropriate smoothing
and pruning technique, method for the domain adaptation and
some optimization approaches are mentioned in Section IV
and Section V, respectively. In Section VI the setup of the
Slovak LVCSR system used in testing process is presented.
At the end of this article the selected experimental results for
domain-specified task of Slovak LVCSR in Section VII are
summarized. Section VIII concludes this article.

II. TEXT CORPORA

The main assumption in the process of creation an effective
LM for any inflective language is to collect and consistently
process a large amount of text data that enter into the process
of training LM. Therefore we have proposed an automatic
system, called webAgent [2], which retrieves the text data from
various web pages and electronic documents that are written in
Slovak language. The text data have been preprocessed by the
additional modifications such as word tokenization, sentence
segmentation, abbreviations expanding, numeral transcription,
etc. This system also includes filtering grammatically incorrect
words, duplicity verification of text documents and some other
constraints. When preprocessing the domain-specific text data
we had to resolve the problem with transcription a large
amount of specific abbreviations, numerals, dates, and symbols
too [3]. Nowadays, we are working with the size of about
2 billion of tokens contained in text corpora divided into
several different domains. It should be noted that for filtering
of grammatically incorrect words we have used our spellcheck
lexicon which was created by merging available Open Source
dictionaries such as aspell, hunspell, and ispell with lists
of proper nouns and various name entities available on the
Internet. The size of our lexicon for spell-checking is about
1.25 million of unique words [4].
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TABLE I
VOCABULARY.

Label Note Words

245k general domain (AF select.) 245 310

248k + anotations with noise events 248 591

312k + geographic name entities
+ general domain (ML select.) 312 600

330k + judicial domain (ML select.) 330 016

348k + general domain (ML select.) 348 480

names female (inflect. forms) 1 060

male (inflect. forms) 824

surnames female (inflect. forms) 55 774

male (inflect. forms) 82 388

name geographical 22 050

entities institutions 2 331

mwe multi-word expressions 3 182

III. VOCABULARY

Vocabulary that have been used in language modeling was
selected using standard method based on highest occurrence
words in text corpus and maximum likelihood approach for
selection domain-specific words [5]. The vocabulary was
then extended to geographical names and names of various
institutions in Slovak republic. We have also proposed an
automatic tool for generating inflective word forms for names
and surnames which were later used in creating a language
model of names and surnames for Slovak LVCSR system.
The progress in the increasing the size of vocabulary can
be seen in the Table I. We found that the optimal results in
the modeling of the Slovak language are achieved when the
size of vocabulary is about 100–150 thousand of words for
the domain-specific task and 300–350 thousand of words in
general domain of speech recognition. It should be noted that
all words in vocabulary were manually checked and corrected
by linguistic experts.

IV. LANGUAGE MODELING

Statistical modeling of the Slovak language is based on the
standard methods for smoothing, pruning and domain-oriented
model adaptation as have been used in similar languages.
In following sections, these selected methods will be briefly
mentioned.

A. Smoothing

As it was mentioned earlier, for dealing with problem
of data sparseness, smoothing techniques are usually used
in the statistical language modeling. The problem of zero
probabilities that lead to the errors in the recognition, smooth-
ing process resolved by uniform redistribution of parts of
probabilities of observed n–grams among n–grams that are
not observed in training set. Nowadays there exist several
different smoothing techniques which use n–grams counts or
counting this counts in computation of discount constants.
Among all smoothing techniques the modified Kneser-Ney
algorithm [6] produces optimal results in the modeling of the
Slovak language.

B. Pruning

Another problem in the language modeling for the task of
real-time application is the size of the resultant LM. With
using a large vocabulary increases the number of n-grams in
LM that may occur in the training set just once or twice and
do not have a big impact on the quality of LM. Therefore,
these n–grams can be excluded from the LM using pruning.
There exists several criteria for pruning LM. However, the best
result was achieved using pruning based on relative entropy
for any language [7].

C. Adaptation

In the process of enhancing the performance of the ASR
systems, the language model adaptation (LMA) plays an
important role, especially in case of domain-specific speech
recognition. The basic idea of the LMA is to use a small
amount of domain-specific text data to adjust the LM and
reduce the impact of language differences between the training
and testing data and set the parameters for LM to correspond
as much as possible with the real conditions of LVCSR
application. LMA includes not only statistical dependencies
between words in given language, but also a frequency of
word occurrences, structure of the text and further additional
information that usually come from the field of linguistics
and phonology. We have observed that the methods which
produce significant results for strong statistically dependent
languages such as English, do not bring notable improvement
in modeling Slovak language. Therefore, usage of the linear
interpolation or its generalized alternative [8] for Slovak
is more than sufficient and interpolation weights should be
adjusted using expectation-maximization (EM) algorithm [9].

V. MODEL OPTIMIZATION

Several different techniques and approaches have been used
and proposed in order to get an efficient model of Slovak
language for off-line and on-line speech recognition. Some
important ones are described in this section.

A. Annotations and Noise Events

Annotations of the acoustic data used in training acoustic
model are a special part of the text corpus. These data also
contain a large amount of tags of noise events together with
useful text. We have discovered that noise events have a
positive effect on the quality of LM, because a speaker often
uses noises such as breath, cough, munching, waver, etc. in
spontaneous speech. Therefore, we have decided to include
these annotations with noise tags into training process and
dictionary. It is important to say that after recognition by
LVCSR system noise events have appeared like transparent
words [3].

B. Spelling Pronunciation

Acronyms, abbreviations, name of titles or single letters
are usually spelled letter-by-letter. For a better distinction
and separation we have mapped about 600 such events to
uppercase and reduced number of pronunciation variants in
the dictionary [3].
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C. Model of Names and Surnames

In the on-line dictation LVCSR system, most common errors
occur in recognition of name entities, especially in case of
names, surnames and addresses. Therefore we have created
independent model of names and surnames that can be used
in the special dictation mode in our LVCSR system. With an
increasing number of inflected forms for these name entities,
we will consider to use class-based models for this purpose,
which better model the surrounding context then independent
parallel model.

D. Model with Multi-Word Expressions

Besides errors in the recognition name entities, some errors
can be seen in recognition of short words at the beginning of
the speech or after long pause. To avoid this problem, it is suit-
able to model these events using multi-word expressions [10].
For the process of selection, these multi-words we have used
a standard statistical measures based on absolute and relative
co-occurrence of these word pairs in the text corpora limited
by the linguistic constraints. Experiments for Slovak language
has showed that the multi-word expressions do not improve
the overall precision of the LVCSR system, but an increase in
recognition accuracy that has been observed just in recognition
of short words. Usage these models in real-time application
can be submitted by the appropriate selection of these units
from specific domain.

E. Morphology

The inflection in Slovak language usually occurs on the
border of the stem and ending. This knowledge can help in
modeling of unknown words or words with a low occurrence
in training corpus using morpheme-based models. Dividing
singletons or words with a low frequency in the training corpus
into morphemes, it is statistically possible to cover such events
that do not occur in LM. The knowledge of morphology of
the given language allows us to also generate new word forms,
for example as it was in the case of declination of names and
surnames described above.

F. Augmentation Statistics of n–grams

Nowadays, research in the language modeling is oriented
on the augmentation of statistics of bigrams and trigrams
from other resources than by gathering a large amount of text
data of given language. Statistics of seen or unseen n–grams
can be obtained either using web search engines [11] or by
translation n–gram statistics from other (similar) languages,
etc. However, obtained occurrences have to be renormalized
regarding occurrence of individual n–grams in training corpus.

VI. LVCSR SETUP

The experimental results were performed with trigram LMs
created using The SRI Language Modeling Toolkit [12] with
vocabularies of different size and smoothed by using the
Kneser-Ney algorithm. For combination and adaptation LMs,
standard linear interpolation have been used, where interpo-
lation weights were adjusted to the domain of judicature us-
ing expectation-maximization algorithm. Finally, the resulting
LMs have been pruned using an algorithm based on relative
entropy in order to use them also in real-time application of

Slovak LVCSR. Note that LMs used in all experiments had
approximately equal number of bigrams and trigrams.

Also the triphone context-dependent acoustic models based
on hidden Markov models (HMM) have been used, where each
state have been modeled by 32 Gaussian mixtures. The model
have been generated from feature vectors that contains 39
mel-frequency cesptral (MFC) coefficients. It has been trained
using about 50, 70 and 70 hours of anotated speech recordings
of the parliament speech and dictated or imitated judicial
proceedings, respectively. The training set involves model of
silence, short pause and addtional noise events [13].

For the speech recognition, high-performance LVCSR en-
gine [14] with recognition algorithm based on the two-pass
strategy has been used. In this case, the input data are
processed in the first pass with bigram LM, and the final search
for trigram model is performed again using the result of the
first pass to narrow the search space [14].

The test data for all experiments were represented by the
recordings of judicial proceedings and contain 41 878 words
in 3 426 sentences and phrases. We have decided to also use
phrases in our test set, because in real conditions, people do
not only break on a sentence boundaries, but also on phrase
boundaries, usually before conjuction.

For evaluation of our LVCSR system the word error rate
(WER) evaluated on the test set have been used. WER is
a standard measure of the preformance of the ASR system,
computed by comparing reference text read by a speaker
against the recognized result and takes into account insertion,
deletion and substitution errors.

VII. EXPERIMENTS

Any LVCSR system is a complex system that consists of
several parts and each of these parts contributes to the overall
recognition result. Similarly it was in our case, when the
result of testing the LVCSR system varied depending on the
conditions of training acoustic and language models at the
same time. With increase of database of the text data used for
training language models, the number of hours of annotated
recordings of acoustic data also has been increased. Also, an
increasing number of verbal forms in dictionary for speech
recognition has been conditioned by the amount or availability
of training data from domain-specific as well as from general
area of speech recognition. In term of time and computational
complexity of the training and testing process it was not
possible to monitor the contribution of any change in the size
of training databases and additional adjustments in training
process to the recognition accuracy of our LVCSR system.
Therefore, the result in WER of our LVCSR system depicted
in the Table II is the result of contributions from individual
models, size of vocabulary and language model optimization
methods at the same time.

Experiments were performed using only one test set, which
statistics were described in previous section. Also, as it was
mentioned in the Table I, the size of the vocabulary increases
with size of text data used in training LMs. For each word in a
vocabulary a phonetic transcription based on SAMPA phonetic
alphabet with relevant alternative pronunciations were gener-
ated [15]. It should be noted that all words before adding into
the vocabulary used in the training LMs or dictionary with a
phonetic transcription used in the LVCSR system have been
checked by linguistics experts.
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TABLE II
EXPERIMENTAL RESULTS IN THE OFF-LINE TESTING OF THE SLOVAK
LVCSR SYSTEM FOR THE DOMAIN-SPECIFIC TASK OF JUDICATURE.

AM train LM train Vocab WER
[record.] [tokens] [words] Note [%]

50h 0.5 billion 245k 16.70

120h 0.5 billion 245k 15.35

120h 0.5 billion 248k + LM from annotations
with noise events 14.50

140h 1.2 billion 312k + LM from anot.
with noise events 11.45

140h 1.6 billion 330k + LM from annotations
with noise events

+ LM adaptation 7.45

190h 1.8 billion 348k + LM from annotations
with noise events

+ LM adaptation 5.15

In the first two lines in the Table II we can see the
influence of the extension of the acoustic database. With more
than twice as many of training data and constant parameters
of the language model and vocabulary we have achieved
almost 1.5 % decreasing in WER of the LVCSR system.
By combining a general LM with LM created from the text
data of annotated speech recordings used in training acoustic
model (AM), we have improved the recognition accuracy by
0.85 %. Subsequent extension of the acoustic and text data
in the training AM and LM and adding new words into the
vocabulary have increased the recognition accuracy by more
than 3 %. Further addition of some new words and text data
from the field of judicature and strong LM adaptation to this
domain has achieved significant improvement in recognition
accuracy of the LVCSR system. Repeated enlargement of the
acoustic and text data, adding some specific words from the
perifery of the vocabulary and re-training AM and LM we
reached the 5.15 % WER and approximately 0.5 % out-of-
vocabulary (OOV) words evaluated on test data set. Further
improvement could be observed by using a gender-dependent
or gender-independent acoustic model adaptation in Slovak
LVCSR system which is still in a researching stage [16].

Finally, it should be noted that our dictation LVCSR sys-
tem works successfully also in the on-line mode. The most
common errors using this LVCSR system occur in recognition
name entities, due to the large amount of these unique base
as well as their inflected word forms. However these errors
do not have a big impact on the overall misrecognition of the
LVCSR system.

Regarding to the current recognition accuracy of the LVCSR
system, the field of modeling of the Slovak language we would
like to focus on potencial usage of class-based models for
better modeling of the name entities. Our research also should
be focused on the reducing errors in the recognition of the
short words at the beginning of the speech or after a long
pause using multi-word expressions and discover an influence
of the morpheme-based models in the modeling of unseen or
unknown words in Slovak LVCSR. This knowledge will be
subject for further research.

VIII. CONCLUSION

In this article a brief summary of methods and approaches
used in modeling of the Slovak language have been presented.
Combination of standard methods of statistical language mod-
eling and optimization techniques, that bring into the training
process of LM an additional information, often linguistic
regularities as well, we achieved notable improvement in
recognition accuracy of LVCSR system. In future work, we
want to focus on morphologically motivated class-based mod-
els and morpheme-based models to better model specific cases
such as name entities and addition of unknown words into the
model in on-line application of Slovak LVCSR system.
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[9] J. Staš, D. Hládek, and J. Juhár, “Language Model Adaptation for Slovak
LVCSR,” in Proc. of Intl. Conf. on Applied Electrical Engineering and
Informatics (AEI 2010), Venice, Italy, 2010, pp. 101–106.
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Abstract—In most cases the precise distance estimation 

between the wireless nodes is one of the most important steps for 
successful localization. Especially in urban and rural 
environment with numerous reflectors and obstacles it represents 
a considerable problem. In this paper the Round Trip Time 
distance estimation technique is presented. It is implemented into 
the trilateration-based positioning algorithm introduced before 
with using RSS and mutually compared. The purpose of this 
comparative study was to show how the location accuracy will be 
increased using the time of flight technique instead of received 
signal strength. This paper is structured as follows. At the 
beginning two main distance estimation opportunities are briefly 
described. Next the Round Trip Time estimation techniques are 
introduced. The simplified RTT model is also presented and 
implemented into the localization algorithm. At the end the 
simulation results of this comparative study are concluded. 
 

Keywords—Round Trip Time, WLAN, ToF, ranging.  

I. INTRODUCTION 

An essential part of the range-based  [5] localization 
algorithms is to estimate the distances between the pairs of 
wireless nodes. In general a few techniques have been 
considered. Two most used are called as Received Signal 
Strength (RSS) and Time of Flight (ToF)  [4]. The basic signal 
strength measurement and its conversion to the distance is not 
a reliable localization parameter especially for hard urban or 
indoor environment with numerous obstacles. Measurements 
are impacted by both time-varying errors and environmental-
dependent factors. In most cases these factors are 
unpredictable and are considered as a random variable  [4]. 
Due to these drawbacks and due to the fact that signal strength 
sharply decreases in a non-linear and unpredicted fashion with 
distance, increasingly ToF distance estimation technique 
becomes an object of the research activity. Two approaches of 
the ToF measurement can be used.  

� the classic approach which measures the time of pure 
radio signals and 

� Round Trip Time (RTT) measurement using standard 
WLAN packets. 

In the first case applying special signal processing algorithms 
based on cross-correlation techniques must be considered and 
the time synchronization of WLAN devices should be 
assigned  [6]. Also difficult but more promising approach for 
estimating the distance between two nodes is represented by 
RTT measurement which uses the standard WLAN packets 
and is in detail described in the following section  [4].  

II.  ROUND TRIP TIME DISTANCE ESTIMATION PRINCIPLE 

In general, the distance between two nodes (d) can be 
obtained by multiplying the signal propagation time (t) by the 
speed of light (c=3.108m.s-1): 

 

tcd .=           (1) 

In case of the Round Trip Time distance estimation techniques 
t can be also expressed as RTT parameter which represents the 
time the signal spends travelling from a transmitter to a 
receiver and back again  [1]. Then the pure time of flight of the 
propagated signal is obtained by halving the whole 
propagation time RTT and this fact can be expressed as  [1]: 
 








=
2

.
RTT

cd          (2) 

The described fact represents the simplest approach to the 
time of flight estimation using Round Trip Time method. 

In fact the data exchange and the following time estimation 
can be explained using standard 802.11 with RTS/CTS 
(Request-to-Send/Clear-to-Send) mode. Link-layer data and 
ACK frames can be used. Then the RTT estimation represents 
the time elapsed between sending a link-layer data frame to 
the reference device and a consequent reception of the link-
layer ACK frames in the mobile device. These are a frame sent 
by the transmitter and an answering frame from the receiver 
  [1] [2]. Now it can be written that RTT duration consists of the 
pure time of signal propagation between the transmitter and 
receiver (and vice versa) and the processing time at the 
receiver side  [1]: 

 

RTpropprocTRprop tttRTT __ ++=      (3) 

where tprop_TR represents the propagation time of the data 
frame from the transmitter to the receiver, tproc the processing 
time of the data frame at the receiver side and tprop_RT the 
propagation time of the ACK frame from the receiver back to 
the transmitter. It is assumed that time duration of the tprop_TR 
and tprop_RT will be the same. Due to this assumption the 
relationship can be rewritten as   [1]: 

 

procprop ttRTT += .2         (4) 
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Fig. 1. Basic Round Trip Time principle 

 
To calculate the distance between transmitter and receiver 

tproc should be isolated from the whole RTT. fclock represents 
the frequency of the receiver clock  [1]: 
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Based on the approach described above the Two-way 

measurement principle can be carried out  [3]. As was 
mentioned, if considering IEEE 802.11 standard the Two-way 
measurement principle can be applied using the packet pairs 
DATA and ACK. If the transmission duration of the data 
packet, the time stamps at the start of transmission of the data 
packet and at the start of receiving the acknowledgment packet 
are known the pure time-of-flight can be expressed as   [3]: 

 

( )SIFSDATATRtof ttttt −−−=
2

1
     (6) 

 
where tR and tT represent the time stamps at the transmission 
and reception of the DATA packets, tDATA represents its time 
duration and tSIFS represent the time duration of the SHORT 
INTERFRAME SEQUENCE (10µs/16µs). 
 

 
Fig.  2 Two-way Round Trip Time measurement principle using packet pair 

DATA/ACK 
 

In   [3] also the Four-way measurement principle is initiated. 
The measurement principle can be extended by using multiple 
packets sent in a packet sequence of which transmission is 
supported. After the RTS, CTS, DATA and ACK packets are 
selected then the time-of-flight can be expressed as  [3]: 

( )SIFSRTSCTSDATAMDMDtof ttttttt 3
4

1
_0_3 −−−−−=  

 (7) 

where the parameters of the equation (7) are the similar as in 

case of the Two-way procedure and they are visible on Fig.  3. 
 

 
Fig.  3 Four-way Round Trip Time measurement principle using multiple 

packets sequence 
 

RTT is highly time-variant due to the impact of multi-path 
signal propagation and clock quantification errors  [2]. In terms 
of accuracy, RTT measurements should ideally be performed 
at the physical level  [3]. In   [1] authors use an auxiliary 
hardware subsystem connected to the WLAN card and to the 
parallel port in the mobile device which provides clock 
counting using the built-in 44 MHz clock. Such hardware is 
needed because of the overall RTT is expected to be in the 
order of microseconds which is not achievable using standard 
software.  

III.  TIME ESTIMATION MODEL 

The model for determination the time of flight of the 
propagated signal can be seen on Fig.  4.  

 

 
Fig.  4 Time estimation model 

 
As is shown the whole Round Trip Time consists of several 

time components. Two sets which cause the time delay of the 
received signal and influence the accuracy of the distance 
estimation were considered  [1]. 

• First, which influence the time components t1 and t2, 
related to signal propagation represented by: 

o multi-path propagation and 
o speed of light which can be a little bit different 

instead of the speed of light in vacuum (3.108m/s). 
• Second, which influence the rest time components, 

related to signal processing represented by:  
o discrete time quantification, 
o delay due to the hardware electronics, 
o drift of the card clock in the mobile device during 
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measurement, 
o relative drift between the clocks in the mobile and 

reference device, 
o short interframe sequences. 

IV.  SIMULATIONS AND RESULTS 

The simplified time estimation model was implemented into 
the trilateration-based localization algorithm which was 
introduced in  [7] using RSS measurement. These 
measurements were simulated for both the rural and also urban 
environment. The reached results can be seen in TABLE II. 
  

TABLE I 
DISTANCE ESTIMATION ERROR USING DIFFERENT ∆t2 

∆t2[s] MIN[m] MAX[m] Ø[m] 
10-12 0,4.10-3 6,814 3,450 
10-11 0,0066 6,816 3,535 
10-10 0,0328 6,854 3,402 
10-9 0,1122 7,752 3,502 
10-8 0,2623 17,055 5,917 
10-7 0,6663 101,56 27,12 
10-6 1,3834 1070,7 252,9 
10-5 9,0304 12645 2431,2 

 
TABLE II 

COMPARISON OF LOCATION ACCURACY USING BOTH RSS AND RTT 

MEASUREMENT 

LOCATION ACCURACY USING RSS MEASUREMENT 

 Location accuracy [m] 

RURAL 100 – 280 

URBAN 290 – more (unusable) 

LOCATION ACCURACY USING RTT MEASUREMENT 

Time delay of 
∆t2 [s] 

Location accuracy [m] 

10-12 2,15 (0,72%) 

10-11 1,98 (0,66%) 

10-10 2,14 (0,72%) 

10-9 2,36 (0,79%) 

10-8 3,98 (1,33%) 

10-7 12,23 (4,11%) 

10-6 53,93 (17,98%) 

10-5 330,68 (110,2%) 

 
For using RTT all of mentioned time components were 

substituted using two time delay parameters, 21 ttt ∆+∆=∆ , 

where ∆t1 represented the time delay caused by receiver clock 
counter. For this parameter 44MHz clocks was simulated 
which caused the fundamental estimation error (0m-6,82m). 
These values were generated using uniform probability 
distribution in interval <0s-(1/44.106s)>. The parameter ∆t2 
represented the time delay caused by multi-path propagation 
and was generated as absolute value from Gauss probability 
distribution with mean µ=0 and dispersion σ=10-12s, 10-11s, 10-
10s, 10-9s, 10-8s, 10-7s, 10-6s, and 10-5s. These values 
represented the probability of the LoS (Line-of-Sight) or 

NLoS (Non Line-of-Sight) communication. The reached 
location accuracy and its comparison with the location 
accuracy using RSS can be founded in TABLE II. The results 
expressed using “%” was expressed according to the terminals 
radio range (300m). All of the network parameters such as 
network area, number of unknown and reference nodes can be 
founded in  [7] and for the relevance of the comparative study 
are the same. For statistical relevance all of the simulations 
were hundred times repeated. 

TABLE I shows the values of the distance estimation errors 
which was reached using different ∆t2 parameter. These values 
were thousand times generated and the minimum, maximum 
and average values were noticed.  

V. CONCLUSION 

Due to the limitations of current hardware and protocol 
configuration, there are the problems with measuring and 
especially with synchronizing time for WLAN  [4]. Thus the 
ToF does not currently work well for WLAN localization 
systems. However some researchers in their publications 
investigate the new opportunities of the ToF implementation 
using the existing WLAN structures or using an auxiliary 
hardware. These authors reach also good results of the 
distance estimation, often about from 1m to 4m. The results 
presented in this paper show the increasing location accuracy 
and promise the hopeful future implementation of the 
presented positioning algorithm especially for urban or indoor 
localization using RTT.    
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Abstract—Articles  introduces  one property of implemented 
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I. INTRODUCTION

A. Project introduction

We are working on the intelligent search machine with the 
Semantic  Support  [3].  It  is  implementation  of  J2EE 
application  which  is  composed  from  multiple  modules: 
harvester,  document  preprocessing,  semantic  network, 
inference mechanism, search module.

The search mechanism it is based on the semantic search  
which  is  alternative  to the  keywords search.  It  works with 
semantic information on the documents side. Also contextual 
information and a lot functionality it is realized in the fuzzy 
form, which provides the ability to be tolerance to different  
forms of the same words (synonyms), but also to be tolerant 
to different spelling mistakes.

B. Article introduction

The input  of the  application  it  is  based from input  data 
provided by the people. It means these data contain different  
spelling mistakes and synonyms. What it is typical for input 
provided by the people, but the same is also for data which 
are received from the machine measurements [4]. 

These input (mistakes) can be simple ignored. But on other 
side these information is also information, everything what it  
is necessary to do, it is just to find the correct meaning of the 
information.  And  sometimes  these  information  are  more 
important as any other correct information.

We are providing these freedom for users of our system. 
And we want to have tolerant  system to using of synonyms 
and also to be tolerant to different spelling mistakes.

This  article provided the clarification  of our solution via 
semantic  network.  Which  is  tolerant  to mentioned spelling 
mistakes and synonyms.

II.SEMANTIC NETWORK

A. Standard “Semantic network”

The  semantic  network  is  often  the  knowledge 
representation. It can be in the form of directed or undirected 
graph.  In  the  common it  is  realized  as  the  directed  graph 
with the relations (edges) between the objects (vertices).

These common form can be defined in different forms e.g.: 
triplets.

B. Our implementation

In  our case the semantic network can  be imagine  as the 
graph  of symbols (vertices)  with  relations  (edges)  between 
them.  The  symbol  is  elementary  thing  of  the  information 
stored in the our semantic network. It can be character, word, 
sentence,  some abstract  thing,  etc...  On other  side we have 
the edges which represent the relations between the symbols.

On  the  Fig.1.  can  be  founded  the  representation  of 
semantic network for phrase “Hello world!”.  It  is composed 
from characters.  These character  symbols it  is connected to 
the two words symbols and to the one sentence symbol.

From common semantic  network representation  we have 
multiple extensions.

A formal semantic network formula is: N = (S, C), where 
S is the set of symbols, objects (nodes) and the C is the set of 
connections (edges). Because it  is possible to have multiple 
connections  to  the  same  symbol,  the  aggregation  function 
have to be defined – fa.

Connection (c) is defined:

sinput ..................... input symbol

soutput ................... output symbol

Fig. 1.: Semantic network for "Hello world!"
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tdelay = 1,...,n ...... time delay of signal transition, where 
tdelay>0.

einv ....................... flag is inverted or is not inverted.

Symbol (s) is defined:

fa …...................... aggregation function OR/AND

x …....................... strength of signal <-1, 1>.

The  flag  inversion  represents  negation  of  the  signal.  The 
greater  (smaller)  validity  of  the  input  signal  induces  the 
smaller (greater) validity of the output signal [3].

III. AGGREGATION

Aggregation function can be realized in the different way: by 
AND and OR functions. For AND aggregation the minimum 
function can be used. The minimal input signal is selected for 
propagation. But the implementation of this approach is very 
strict. For reasoning, the geometric weighted distance is used 
for aggregation. This access provides better results. In  other 
words, two vectors are considered. Both of them are located 
in the coordinate system. The start point of each of them is 
represented  by point  [0,  0,  ...  ,  0].  The  second  point  is 
represented by the signal values of aggregated symbols. The 
end point  of one vector is represented by the real  values of 
signals.  Second vector  which  represents  the  full  validity is 
represented by the point [1, 1,..., 1]. 

The OR aggregation is realized as a maximum function over 
all signals [3].

IV. CONCLUSION

A. Misspelling

This is one it is the common problem of data provided by 
the people. This type of mistakes can be discovered on two 
places.  As the input  of documents  or as  the part  of search 
question. 

It can be simple ignored on the question side. Because user 
it  is able to provided correction of question.  And it  can  be 
also in the form of suggestion for correction. But it is still the 
same it  is  about the customization  of the question  into the 
different form. 

But  this  principle  can  not  be  used  on  the  level  of 
documents.  Because  there  is  no  input  from  the  user  side. 
Indexation of documents is automatic process with minimal 
input from the user.

As  it  was  mentioned  in  the  example  of  the  semantic 
network.  We  are  using  the  characters  as  the  elementary 
symbol  extracted  from  documents.  These  characters  are 
connected  to  the  words  and  words  are  connected  to  the 
phrases, phrases to sentences, etc... This structure of network 
provides that each time also the words which are around the 
specified word will be part of inference. There is used  kind  
of  backtracking  algorithm  with  trashholding  constants 
because of performance. But the words: “world” and “word” 
will be fired with similar strength.

B. Synonyms

The second support  of the application is tolerance to the 
synonyms.  Normally the people using the synonyms.  If the 
key words based search is used, it is necessary to extend the 
original question with the synonyms. 

The structure of our network it is also defined in the form 
of  ontology[2].  And  these  ontology  provides  the  relation 
between the synonyms. It means if the word which contains 
also the synonyms it is used, these synonyms will be also part  
of the inference of the semantic network. It is similar to the 
extension  of question,  but it  is  done via semantic  network. 
There  is  also  some  rules,  which  provides  support  for 
contextual information. Which represents better power as the 
simple synonyms support [1].
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Abstract—The article deals with the problematics of imitating
a computer behavior, i.e. processor ISA. A new idea about
constructing an emulator of a processor using GPGPU technology
is presented. The key aim is to improve the performance of
emulation, trying to make distributed nature of an emulator.
The emulator consists of two parts that communicate together
in distributed manner. There are also some real experimental
results of emulating abstract Random Access Machine.

Keywords—computer emulation, ISA, GPGPU, OpenCL

I. INTRODUCTION

Computer emulators have long history. Mostly they are con-
cerned with arcades and video-games. More known scientific
term seems to be the simulation, therefore we first point at
the difference between simulation and emulation. In extreme
abstraction, we can state that simulator imitates the microarchi-
tecture of a computer, and if the imitation is accurate enough,
the behavior will be preserved as a consequence. An emulator,
instead, imitates the behavior in the first case and then the
microarchitecture may be imitated as adding more details into
emulation [1].

In science, mostly simulators are used. The main domains
of interest is hardware development, where many simulators
can be used in each level of abstraction. Emulators are more
appropriate when the behavior is important as a whole, from
the point of view of inputs and outputs, where does not
matter what internal organisation structure the system has.
Therefore, emulators are implemented according to the specifi-
cation defined as a set of intuitive algorithms. In the computer
emulation, emulators implement Instruction Set Architecture
(ISA) of a computer [2]. The ISA is a programmer’s point
of view of a computer, the most part is about a processor.
Instructions are defined as small algorithms that operates with
programmer-level computer structure (registers, flags, memory
cells, input/output ports, etc.).

The most used techniques for both simulation/emulation
of a processor are interpretation and binary translation [3].
Each technique used for emulation has its history in compiler
theory. The binary translation is more powerful than inter-
pretation; in our experiment implementing Random Access
Machine (RAM) [4] emulator, we achieved about 97 MIPS
(interpretation took about 9.2 MIPS) using Intel Core2 Duo,
1.66Ghz and 2GB RAM.

When emulating more complex computers, such as those
with parallelism as multi-processor systems, the uniprocessor
host computer suffers of performance slowdown several times
(N processors emulation). If parallel emulation algorithms
were used, the parallel computer architectures would be able
to perform the emulation without significant performance loss.
However, one assumption is that, in order the emulation could

be cheap, standard PCs should be used for the emulation. The
idea is therefore to utilize natural parallel system that can
be included within standard PCs; the components are current
GPUs.

II. GPGPU AND EMULATION?

There exist data-based and task-based parallelism. Modern
graphic cards provides all the parallelisms, by several stream
processors [5] that are included in GPUs, ranging from 80-
1500. Stream processors use data-based parallelism naturally,
but they allow to use also task-based parallelism. However, the
task-based parallelism is limited; details can be found in [6].

Stream processing is very suitable for computational tasks.
According to [7], I/O (interactive) tasks do not profit perfor-
mance improvement. In practical speaking, within GPUs, the
performance improvement is achieved by:

1) Minimalization of inputs and outputs;
2) Try to make each computation long enough, spending

there as much time as it is possible.
The main task now will be to determine if the work-flow

of a CPU has computational nature. Sequential (uniprocessor)
CPU executes instructions in an infinite loop. The loop is never
interrupted, besides a computer turn-off. Concurrently, devices
perform their own work. Besides, they can communicate with
CPU, and, possibly between themselves. Sometimes particular
components must wait for data that cannot be computed im-
mediately, but are taken as an input from an input device (e.g.
input from keyboard). In such way data between particular
components ”migrate” and the computation is realized in a
component at the end of the data path. If all components are
emulated by single host platform (the classic approach) and if
all data can be computed without any interaction, the CPU
work-flow will have computation nature. This is, ofcourse,
not true. However, there exist processes that stay longer in
computation, with minimal interaction (e.g. video/image/sound
processing, weather forecast, etc.)1. Therefore, the question
about the CPU computational nature can be concretized to
a question: ’What kind of tasks the CPU performs?’. The
compute-bound or interactive-bound processes have better
performance, if the computer is adapted for particular kind
of work, respectively.

Some compute-bound processes, and also interactive-bound
processes have their computer architectures representations.
GPUs rather do computational jobs, that are well parallelized
in the meaning of data-parallelism. Then it can be stated
that it is worth to emulate only compute-bound computers
with a tendency of good parallelization. Examples of such

1Note that data processing in the computation is not considered as the
interaction when the data is located in operating memory.
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CPU representations can be found: data-flow architectures, co-
processors, or general-purpose processors about that we actu-
ally know they will be compute-bound. Examples of compute-
bound and well-parallelizable tasks are: video/image/sound
processing, some physical model computations, cryptographic
tasks, neural network simulation, etc. Emulation of computers
that are primarily intended for executing such tasks, would
be usually very slow in non-parallel environment. Therefore,
using better non-parallel emulation technique will not help to
improve the performance.

Next question is about emulator structure organization.
Using single-platform, all target computer components are
implemented as software modules or parts (e.g. CPU, memory
and I/O devices) that communicate with each other in a sense
of procedure calls. Physically, they are all located in the host
operating memory, so the physical communication is realized
only between host CPU and host operating memory. When we
want to utilize GPUs as another power source, it is necessary
to physically separate the emulator modules. In that point,
distributed nature is created. All compute-bound components
should be executed in a GPU and the I/O bound components
in the host CPU. The reason is that GPU is not connected
to another devices, except the host operating memory. The
communication between target components implemented in
host GPU and target components implemented in host CPU
must go through host CPU.

III. APPROPRIATE STREAMING LANGUAGE

Now it is appropriate to choose the implementation lan-
guage used for emulator GPU implementation. Currently,
three options can be considered: CUDA [8], OpenCL [9]
and DirectCompute [10]. For further work, we choosed the
OpenCL language. The reason is that it is an open standard and
can work with both CPUs, and GPUs. OpenCL is supported by
many vendors and there exist free SDK. The standard is still
under development, so now it has several restrictions. The most
critical one is that within ATI SDK [11], independent kernels
cannot be executed concurrently. This restricts the task-based
parallelism. However, it is worth to expect an improvement
of the situatuon, because in the present time, there exist
some GPUs that support few concurrent independent kernels
execution (CUDA supports maximum 4 independent kernels
that can run concurrently on Fermi cards [12]).

IV. EMULATION TECHNIQUE ON GPU
GPGPU is a technique that enables general-purpose com-

putation on graphics cards. It uses a shader language as the
lowest-level language (machine language). However, shading
languages are mostly enclosed (their specification is not pub-
lic) and they differ among GPU models. The access is done
directly via drivers, or via higher level streaming languages
(e.g. OpenCL, CUDA, DirectCompute; older approaches in-
clude OpenGL and DirectX).

The portability problems connected with the enclosed shad-
ing languages specifications make impossible of performing
other technique than interpretation. Another critical problem
is, that kernels2, within all present-available streaming lan-
guages, cannot use function pointers. Therefore, only decode-
and-dispatch interpreters is possible to construct (instead of
faster threaded code interpretes) [1].

2Small programs executed in GPU in parallel

V. PROPOSED EMULATOR STRUCTURE AND
COMMUNICATION AMONG EMULATED COMPONENTS

The structure of the distributed emulator is depicted in
Fig. 1. The emulator consists of two main parts that com-
municate in the distributed manner. The idea is that GPU
would execute the CPU emulator that would be implemented
as a stream kernel. The host part will act like scheduler or
dispatcher, that would catch and delegate events either from
the target CPU (physically from host GPU), or from other
target (emulated) I/O devices (physically from host CPU).

Distributed emulator

Host CPU 

(multicore)
Host GPU

Target code

Host code

- Dispatcher

- Devices emulation

- Scheduler

OpenCL code (kernel)

- CPU emulator

- Memory emulator

events satisfaction;

kernel enqueue 

events request; 

CPU state change

Fig. 1. Structure of distributed computer emulator using GPGPU

As can be seen in the figure, compute-bound target CPU and
operating memory are located in host GPU. The I/O devices
emulators are considered to be interactive-bound by default,
and are located in the host CPU. The communication between
host CPU and GPU therefore represents the communication
between target CPU and I/O devices.

The physical transmission medium (further a channel)
between CPU and GPU is PCI Express channel. Transfer
performance is CPU and chipset dependent. Transfers from
host CPU to GPU are done either by the command processor
or by the DMA engine. The GPU also can read and write
host operating memory directly from the GPU through kernel
instructions over the PCIe bus.

The emulated CPU, even it would be compute-bound,
generally may perform also some interaction. The interaction
can be for example a reaction to an external event (e.g. device
interrupt request). CPU may also ask for service if it needs to
send the output data. All the interaction must go through the
host-part of the emulator and therefore, some communication
mechanism must be provided.

Some CPUs ask for input manually (using so-called polling,
or busy waiting) – in that point of view, CPU emulators
generate event requests for inputs and wait for it in loops.
Another option is that devices would request for service by so-
called interrupt requests (IRQs). The interrupt request in higher
abstraction can be understood as an event that is catched by
host CPU (using spooling). The CPU reacts to these requests
by interruption of current execution and jumping to service
procedure. The advantage is that the CPU does not have to
wait for the event and can do another work independently.
The model of proposed strucutre in Fig. 2 explains the idea
using GPGPU.
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Server part (CPU) Client part (GPU)

Dispatcher CPU emulator

Interrupt request

Data request

Data

Target I/O Device

Read data

Data

Interrupt

Output dataSend data

OK

Fig. 2. The example communication between host CPU and GPU – events

In the figure, a device asks for a service, by generating an
interrupt request. The interrupt request is, however, virtual,
because it goes from emulated device. The host-part of the
emulator catches the event and processes it. If the interrupt
needs to be serviced by the emulated CPU, the interrupt
request, along with additional information, is ’sent’ to the
GPU. However, it is impossible to interrupt running kernel
on the GPU (i.e. using any of of the present streaming
languages it is impossible). The solution is therefore to use
some other communication mechanism. The OpenCL allows
to use shared memory between the host and GPU, located in
the host operating memory. As was mentioned earlier, the PCIe
bus connects a GPU also with the system memory and the
OpenCL API allows to do that programatically. So, the ’send’
operation from host CPU into GPU means to change specific
data in shared memory by the host-part of the emulator (the
’send’ operation in the another direction would be performed
in the same manner, but the GPU will perform change of
the shared data). Therefore, both GPU kernel and host-part
of the emulator must watch the shared memory for changes
in an infinite loop. When GPU kernel encounters the change,
the CPU emulator immediately interrupts its execution flow
and handles the interrupt in specified way. If the host-part
encounters the change, according to the negotiated meaning
of the data it performs specified action (e.g. send data to an
output device).

In such way data request from the emulated CPU is
generated. The host-part of the emulator then ensures the
gathering of required data for the emulated CPU satisfaction.
The other component collects the data and sends it to the host-
part of the emulator. The communication mechanism between
dispatcher in the host-part of the emulator and other emulated
components is not restricted to the shared memory mechanism.
The reason is that it is assumed that both the dispatcher
and other emulated components are located in host operating
memory and executed by host CPU. The host part finally sends
the requested data back into the CPU using the shared memory.

The last part of the diagram is showing the other situation
– CPU wants to send output to an output device. In the figure,
the ’other component’ represents both the input and output
device. The output device should confirm that the sent data
were accepted correctly.

VI. IMPLEMENTATION NOTES ABOUT CPU EMULATOR

Main issues of the implementation of distributed emulator
include:

• Implementation of target CPU structure (e.g. registers,
flags, etc.);

• Implementation of correct instruction timing, making the
CPU being real-time;

• Whether it is effective to implement other devices in
OpenCL, too;

• The communication among virtual devices (implementing
signals, interrupts, input/output instructions, etc.);

• Implementation of operating memory;
• Choose or design new emulation technique that would

be of better performance like decode-and-dispatch inter-
preter.

This section discusses the structure and implementation of
a CPU emulator on a host GPU.

The general structure of a CPU emulator is represented by
a ’context’ defined as a data structure in used programming
language. The context collect all internal memories of the
CPU, including its special internal state. The memories are
called registers; the internal state is represented by flags, etc.
Now it would be appropriate to state that generally every CPU
emulator imitates the ISA (Instruction Set Architecture) of a
CPU. Therefore, the structure basically contains all necessary
CPU storage structures that are visible from programmer’s
point of view only. The storage structures are implemented
as single variables (or array of variables) that store values of
appropriate data type. Generally, it is possible to encode each
data type, when constructing some representation of the type
that is of another data type. The context then can be understood
as an instance of the structure in a time moment (the variables
will be modified during the emulation).

Within the GPU, the idea of ’context’ structure holds, too.
The context is implemented as a memory region (memory
object), logically divided into well-defined parts (Fig. 3). The
region can be considered as an array with several equal-
sized cells. The cell may be of any data type, however
restricted to OpenCL types. The region size is computed as
sizeof(cell type) · number of cells.

Registers in a processor are tiny but high-speed memory
cells that store binary values. Registers within GPU language
are implemented as variables of some data type that covers the
whole register size. Mostly, their purpose allows the same data
type for all registers. Allocating and transferring register values
between the host and OpenCL device one by one can decrease
the performance, therefore better way is to use single memory
array for all registers. The ISA structure of a virtual CPU does
not consist of registers only, but include (for example):

• General-purpose registers;
• Program counter;
• CPU running state (supporting at least running and

stopped values);
• Flags.
The structure is then called a context. The idea is that

both the emulation algorithm and context are stored in GPU,
in global memory (according to OpenCL GPU architecture).
Another option is to use of (faster) local memory. However,
host-GPU transfer goes through global memory and therefore
it depends on how often the context is transferred between
host CPU and GPU. Also, when the emulator uses several
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A BC DE HL SP Flags StatePC

sizeof(context) = 8 * sizeof(cl_short)

0 1 2 3 4 5 6 7

Sign
Flag masks

10000000
01000000Zero
00001000Half carry
00000100Parity or Overflow
00000010Substract
00000001Carry

Running
States

00000001
00000010Stopped (normal)
00000100Address fallout
00001000Unknown instruction

__kernel void runEmulator(__global cl_short *context,

                          __global cl_short *memory) {

  cl_short instr = memory[context[0]++];

  cl_short tmp;

  while (context[7] & 1) { // CPU running?

    switch (instr) {

      ...

      case 0x17: // RLA (rotate left A)

        tmp = context[1] >> 7;

        context[1] = ((context[1]<<1)|(context[6]&1))&0xFF;

        context[6] = (context[6]&0xEC)|tmp;

        break;

      ...

    }

  }

}

Fig. 3. The example CPU context used in fictious Z80 CPU emulator

streaming kernels that would not be logically groupped into
the same work-group, they cannot share data stored in local
memory.

VII. CONCLUSION

The usage of simulators and emulators is indisputable –
it is the validation model. The advantages of full system
simulation/emulation are several. Software development can
take place before the hardware is ready, therefore validation
is faster. Validation is less costly and faster because many
engineers can run validation tests on a PC instead of sharing a
few HW prototypes. Some things can be done with simulation
that can hardly be done with hardware, like verifying correct
hardware initialization, simulating defective hardware, internal
observations, etc. And the last thing, simulation tools can be
connected with formal methods tools.

Stream processing and GPGPU brought a new potential of
making high-performance software. They allow it by limited
form of parallelism. Applications thus are divided into two
parts – host part and client part, where host part is imple-
mented in any classic programming language as we know
today and it is executed on CPU. Client part is written in
specialized stream language which extends the language of
parallelism and on the other side, has some restrictions. The
client part is executed on GPU or another compatible device,
which disburdens the CPU of computational work that can be
parallelized.

This work points at utilizing this new approach in another
direction, as was suggested. The intent is to develop simu-
lators/emulators of CPUs that will run as client parts of the
application, on a GPU. However, some restrictions are put to
the emulator, caused by restrictions of a streaming language.
The last chapter proves that despite of all issues, it is worth
to study and discover new possibilities of this approach.

There are still some open issues that were not analyzed, but
they require more research. The most important are:

• Preservation of the CPU speed – cycle timing accuracy;
• Device emulation;
• Effective communication between devices and CPU.
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Abstract 

The main purpose of this paper is to demonstrate the security 

weaknesses found in existing wireless networks. It shows 

the principles of different security algorithms, and sketches up 

the ways how the attacker tries to break them. Securing the 

network against unauthorized access is a very significant part of 

the subject, but securing the network against dangerous activities 

of already authorized clients is very important too. We also try to 

discuss several methods and proposals for implementing a new 

model of monitoring the wireless networks. The goal of this 

monitoring is to allow system administrators to limit access to 

the network for users who are trying to break the security rules 

given by the network administrator. 

Keywords 

Authentication, authorisation, hack, monitoring, WEP, WPA 

I. INTRODUCTION 

First decade of the 21th century is characterized by rapid 

development of wireless networking. Mobile phones, Wireless 

networking, devices connected to each other using Bluetooth 

internet and several other technologies. Developers of those 

very comfortable and very popular solutions often 

underestimate the need for applying proper security 

measurements to protect data which travel in air. Securing and 

protecting wireless networks is very important in today's 

world where value of information is crucial for all of us. The 

security of wireless network is very important because these 

networks, when improperly configured are easy targets for 

attackers, who can break into those networks, steal 

information, or cause damages to organizations/companies 

which are using them. Since electromagnetic signals often 

spreads more far away than is estimated by the designer of a 

network topology for an organization, data transmitted from 

this organization's workstations can get to third parties. 

Several researches show that experienced computer user can 

get to data of third party organizations with just passive 

monitoring the air frequencies. Main goal of this article is to 

show necessity of implementing proper security models in 

wireless networking to prevent their eavesdropping. 

confidence of wireless networks and their proper 

configuration is important also because there are plenty of 

freeware software tools available on the internet which can be 

used to attack the wireless network or passively monitor the 

network, which is even more dangerous, because when 

network is monitored in this way, legitimate network users 

can not have any clues about the fact that their network is 

illegally monitored. 

IEEE802.11 Overview 

Organisation, structures, low-level communication protocols 

and security models are described in documents issued by 

IEEE working group. The letter appended after the name 

IEEE802.11 identifies more deeply the current issue solved by 

the working group – like frequency spectrum or safety 

standards etc. Standard 802.11b occupies the frequency range 

2.4-2.4835 GHz and can operate up to 11 Mbps, although it 

can reduce its throughput down to 5.5, 2 or 1 Mbps according 

to signal quality. The 802.11a standard, which is not 

compatible with b/g hardware, can operate on 5.15-5.35 GHz 

and 5.725-5.825 GHz frequency ranges, having theoretical 

throughput up to 54 Mbps. Its disadvantage in practical 

applications is that the devices require external antennas 

positioned so they have a direct visibility to the access point. 

On the other hand they can communicate on larger distances. 

Finally 802.11g introduces 14 channels in the same spectrum 

as 802.11b, which means 802.11g hardware has a backward 

compatibility. The newest 802.11n standard introduces several 

new approaches to increase the overall performance. They do 

not come up with any new security improvement and this 

paper will not discuss them more deeply. 

Authentication 

Authentication is the process of proving identity of a station to 

another station or AP. In the open system authentication, all 

stations are authenticated without any checking. A station A 

sends an Authentication management frame that contains the 

identity of A, to station B. Station B replies with a frame that 

indicates recognition, addressed to A. In the closed network 

architecture, the stations must know the SSID of the AP in 

order to connect to the AP. The shared key authentication uses 

a standard challenge and response along with a shared secret 

key. 

Association 

Data can be exchanged between the station and AP only after 

a station is associated with an AP in the infrastructure mode or 

with another station in the ad hoc mode.  All the APs transmit 

Beacon frames a few times each second that contain the SSID, 

time, capabilities, supported rates, and other information. 

Stations can chose to associate with an AP based on the signal 
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strength etc. of each AP. Stations can have a null SSID that is 

considered to match all SSIDs. 

The association is a two-step process. A station that is 

currently unauthenticated and unassociated listens for Beacon 

frames. The station selects a BSS to join. The station and the 

AP mutually authenticate themselves by exchanging 

Authentication management frames. The client is now 

authenticated, but unassociated.  In the second step, the station 

sends an Association Request frame, to which the AP 

responds with an Association Response frame that includes an 

Association ID to the station. The station is now authenticated 

and associated. 

Fig. 1 – Authentication and Association 

A station can be authenticated with several APs at the same 

time, but associated with at most one AP at any time. 

Association implies authentication. There is no state where a 

station is associated but not authenticated. 

Current status of security in wireless networks 

Experiments and exploration which took place in Kosice and 

other cities in Slovakia showed that the level of confidence 

and privacy in wireless networks is quite poor. When we 

assume that wireless 802.11 technologies are commonly used 

more than 5 years, it should be expected that security in those 

networks could be on a quite high level. Unfortunately, the 

results are very poor. At least a one half of monitored 

networks were not sufficiently secured. At least one quarter of 

all networks were not secured at all (they allowed anyone to 

get online trough them). Even more dangerous is the fact, that 

most of wireless nodes of big internet service providers are 

still unsecured (some nodes only verify the MAC address of 

the client which cannot be considered satisfactory). 

Tab 1.: Safety check monitoring in different seasons 

Monitoring wireless networks 

Monitoring of wireless networks is much easier in comparison 

to standard, wired networks. When a person wants to monitor 

wireless LAN, first requirement is that the monitoring device 

must be in the range where this network can be heart. 

Secondly the monitoring machine must be equipped with 

suitable wifi adapter which must support monitoring in 

passive mode. Passive mode means that during process of 

monitoring, adapter is not connected to any network. In first 

step scan of all wifi channels is performed. After scanning, 

monitoring person chooses channel where is transmitting 

network which is going to be monitored. Monitoring can be 

performed on channel, or network basis. When performed on 

channel basis, all other (if any) nodes broadcasting on the 

channel where our targeted network broadcasts, are monitored 

as well. When monitored on a network basis, all software for 

monitoring Wifi networks found on the internet allows to 

specify filter based on BSSID (MAC address of the node), 

which allows to capture only data which belong to our 

network, nothing more. 

When the data are collected data, analytical tools can be 

applied. By analysing the captured data it is possible to extract 

all not encrypted data from them, like e-mails, plain text 

passwords, record unencrypted VOIP conversations. All this 

can be performed absolutely invisible to the users of the 

monitored network. Since monitoring side does not transmit 

any data, it cannot be tracked. This is the main reason why 

using strong and properly implemented cipher standards are 

crucial for secure wireless networking. 

II. ANALYSIS OF COMMON SECURITY MODELS 

USED IN WIRELESS NETWORKING. 

MAC address controlling 

This security measurement is often used to prevent 

unauthorized clients from connecting to the network. Every 

authorized user has its MAC address saved in a database of 

allowed addresses. When client attempts to connect to the 

network, his MAC is compared to the table of allowed MAC 

addresses, usually this table is saved in router. When the 

MAC of connecting client is found in this table, user is 

allowed to connect to the node, otherwise access is refused.  

 
Fig 2 - MAC 48 address format 

This model is often used without any ciphering of transferred 

data in the good will that it is sufficient. This model of 

security is totally inadequate, because when we can monitor 

the network as described in previous paragraph, we can easily 

Date of testing 9. 12. 2010 11. 5. 2010 

Networks found 73 100,00% 60 100,00% 

Unprotected networks 15 20,54% 10 16,67% 

Unsecured (WEP) 10 13,70% 6 10,00% 

Protected networks 48 65,76% 44 73,33% 
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see MAC of every client associated with the node. When we 

have address of a client, it is very easy to spoof our MAC 

address to the one allowed. Next the real client is 

disconnected using active attacks like node re-association and 

the attacker can connect to the network with identity of 

previously disconnected user. 

WEP 

Wired Equivalent Privacy (WEP) is a protocol for encrypting 

wirelessly transmitted packets on IEEE 802.11 networks. In a 

WEP protected network, all packets are encrypted using the 

stream cipher RC4 under a common key, the root key. The 

root key is shared by all radio stations. A successful recovery 

of this key gives an attacker full access to the network. 

Although known to be insecure and superseded by Wi-Fi 

Protected Access (WPA), this protocol is still in widespread 

use almost 6 years after practical key recovery attacks were 

found against it.  

 
Fig. 3 – encryption algorithm WEP 

Breaking WEP 

Breaking of WEP protected network can be realized using two 

fundamental methods.  

1. Passively monitor the network in order to collect necessary 

data which will be later used to recover the key used to protect 

the attacked network. This is absolutely untraceable attack 

since no data is broadcasted to the network. Main 

disadvantage of this attack is that it requires more time. The 

time needed to crack the WEP key using passive attack 

depends mainly on the network utilization during monitoring. 

The golden rule in WEP breaking is "more packets collected 

the better". When a network is not heavily used collecting 

sufficient number of data packets can take a few days. On a 

network which is frequently used it can take a few hours. 

2. Active attacks. In WLANs with low network traffic levels, 

collecting thousands of unique packets necessary for key 

recovery (at least 40,000 for a 64-bit key) can be very time 

consuming. Tools like Aireplay (part of Aircrack-ng suite) or 

Commview for wifi can induce a higher traffic level by 

sending encrypted ARP Request packets. The WLAN would 

then reply with ARP Response packets, thus generating 

additional traffic. While the original ARP Request packets 

being replayed cannot contribute to the pool of the packets 

needed for key recovery (they all have exactly the same 

contents, while key recovery requires unique packets), the 

ARP Response packets are different from each other, as a new 

Initialization Vector is used for every new packet. Linux tools 

such as the above mentioned Aireplay can automate this 

process and it means that the software itself can find the 

proper kind of packets to inject. For WEP attack three tools 

are used. Airodump for capturing WLAN data, Aireplay for 

traffic generation and finally aircrack-ing for analysis of 

captured data. When enough data is present, aircrack-ing will 

recover the original WEP key. The experience shows that 

attacking a wifi network using active methods can crack a 128 

bit network in 5 minutes under good conditions. Summarising, 

it is sad to see that WEP is in still common use today, 6 years 

after it has been attacked successfully and marked as insecure. 

Wireless Protected Access (WPA) 

First, the WPA standard can be divided into two different 

security models: WPA Personal and WPA Enterprise or 

simply WPA. 

In personal mode, WPA uses a single key for authenticating 

all clients that know the key. WPA uses robust encryption, per 

station keys, periodical rekeying and other measurements 

which prevent attackers from misusing the protected network. 

Generally can be said, that when administrator of a network 

chooses strong password (not word from dictionary or some 

derivation of it), breaking such password is almost impossible 

using computational power available to common attackers in 

these days. In 2009 was discovered that WPA1 personal 

which is using the temporal key integrity protocol TKIP, is 

not so secure as everybody thought. Scientists were able to 

break it in a time frame around 15 minutes. The WPA2 

CCMP with AES standard used for data encryption remains 

unbroken also in the time of writing of this article. First 

advantage of WPA personal security model is that minimum 

password length was set to 8 characters. This prevents people 

from choosing short passwords (40 bit WEP allowed 

password which was composed only from 5 alphanumeric 

characters). Second positive property of WPA personal is the 

fact that password attack on this encryption scheme is very 

slow. On modern quad core Intel processor with one 

additional graphics card used for attack, this machine can test 

only 4000 passwords per second. That is absolutely not 

enough when one wants to test large amounts of passwords. 

Said differently, when attack with large dictionary (dictionary 

with more than 50000000 words) fails, the tested password 

can be considered secure. As was previously said since 

minimum password length is 8 characters, brute force attack is 

absolutely meaningless. 

Another attack on WPA personal can be done using 

pre-computed rainbow tables. Main principle is as follows: 

WPA rainbow tables must be pre-computed for specific SSID. 

Since many nodes use default names like linksys, airlive, and 

netgear... one can pre-compute table based on a large wordlist 

and make them available to the internet. Main advantage of 

using tables is speed. Trying a large table of several million 

words in size takes only a short period of time compared to 

a regular dictionary attack. Concluding this we can say that 

WPA2 personal when configured properly with strong 

authorization passphrase can be considered unbreakable. 

WPA enterprise, simply called as WPA, is a robust standard 

used for authentication in large companies, schools where 

multiple clients connects to network. Every user has assigned 

user name (login) and password which are checked using a 

radius server. This approach is recognised as secured as there 

has been no success in breaking WPA enterprise yet. There is 

only one option left, hacking the radius server from outside, 

but this is not the subject of this papers. 
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III. SECURITY IMPROVEMENT PROPOSALS 

To make the Wireless network more reliable and safe against 

the attacks from inside, we should eliminate all the suspicious 

activities. This task shall be divided in two parts – users 

verification and authentication, and monitoring the users 

already associated to the network. 

Authentication is based on choosing the correct and secured 

password. The purpose of verification is to verify that the 

person who entered the password is eligible to access as she or 

he knows some additional information such as login (in case 

of WPA-Enterprise) or the computer has a correct MAC 

address associated with the registered name and password. 

The main goal of monitoring is to protect people already 

connected to the network against the attackers hidden among 

them. We must be careful and find the most possible about 

port monitoring, active sniffing (APR), port scanning, packet 

flooding and similar activities. They are the critical signals 

pointing to illegal user actions. 

In case of such an act detection the network rooter must close 

connection to the user and shall not allow a new connect until 

the administrators will not solve the situation and raise the 

ban. 

The attacker can change his MAC address, but if the network 

is WPA-Enterprise where MAC is interconnected with login 

and password, this will not let him to keep on his activities. 

WPA-PSK is not so strong protected and this change can give 

a chance to continue, if he has MAC addresses of other 

common users to misuse. As to get these addresses is not so 

easy, we can say even WPA-PSK gives a reasonable security 

level to the network. 

We shall also scan the users after their associating with the 

wireless network to gather some important information about 

their computers that act like human fingerprints. These data 

are associated with the client, they are unique to each 

computer, and they are hard to fake or change. Here we can 

include the operating system specific information such as OS 

version, version of services running and other data possible to 

find by a legal network scanners. If a user changes them 

without previously breaking the network rules, he will not 

need to inform the administrator and they will be accepted as 

normal. If the fingerprint change happens after the rules 

violation, the user shall be still unaccepted. 

Improvements on user’s side 

Using WEP for encryption must be avoided as it is really easy 

to break. Also WEP has never been designed to provide a 

complete security solution for wireless networks, only a level 

of privacy equivalent to wired LAN. Traffic between wired 

LAN and wireless network must be limited to minimum and 

before passing any data authentication must be required. This 

recommendation is based on the fact that wireless network 

faces much stronger security challenges and if the attacker 

succeeds in his attempt, the wired part can be vulnerable as 

well. 

The network SSID should include the names or any 

descriptions. This option is recommended as many hackers 

choose their targets precisely for these reasons. The attack and 

the data stolen can be the trophy presented to their 

community, or the network can be targeted as a revenge for 

any, real or imaginary, social injury. It is very welcome if the 

SSID is not transmitted at all (hidden). 

If the access point has an option to disable beacon packets, it 

should be selected. The network does not broadcast the 

packets that can also help the attacker to identify the target. 

Changing the encryption keys periodically would not prevent 

the compromise of WEP keys, if WEP security is used; 

anyway it slows the new attack down and shows that the 

network would never stay compromised indefinitely. 

Fortunately, the process of key management can be automated 

according to the 802.11i Task Group. 

DHCP shall not be used on WLANS as well. To access host at 

a targeted site, an attacker needs to obtain a valid IP address 

and subnet mask on the WLAN. Without DHCP, identifying 

IP address requires sniffing the traffic and reviewing the 

captured data. This means that the static IP addresses are one 

more deterrent that may discourage the attacker. 

Replacement of Advanced Encryption Standard (AES) instead 

of Data Encryption Standard (DES) is also recommended. It is 

described in 802.11i Task Group and government officials in 

several countries already issued instructions to follow the 

process to enhance the network security. 

IV. FINAL WORDS 

Testing of wireless networks in the area of Kosice showed 

that their security is absolutely inadequate. What is worse is 

the fact that those networks offer a good opportunity for 

making cyber crime. Other effect of this is the fact that 

tracking down criminals who used unsecured wifi networks 

for their crime is almost impossible when they perform their 

attack without mistakes. This is also one of the reasons to take 

this topic for the serious research and implementation, 

because as it can be easily proved believe, well secured 

networks can make the whole life more secure. 
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Abstract—s We will examine various modifications of back-
propagation through time algorithm (BPTT) done by stochastic
update in the artificial recurrent neural networks (ARCNN). The
general introduction was provided by Salvetti and Wilamowski
in 1994 in order to improve probability of convergence and speed
of convergence. This update method has also one another quality,
its implementation is simple for arbitrary network topology. In
stochastic update scenario, constant number of weights/neurons
is randomly selected and updated. This is in contrast to classical
ordered update, where always all weights/neurons are updated.
Stochastic update is suitable to replace classical ordered update
without any penalty on implementation complexity and with
good chance without penalty on quality of convergence. We
have provided first experiments with stochastic modification on
backpropagation algorithm (BP) used for artificial feed-forward
neural network (AFFNN) in detail described in the article [1]
published on conference in Barcelona. We will present experiment
results on simple toy-task data of postponed and modified signal
as a verification of our implementation of different algorithm
modifications.

Keywords—artificial recurrent neural networks (ARCNN),
backpropagation algorithm (BP), backpropagation through time
(BPTT), stochastic update.

I. INTRODUCTION

The stochastic weight update was introduced by Salvetti
and Wilamowski in 1994 [2] in order to improve probability
of convergence and speed of convergence of the backpropa-
gation algorithm. Besides the stochastic weight update, they
examined another two stochastic methods: random pattern
selection and randomized learning rate. On the XOR problem
they demonstrated significant improvement in the learning
speed and probability of convergence for every one from
these methods, especially for randomized learning rate. The
backpropagation algorithm (Werbos, 1974; Rumelhart, Mc-
Clealland, 1986) is one of most used learning algorithms today.
Plain vanilla implementation and momentum implementation
(Silva, Almeida, 1990) [3] are the predominant implementa-
tions on feed-forward topologies. Multilayer perceptron (MLP)
is most used feed-forward topology, it is a layered architecture
with fully interconnected layers. The BPTT [4] is most used
backpropagation variant for recurrent topologies. It is well
suited algorithm for recurrent topologies with full connec-
tivity. Although the BPTT implementation is not much more
complex compare to feed-forward vanilla backpropagation, the
feed-forward time-delay networks are preferably used for time-
related problems. Time-delay networks are of the MLP design,
so layered topology is most used topology with the backprop-
agation algorithm. Sparse topologies became recently popular

with the recurrent echo state networks (ESN) (Jaeger, 2001)
[5]. However these are usually not based on backpropagation
algorithm. ESN networks are based on so called reservoir of
randomly

II. STOCHASTIC WEIGHT UPDATE

Salvetti and Wilamowski did incorporate stochastic pro-
cesses into backpropagation algorithm in order to improve
convergence - to avoid to get stuck in a local minima on error
surface [2]. Stochastic Weight Update was one from several
ways how to do it. During learning, maybe it is not necessary
to update all weights. Not all of them have the same influence
on the network error. Some of them are more important, maybe
have higher values, some of them are close to zero, maybe their
influence is lower, or none. If we don’t update all weights, we
can also save some computation time and thus maybe speed
up the learning process.

Fig. 1. Visualisation of implemented algorithms using stochastic factor. Each
Stochastic approach uses 50% ratio that the selected weight/δ is going to be
updated. The stochasticity is implemented on the different levels of learning
algorithm as they are describe on the Figure.

1) Ordered Update: Classic BPTT algorithm, where all
weights are update in one iteration. Error signal is
computed for all neurons without any preferences.

2) Stochastic Update: Modified BPTT algorithm, where not
all weights are updated in the same iteration. The chance
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of weight update is controlled by r, where 0 ≤ r ≤
100, which represents the probability of weight update
in percentage. The weight is selected for update if the
generated number is rand ≤ r. Otherwise the weight is
not going to be updated. The ARCNN keeps this way
information from the past.

3) Stochastic ∆ Weight Update: This approach combines
the Stochastic Update with the stochastic selection of
δweights, that are going to update. After the back
propagated error signal is computed, the δ weights are
going to be update. The stochastic approach is the same
as with Stochastic Update. δ weight is updated if the
rand ≤ r.

4) Stochastic δ Update: Combines Stochastic Update with
stochastic selection of δ Update. Stochastic factor is the
same, as in the rest of stochastic modifications. The δ
is selected to be update with probability. This selective
updating of δ cases, that also here some old δ from
t − 1, ..., t − x (x - not known the past, that haven’t
been update yet) acts in the learning process and have
influence on the whole process.

5) Stochastic Complex Update: The stochastic factor of
probability is the same as in previous stochastic meth-
ods. It combines Stochastic Update, Stochastic δWeight
Update and Stochastic δ Update.

6) Shuffle δ Update: This approach simplifies the imple-
mentation BPTT algorithm. It is more simple because
you do not have to care about layers and the order of the
neurons. Simply one neuron is randomly selected from
the ”pool of neurons”, error signal is computed and all
incoming weights are updated. The ”pool of neurons”
represents all neurons in all layers, that contribute on δ
calculation.

If we want to increase weight selection chance over 100%
(all weights will be updated) we can add another loop with pa-
rameter, which control how many times this random selection
should be done. If set to 1 it is equal to the loop missing.

III. EXPERIMENTS

To test the Stochastic Weight Update we chosen the mod-
ified and postponed signal that proves the correct implemen-
tation of the ARCNN and also provides an easy to prove the
stochastic update modifications of the BPTT algorithm - a toy-
task benchmark (see Fig. 2).

Fig. 2. Moved and modified signal used for learning ARCNN.

We wanted to check that the Stochastic Weight Update will
not reduce quality of backpropagation learning, and also to
explore the influence of ratio of weights updated per pattern
on the results. The results are compared by the lowest least
mean square (LMS) error.

We will provide 2 experiments, where we compare different
types of stochastic implementation, as described on the Fig-
ure II, and ordered classic implementation of BPTT algorithm
on ARCNN. We use the same number of neurons, the same
sigmoid function with the steepness λ and the same learning
rate γ.

First experiment consist of the 5 ARCNN using different
modification of stochastic update (see Figure II). Topology of
all ARCNNs is based on the best results of the ordered update.
The Figure 3 represents the results of the first experiment, error
is presented on Figure 6 and detailed settings of ARCNNs
are in the Table I. The experiment was orientated to achieve
the better results using one of the stochastic modification
compared to the origin update of BPTT implementation on
the ARCNN.

Fig. 3. Experiment output of the six ARCNNs learned by the configuration
based on the best of the ordered update of BPTT.

Fig. 4. LMS error of the experiment based on the best of the ordered update
of BPTT.

Second experiment is little bit different from the 1st exper-
iment. Experiment uses also α momentum to get better result
and do not rely just on the algorithm ability to deal with signal.
The conclusion of the experiment is, that the α momentum
can be used as a final touch to improve learning of ARCNN.
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TABLE I
TO ACHIEVE BETTER RESULTS THEN THE ORDERED UPDATE

Method Ordered Update Stochastic Update Stochastic
∆Weight Update

Stochastic Complex Update Stochastic δ Update Shuffle δ Update

Selection Ratio 100% 50% 50% 50% 50% 50%

γ 0.03 0.03 0.03 0.03 0.03 0.03

λ 0.65 0.65 0.65 0.65 0.65 0.65

α momentum 0.0 0.0 0.0 0.0 0.0 0.0

Unfolding

history T 1 1 1 1 1 1

Topology 1-15-1 1-15-1 1-15-1 1-15-1 1-15-1 1-15-1

Adaptaptation

in one cycle 1 1 1 1 1 1

Iterations 1500 1500 1500 1500 1500 1500

LMS error 0,00572 0,01063 0,00449 0,0106 0,197 0,00071

Table represents the settings of the ARCNNs for the 1st experiment - achieve better results then the ordered update of BPTT. All ARCNNs have same
settings. The Shuffle δ Update modification was able to achieve higher accuracy.

TABLE II
USING α MOMENTUM FOR ARCNN

Method Ordered Update Stochastic Update Stochastic
∆Weight Update

Stochastic Complex Update Stochastic δ Update Shuffle δ Update

Selection Ratio 100% 50% 50% 50% 50% 50%

γ 0.03 0.03 0.03 0.03 0.03 0.03

λ 0.65 0.65 0.65 0.65 0.65 0.65

α momentum 0.95 0.95 0.95 0.95 0.95 0.95

Unfolding

history T 1 1 1 1 1 1

Topology 1-15-1 1-15-1 1-15-1 1-15-1 1-15-1 1-15-1

Adaptaptation

in one cycle 1 1 1 1 1 1

Iterations 2500 2500 2500 2500 2500 2500

LMS error 0,00107 0,00098 0,00145 0,00166 0,00133 0,00141

Experiment results table, where was used α momentum to achieve higher accuracy. The best results were achieved by the Stochastic Update modification.
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Figure 5 represents the results of the experiment, error is
presented on Figure 6 and detailed settings of ARCNNs are
in presented the Table II.

Fig. 5. Output of the ARCNNs for the BPTT using the α momentum. The
best results were achieved by the Stochastic Update modification (see Table
I).

Fig. 6. LMS error for the BPTT using the α momentum. The best results
were achieved by the Stochastic Update modification (see Table I).

IV. CONCLUSION

Our results with the moved and modified signal confirm the
original results of Salvetti and Wilamowski on XOR problem,
experiments provided on the AFNN using the circle-square
separation task and also on the ARCNN with modified and
postponed signal - the Stochastic Weight Update performs well
and in some cases can be superior to classical ordered update
in backpropagation through time algorithm.

Complexity of implementation of this weight update is less
dependent on the network topology than the classical ordered
weight update is, while overall complexity of implementation
is not much higher than the classical one. This can be
utilized in BPTT implementations with non-standard, sparse,
or random network topologies.

Our main goal is to provide the prediction of the temperature
daily profile using the tested and implemented BPTT stochas-
tic update due to the ability of ARCNN to use the history of
previous steps stored inside. The dataset used for temperature
prediction will consist of the measured temperature from the

year 2000 till the end of February 2011. Dataset is split into
two groups. Training dataset, which is provided to network
in learning phase, and testing dataset, which is unknown part
of dataset to ANN and is used to test the ability of ANN to
predict the temperature and the ability of ANN to generalize
the model hidden in the temperature profile.

REFERENCES
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Abstract�This paper presents proposal of sequential
algorithm used for computer emulation. We show, that the
sequentiality is a natural consequence if control-flow processors
are used. The algorithm works in a loop, where the CPU and the
other computer components are emulated step by step. However,
sequentiality might have negative impact for the quality of whole
emulation. This problem is solved by the emuStudio platform,
used as universal emulator. The solution depends on some
assumptions that the emulated components have to fulfill..
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I. INTRODUCTION

The main activity of running emulation is repeated
execution of the same sequence of steps, because the work of
real running computer can be viewed as a repeated sequence
of activities [2]. A CPU (processor) fetches, decodes and
executes instructions in infinite loop. The other computer
components are directly or indirectly controlled by the
processor. Their activities are independent, parallel and can
perform in synchronous or asynchronous way with the work
of the CPU. 

The implementation of parallel and asynchronous activity
of emulated component is more difficult, because the starting
time of the activity is not predictable (and it should not be),
and depends on events that fire in the component. The nature
of the most host processors does not allow the true parallel
work � if we want to run the component in true parallel with
CPU, it must not to be executed on the same host processor (if
the processor has only one physical core). Generally, the
nature of control-flow processors (here belong all computers
of von Neumann type) defines sequential execution of
programs. Seeing that an emulator is also a program executed
on the computer, its activity (even if repeated), has to be
sequential.

II.UNIVERSAL EMULATION

Computer emulators (system virtual machines), besides
processor emulation, often realize peripherals emulation as
well. In such a way complete architecture is emulated, or
more precisely its certain configuration. Computer
architecture is system characteristic that integrate a function
(usage) and the structure of its components [6]. As the best-
known, wide-spread architecture is Princeton (well-known as
von Neumann) architecture [1] that is used as implementation
model modern computers, too. Some success achieved also
Harvard architecture [7]. Computer configuration is a specific
selection of architecture components. The structure and

function of the components has to satisfy requirements of the
architecture. Most of computer emulators emulate just one
such configuration. In a case of von Neumann architecture
emulator it means that it is emulated just one type of
processor, just one type of main store and particular
peripherals, connected to a static structure. Such emulator can
execute software that meets with emulated configuration.

 
Disadvantage of such approach is that for every computer

configuration new emulator must be constructed. An
interesting idea is therefore to universalize the emulator, so
that just one emulator would be needed for emulating several
configurations. Easier implementation is to realize the
emulator to have static core (processor, main store, bus), and
that only peripherals could change in the configuration.

Much more interesting idea is however to implement the
emulator in a way that it would be possible to change every
emulated component dynamically, i.e. the processor and main
store, too.

In the present, some virtualization programs (e.g.
VirtualBox, QEMU etc.) provide some ability to make
configuration changes. Seeing that it cannot be spoken about
emulation in true meaning, the processor it is not possible to
change. They mostly offer only some minor changes, such as
selection of components used (from a static list) and some
modifications in their settings. Their complex
interconnections cannot be changed dynamically. In the
present, there don�t exist many of such universal emulators. 

More or less successful attempt for emulated hardware
standardization was realized in the M.A.M.E. emulator [2]
with purpose to save historic games and older game consoles.
In the present, by European Union donation, it is prepared a
project of similar purpose [3]. However, the ability of the user
to choose emulated computer configuration dynamically, is
lacked in mentioned emulators (KEEP emulator is actually in
preparation phase).

III. EMULATION DESIGN

The work of the emulator will be described by a
sequential algorithm. Inside the algorithm a scheduler needs
to be implemented. The scheduler will allow the host
processor time to individual emulated components, including
emulated processor, in exactly defined order. The basic
algorithm of the emulator�s work, using a simple scheduler, is
described in the pseudo-code shown in Fig. 1. In the
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algorithm, a specific time interval is allotted to every
emulated component always in the same sequence. The
component can perform an activity in that time interval.

running = true;

(numberOfCycles, maxTime) =initTimeSyn();

while (running) {

running = executeCPU(numberOfCycles);

ints = generateInterrupts();

emulateDevices(ints, maxTime);

(numberOfCycles, maxTime) = timeSyn();

}
Fig. 1 Basic emulator algorithm (sequential)

The time interval is estimated by the emulator, and the
estimation depends on required emulation speed. For the sake
of clearness, lets imagine how a preemptive process scheduler
works in an operating system. Each such scheduler allots
fixed time interval to processes, allowing them to run in the
time interval. When alloted time fires up, the operating
system stops the running process and the next process is
launched, with new allotted time interval.

Emulators work similarly, however when the time interval
fires up, time synchronization must be performed, because it
is not guaranteed that the components will be executed in the
exact boundary of the time interval (sometimes the emulation
can not be stopped right after fired time interval � it can result
from the nature of the emulated component). Usually the time
interval is estimated for one emulation iteration for all
components together, and finally the time synchronization is
performed. The time interval presented in Fig. 1 is divided
into two parts:

� numberOfCycles � the maximal number of machine
cycles of emulated processor that should be executed in single
emulation step.

� maxTime � the maximal common time interval, in which
all devices can perform activities in the single emulation step.

Besides the CPU and devices emulation, there are also
external interrupts generated that come from devices. They
are represented by the set of corresponding state variables in
the CPU emulator. The variables are set only if certain
conditions are accomplished. The service of the interrupts is
realized outside of the CPU execution. The time
synchronization, if needed, ensures the balance of the
emulation speed, so the emulation speed would be as close to
required speed as possible. The final emulation speed
(desired) mostly come out from real parameters of emulated
components.

IV.  THE ALGORITHM PROBLEM AND ITS SOLUTION IN EMU 
STUDIO PLATFORM

The emuStudio emulation platform is a software developed
as a result of researc at the Department of Computers and
Informatics, Faculty of Electrical Engineering and

Informatics, Technical University of Ko�ice. 

Design aim was to create a platform, that should be able to
emulate various computer configurations, that are based on
the architecture with von Neumann conception [3]. The
algorithm presented in the previous section (Fig. 1) deals with
a problem, however it has not to be always exposed. As was
said above, the algorithm is sequential. It means that steps of
the algorithm are executed in an ordered sequence. The
executeCPU procedure interprets instruction flow and handles
data flow. The input parameter of the procedure is the number
of machine cycles of the CPU, during what this unit processes
instructions and data. This number is usually big enough for
an execution of hundreds instructions though (a single
instruction consists of several machine cycles).

The problem is, that in a single call of the executeCPU
procedure, there can be executed even several instructions
working with the same device. As the device emulation
procedure (emulateDevices) lies out of the executeCPU
procedure, the evident become only the last such instruction.
Therefore the device can not respond to the change
immediately - the sequential algorithm forces the device to
�wait� for its time. As an example, let�s present a situation
where the processor communicates with a graphic card (Fig.
2). The processor in one emulation step may tell the graphic
card to draw a point onto the screen, two times at the same
position, but with different colors. In the real computer the
user would see the change, but he would not in the emulator,
because the graphic card will draw only the last point that
appears in the performed emulation step of one single
processor.

There exist several possible solutions for the problem.
The universal one is to use a queue that will store all changes
that should be performed in a device, in the exact order. The
queue would be internal part of the device. When the
emulator allots the time to this device, the device, step by
step, dequeues the changes and performs them. The device
can own several queues though and their implementation can
vary, depending on the way how the processor communicates
with
the device. However, the disadvantage of such solution is a

fact that the changes can �pulse� from the user�s point of
view. At first, the queue �fills up� - in that time the user does
not see any changes. Then the queue �flushes� and the
changes will appear gradually. If the filling/flushing time
ratio is bigger than 1, long periods of inactivity will alternate
with too quick changes. In the emuStudio emulation platform
another solution is used, depending on the ability of the host
operating system (or at least Java) to work with threads.

The execution of each input-output instruction causes
immediate call of corresponding input/output of the emulated
component. The identification of the component is ensured by
the communication model [4] that assumes quick response
from communicating components. If the response of the
device will not be quick enough for the processor, the slow
activity should be executed in an individual thread and then
the execution should return back to the processor. In repeated
access to the device, another thread will be created for
performing the input/output operations. However there exist
cases when this approach is not possible to realize, however
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the cases exist only for the input operation (e.g. when
processor needs the result immediately in order to complete
current instruction execution). 

 Fig. 2 Example of sequential emulation algorithm problem

In any case, the device owns the responsibility for potential
synchronization requirements. Too slow responses of the
devices can lead to system destabilization. There exists an
empirical rule that says if the response will bound to one third
of the time needed for numberOfCycles cycles execution, the
latency influence to the system stability would be negligible.
The pseudo-code implementation shown in Fig. 1 does not
depend on used emulation technique. The proposed solution
affects the executeCPU procedure in a way that the
emulateDevices procedure (in modified form) will be nested
in a certain way to the executeCPU procedure.

V.CONCLUSION

In the present time the emulation thematics is actual
enough, mainly its special case virtualization. The principle of
the technique is to emulate as few processor instructions as
possible, and let the rest of them to execute natively on the
host machine. However, the virtualization uses some
emulation technique, too, and its similarity is indisputable
with sequential emulation algorithm described in this paper.
The paper focuses on the description of basic computer
emulation algorithm. We can see its modification in any
emulator and therefore it plays an important role.

 
By the nature of control-flow processors, that are controlled

by the instruction flow in an exact order, the algorithm is
sequential. Processor emulation in the standard algorithm is
separated from the other computer components emulation, by
what the individuality and independency of the components is
emphasized. The components exchange the data to each other
by certain communication interface. However this standard
approach can have negative impact on emulation quality, what
the paper shows in an example.

The emuStudio emulation platform, that is used mainly in
the education process, solves the problem effectively. It
combines the processor emulation with the emulation of the
other components in a way that the communication between

the processor and the component is performed on demand, and
quick response of the component is required.
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Abstract—With the importance of users’ mobility the cor-
responding multimedia services need to be highly reliable to
earn the trust of theirs customers. This is why we need precise
assessment methods and frameworks to guarantee a specific level
of user experience. This has partially been done with signal-to-
noise ration (SNR), peak signal-to-noise ration (PSNR) or bit
error rate (BER). However, the latest measurements have shown
that they do not correlate well with quality perceived by an
end-user. In order to achieve this, we propose a tool based on
gathering of client-side statistical streaming data.

Keywords—video quality, subjective video quality assessment,
video streaming.

I. INTRODUCTION

Multimedia streaming applications are becoming more and
more popular. We have been able to see upward trend in
providing of combined voice, video and data services. Video
can be considered as a new feature in this scheme, but it
importantly change the whole aspect of the way how we work,
live, learn and communicate. With the importance of users
mobility the corresponding multimedia services need to be
highly reliable to earn the trust of theirs customers. This is
why we need precise assessment methods and frameworks
to guarantee a specific level of user experience. In order to
achieve this goal we firstly need to consider which parameters
have influence on degradation of user experience and quality of
multimedia content. This has partially been done with signal-
to-noise ration (SNR), peak signal-to-noise ration (PSNR) or
bit error rate (BER). However, the latest measurements has
shown that they do not correlate well with quality perceived
by an end-user [1]. Therefore, concepts such as Quality of
Service (QoS) and Quality of Experience (QoE) [2] [3] has
been introduced. However, most of the current approaches are
oriented to one specific video content type, specific application
or scenario, which is not enough. Video quality metrics need
to be more cross-content to provide better correlation with
subjective ratings that are really important for appropriate de-
cisions on a suitable optimization method for video streaming.

II. SUBJECTIVE VIDEO QUALITY ASSESSMENT
STANDARDS

A. Absolute Category Rating (ACR)

This method is based on a category judgment where the
particular test sequences are presented and rated independently
on a category scale. The presentation of the video sequence
is followed by the subjective questionnaire evaluating the
quality of the shown sequences. The rating is done in five-
level scale (5-excellent, 4-good, 3-fair, 2-poor, 1-bad). The

necessary number of replications is obtained by repeating of
the same test conditions at various points of time in the test.

B. Degradation Category Rating (DCR)

The degradation category rating is different to ACR by
presenting sequences in pairs, where the first stimulus pre-
sented in each particular pair is the reference source. While
the second stimulus is the same source sequence but presented
through one of the systems under test. If a constant voting
pattern time is used, then the voting time should be less
or equal than 10s. However, the presentation time could be
reduced or increased depends on the content of the test mate-
rial. The rating is done in five-level scale (5-imperceptible, 4-
perceptible but not annoying, 3-slightly annoying, 2-annoying,
1-very annoying).

C. Pair Comparison method (PC)

The assessment through the Pair Comparison method is
realized by presenting a pair of identical test sequences. This
sequence is firstly presented through one system under test
and then through another system. The group of systems under
tests (A, B, C, etc.) is generally combined in all range of
possibilities. Therefore, all the pairs of sequences will be
presented in both possible orders. If a constant voting pattern
time is used, then the voting time should be less or equal
than 10s. The presentation time should be about 10s long, but
could be reduced or increased depends on the content of the
test material.

D. Current research

The comparison between both the expert and non-expert
viewers was measured in [4] by comparing the subjective
video quality of several video sequences encoded with MPEG-
2 and H.264 codecs at different bit rates. The results showed
differences among the quality ratings, where experts provided
lower ratings of video quality compared to non-expert viewers.
The difference is generally small for high quality video,
but become more pronounced for videos with high level
of impairments. In [5] a subjective study was realized to
assess the perceived quality of H.264 encoded video sequences
transmitted over a wireless channel. Based on the results
from the study, various objective quality assessment algorithms
were evaluated using popular metrics. The used test reference
sequences as well as the distorted sequences have been made
available to the research community in case of future research.
Four subjective video quality assessment experiments were
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conducted in [6] using four different groups of viewers. The
presented video sequences were all the same in all four experi-
ments; however, the participants rated video quality using four
different rating scales (5 point discrete scale, 9 point discrete
scale, 5 point continuous scale and 11 point continuous scale).
The results of these experiments indicate that most of the
participants tend to distribute their ratings more evenly across
the scale. This behaviour proves the existence of subjective
response style, which is worth further investigation.
In [7] a novel subjective quality assessment method was pro-
posed. It is suitable for comparing of various types of quality
distortions. The method is called double stimulus adjustable
fixed anchor (DSAQFA) and it allows a fast comparison among
perceived qualities with a low amount of training necessary.
The main purpose of DSAQFA is to compare the impact of
source distortion on perceived quality in compare to channel
distortion.

III. FUTURE ASSESSING TECHNIQUES

The view on user experience assessing techniques has dra-
matically changed. Current approaches do not provide accurate
results, all of which are caused by inadequate designing
process and misunderstanding of the QoE problematic. While
designing future techniques/standards we have to bear in mind
steps like Data Acquisition, Metric Selection and Results
Analysis. To ensure particular level of user satisfaction every
assessment platform needs to collect big amount of data. In
the case of QoE those data should be acquired as close to the
application users as possible to provide accurate estimation of
perceived quality. On top of that, we have to think about what
kind information we have to collect, where in our network we
want to collect them and how we will realize the acquisition.

IV. PROPOSED SUBJECTIVE QUALITY ASSESSMENT

The general purpose of the tool is to provide monitoring
of video playback on client side. Video is played in media
player embedded in web browser using http streaming ap-
proach. Monitoring is useful to get client-side statistical video
playback data, send them and store them on remote database
server, when they can be evaluated. On this principle, quality
of service can be easily determined and consequently improved
while providing http video streaming. The tool is built on
open source license software that is easily accessible, scalable
and high-performance. The tool has distributed architecture,
its functional parts work both in clients and server. The tool is
composed of multiple components that as the whole provide
desired functionality.

A. Functional topology and components

The system consists of several components - http server,
web page located on the server with specific client-side
scripting code, media plug-in in clients’ web browsers and
database server. Http server provides web page with link to
the video to be streamed. Web page contains specific functions
that exploit functionality of media plug-in. Media player plug-
in is primarily used to playback streamed video on client
side. Player is embedded in a web browser and processes the
video that is being downloaded. Media player plug-in has been
modified to provide needed functionality - to provide real-time
video statistical data such as input bitrate, read packets, state
of playback, frames per second, etc. Web page contains code

written in client-side web scripting language, so it runs on
client side and handles the data gained from media plug-in.
The gathered data can be sent to remote database where they
are stored and third-party applications could access this data
and evaluate them. The functional topology is shown in the
[Fig. 1].

Fig. 1. Functional topology

B. Implementation

To implement functionality of each component we chose
different technologies. Firstly, we had to choose a open
source media player that has a web browser plug-in module
already built-in. Open source license was necessary because
we needed to add our specific functionality to existing
plug-in implementation and it would be very time consuming
process if we started to develop media plug-in ourselves.
We chose VLC media player from VideoLAN project that
has also implementation of web browser plug-in called VLC
multimedia plug-in. Secondly, we had to choose client-side
web scripting language and our decision was Javascript,
because VLC multimedia plug-in has support for Javascript
already implemented.

1) VLC Multimedia Plug-in: VLC multimedia plug-in
is a part of VLC media player that is developed by the
VideoLAN Project, a project lead and composed by a team
of volunteers, which believe in the power of open source
when dealing with multimedia. VideoLAN produces free
software for multimedia, released under the GNU General
Public License, see http://www.videolan.org/videolan/. The
source code of media player can be directly downloaded from
http://www.videolan.org/vlc/download-sources.html. Its size
is 22.8Mb. VLC multimedia plug-in in our case is used to
playback streamed video from http server. Using its Javascript
API with our extended implementation, we are able to access
different real-time video statistical data and parameters. Our
solution has been implemented only for Unix platform and
Mozilla Firefox web browser for now, but in short time we
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would like to target also Windows platform and all web
browsers as well. Each client running operating system of
Unix type must have a compiled version of VLC Multimedia
plug-in installed in Mozilla web browser. This is necessary to
work properly. This is a little disadvantage to bother clients
with installing our modified multimedia plug-in, but this
step can be easily implemented by downloading a debian
package from a website and installation of package is simple
and familiar to Unix users. What is more, our modified
plug-in supports all of the functionality that is provided by
original VLC multimedia plug-in, so there is no problem with
compatibility.

2) VLC Multimedia Plug-in implementation: The
source code of VLC Multimedia plug-in is written
in C and C++ programming language. The code
documentation of VLC media player can be found at
http://www.videolan.org/developers/vlc/doc/doxygen/html/.
Unfortunately this documentation is incomplete and does
not include VLC multimedia plug-in. This makes our work
a little complicated. The files that contain source code
of this plug-in are located in projects/mozilla folder in
downloaded source code files hierarchy. We also modified
the sources of VLC media player in file media player.c in
src/control folder and control.c in src/input folder. Variables
that store raw statistical data that are processed by input
are in input stats t struct and the structure is shown in
[Fig. 2]. These are only some statistical and information
data about streamed video. Using Javascript API to exploit
functionality of VLC Multimedia plug-in is documented at
http://wiki.videolan.org/JavaScript API.

Fig. 2. input stats t Struct Reference

V. CONCLUSION

With the increasing trends in popularity of multimedia
streaming services, combined voice, video and data services;

video has significant impact on the whole new way how
we work, live, learn and communicate. Another aspect that
is constantly changing is the user’s mobility. Therefore, the
corresponding multimedia services have to be highly reliable
to earn the trust of theirs customers. This can be only done
by precise assessment of various aspects that have impact on
resulted user satisfaction.
In order to achieve this goal we have to focus more on
assessing of user experience. The proposed tool take advan-
tage of high performance tool to gather real-time client-side
streaming video statistical data on http streaming architecture.
Data are retrieved and processed at client side, so the streaming
server is not unnecessary stressed. This data are consequently
sent to remote database where they are stored and linked to
particular client. This helps to identify and solve problems with
streaming service and improve quality of service. The tool
is built on open source software, which is flexible, scalable
and still improving. The tool can be used for testing and
educational purposes. In future we have intention to extend
it with interactive explanation of sequences within process of
video quality evaluation.
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Abstract—3D interfaces are becoming an everyday part of our 

lives. They are commonly used in medicine (surgeon training), 

manufacturing of various devices (prototypes printing), 

architecture (stereoscopic 3D visualization), entertainment 

(games controlled with motion) and many others. These 3D 

interfaces can be also combined together to create various 

systems with a new area of application. DCI FEEI TU of Košice 

is working on several such as systems and this paper aims on 

these systems.  

 

Keywords—3D interfaces, 3D interfaces technologies, systems 

with 3D interfaces  

I. INTRODUCTION 

3D interfaces are becoming an everyday part of our lives. 

Each one 3D interface has a wide range of application 

(3D displaying systems are used in visualization and 

presentation; position tracking systems are used for sensing 

devices position and for computer controlling; etc.). But 

combination of these 3D interfaces allows creation of systems 

which have a large new area of application. 

DCI FEEI TU of Kosice is currently working on several 

systems that are based on combination of 3D interfaces. These 

3D interfaces are: 3D scanner, data gloves, head mounted 

display, position tracking systems, 3D displaying systems, 

augmented reality, 3D printer and touch screen. These 

3D interfaces are part of Center of Information and 

Communication Technologies for Knowledge Systems. 

This paper aims on systems based on combination of 3D 

interfaces. Also aims on technologies of individual 

3D interfaces located at DCI FEEI TU of Košice. 

Paper is organized as follows. Section 2 and 3 is about 

3D interfaces at DCI FEEI TU of Košice and about their 

technologies. In section 4 are mentioned systems that can be 

created from 3D interfaces located at DCI FEEI TU of Košice. 

Section 5 summarizes information presented in the paper. 

II. 3D INTERFACES AND THEIR TECHNOLOGIES 

A. 3D Scanners 

3D scanner is a device that analyzes a real-world object or 

environment to collect data on its shape and possibly its 

appearance (i.e. color).  

There are several types of 3D scanners, which differ in the 

technology used for obtaining a data. They can be divided into 

two main categories: contact and non-contact scanners. 

Contact scanners require a physical contact with the object 

being scanned. Although they are usually very precise, they 

are also much slower (order of 10
3
 Hz) than non-contact 

scanners (order of 10
5
 Hz). 

Non-contact scanners use radiation to acquire required 

information about objects. They are of two basic types: 

passive and active. The main advantage of passive scanners is 

that they are cheap as they do not require so specialized 

hardware to operate. To scan objects, they only use existing 

radiation in its surroundings (usually visible light). In contrast, 

active scanners are equipped with their own radiation emitter 

(usually emitting laser light). While the latter are considerably 

more expensive, they are also much more accurate and able to 

scan over much bigger distances (up to few km) [1].  

B. Data Gloves 

Data glove is device, which serves for capturing mechanical 

and gestural information from the hand. Various technologies 

are used for capturing this information from the hand. These 

technologies can be divided into two categories: determining 

the shape of the hand and position tracking. 

For determining the shape of the hand and fingers are used 

various types of bending sensors. The three most common 

types of bending sensors are conductive ink-based, fiber-optic 

based and conductive fabric/thread/polymer-based [2]. 

For sensing the hand position and rotation in the 3D space 

is used position tracking. More details about position tracking 

in the following section (II.D). 

C. Head Mounted Displays 

A head mounted display (HMD) is a display device, worn 

on the head (or as part of a helmet), that has small display 

optic in front of one (monocular HMD) or each eye (binocular 

HMD). HMD are used in virtual reality and augmented reality 

applications. 

Another classification of HMDs is based on how the user 

sees the real world. This classification divides HMDs into two 

categories: immersive and see-through. 

Immersive HMDs block a user’s real world view to present 

him with a view that is under the full control of computers and 

to make him believe that he is part of the virtual environment. 

See-through HMDs optically superimpose virtual objects 

upon an existing scene to enhance rather than replace the real 

scene. In this case, additional information is provided, so the 

user’s visual system suspends disbelief and he or she perceives 

the computer-generated virtual objects as part of the real 

environment.  

See-through HMDs have two subcategories: video see-

through (user sees displayed real world image with added 

virtual objects indirectly via camera – display system) and 

optical see-through (user sees displayed real world image with 
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added virtual objects directly through semi-transparent 

mirrors). 

For sensing HMD position and orientation is used position 

tracking. More details about position tracking in next section. 

D. Position Tracking 

Position tracking serves for sensing user’s position and 

rotation in 3D space and can be used directly as 3D interface 

(for example Microsoft Kinect [3]) or be part of some 

3D interface (for example in data glove). 

Position tracking devices are divided into these categories 

(depending on technology used for position and rotation 

tracking) [4]: 

 Mechanical trackers  

 Magnetic trackers 

 Ultrasonic trackers 

 Optical trackers 

 Inertial trackers 

Each one tracking technology has its advantages and 

disadvantages. For example, magnetic trackers do not suffer 

obscuration problems, but they are sensitive to environmental 

magnetic fields and ferromagnetic materials in the workspace. 

Tracking devices can be also combined, for example 

tracking system IS-900 SimTracker [5] combine ultrasonic 

tracking with inertial tracking.  

E. 3D Displaying systems 

3D displaying systems allows presentation of information 

in three dimensions. There are several technologies for 

3D displaying and each technology has its advantages and 

disadvantages.  

Displays used in these systems can be divided into [6]: 

 Holographic displays 

 Volumetric displays 

o Swept-volume displays 

o Static-volume displays 

 Stereoscopic displays 

o Passive 

 Anaglyph 

 Polarized stereo 

 Infitec (Interference filter technology)  

o Active 

o Autostereoscopic 

 Parallax barrier 

 Lenticular lens 

F. Augmented Reality 

There are several definitions of augmented reality [1]. One 

was given by Ronald Azuma in 1997. Azuma's definition says 

that Augmented Reality: combines real and virtual, is 

interactive in real time and is registered in 3D. 

Another definition is by Paul Milgram and Fumio Kishino: 

Milgram's Reality-Virtuality Continuum. Continuum is 

visualized as line that is between reality and virtuality (Fig. 2). 
 Mixed reality 

(MR) 

Reality Virtuality Augmented reality 
(AR) 

Augmented virtuality 
(AV)  

Fig. 2.  Visualized Milgram's Reality-Virtuality Continuum 

 

This continuum was extended by Mann into a two-

dimensional plane of "Virtuality" and "Mediality" (Fig. 3). 

Taxonomy of Reality, Virtuality and Mediality. 

 
Fig. 3.  Mann’s Mediated Reality continuum 

Based on how user sees augmented reality there can be two 

types of systems: 

 Optical see-through systems  

 Video see-through systems 

According to method how virtual objects are aligned with 

real scene image there are two systems used: 

 Marker systems 

 Markerless systems  

G. 3D Printing 

3D printing is a form of additive manufacturing technology 

where a three dimensional object is created by laying down 

successive layers of material. 3D printers are generally faster, 

more affordable and easier to use than other manufacturing 

technologies (Stereolitography, Selective Laser Sintering and 

others). 3D printers offer developers the ability to print 

3D models for visualization, testing or direct parts creation. 

Fig. 4 shows printed model of TUKE University library. 

 
Fig. 4.  Printed model of University library 

H. Touch Screens 

A touch screen is an electronic visual display that can detect 

the presence and location of touch within display area. Touch 

screen has two main attributes. First, it allows user to interact 

directly with what is displayed. Secondly, it allows controlling 

without requiring any intermediate device that would need to 

be held in the hand. 

There are thee types of touch screens, which differ in 

technology used for sensing finger position [7]: 

 resistive touch screens – use resistivity 

 capacitive touch screens – use capacitance 

 infrared touch screens – use infrared light 
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III. 3D INTERFACES AT DCI FEEI TU OF KOŠICE 

Several 3D interfaces are located at DCI FEEI TU 

of Košice. These interfaces are part of Center of Information 

and Communication Technologies for Knowledge Systems. 

3D interfaces at DCI: 

 3D scanner Leica ScanStation 2 (Fig. 5 left) [8] 

 data glove DG 5 VHand 2.0 (Fig. 5 middle) [9] 

 head mounted display nVisor ST60 (Fig. 5 right) [10] 

   
Fig. 5.  Leica ScanStation 2 (left), DG 5 VHand 2.0 (middle), 

nVisor ST60 (right) 

 position tracking system Patriot – this system consists 

from three parts: control unit, source of magnetic 

field and sensor (Fig. 6) [11] 

 
Fig. 6.  Patriot tracking system parts (from left to right): control unit, 

magnetic field source, sensor 

 position tracking system IS-900 SimTracker – this 

system consists from these parts: control unit, 

MicroTrax devices (head and hand tracker, wireless 

transmitter, wand – see Fig. 7) and  SoniFrame [5] 

 
Fig. 7.  MicroTrax devices (from left to right) – wand, hand tracker, head 

tracker, wireless transmitter 

 stereoscopic system that use INFITEC technology 

[12] – this system consists from: rendering cluster, 

projection screen, pair of projectors with special 

filters, glasses and visualization software (Fig. 8)  

 
Fig. 8.  Projection screen, glasses and projectors pair 

 autostereoscopic 3D television Philips WOWvx 

(Fig. 9 left) [13] 

 3D printer ZPrinter 450 (Fig. 9 middle) [14] 

 touch screen Microsoft Surface (Fig. 9 right) [15] 

      

Fig. 9.  Philips WoWvx (left), ZPrinter 450 (middle), 

Microsoft Surface (right) 

IV. SYSTEMS BASED ON 3D INTERFACES 

Each one of these 3D interfaces (mentioned in section III) 

has a wide range of application (3D displaying systems are 

used in visualization and presentation; position tracking 

systems are used for sensing position of devices and for 

computer controlling; etc.). But combination of these 

3D interfaces allows creation of systems which have a large 

new area of application.  

DCI FEEI TU of Košice is currently working on several 

systems that are based on combination of 3D interfaces 

mentioned in section 3. These systems are: 

 System for sign language recognition 

 System for augmented reality 

 System for 3D visualization 

 System for 3D printing 

 System for interaction with virtual scene 

A. Sign language recognition 

System consists from pair of data gloves (VHand 2.0) and 

computer with application which transforms data obtained 

from data gloves (sign language signs) into spoken words 

(Fig. 10).  

Usage: sign language recognition 

 
Fig. 10.  Scheme of sign language recognition system 

B. Augmented Reality 

System consists from Microsoft Surface (MS) and data 

helmet nVisorST60 (Fig. 11).  

    
Fig. 11 Scheme of augmented reality system 

MS allows effective manipulation with 2D content, but with 

data helmet this 2D content can be extended to 3D. For 

example MS can display 2D markers. These markers are 

recognized with augmented reality system and through data 

helmet user see 3D objects placed over 2D markers. Touch 

screen of MS also allows easy manipulation with these 3D 

objects through 2D markers. 

Usage: robotics, architecture, presentations, design, etc. 

 

 

+ 
 

  Microsoft Surface nVisor ST60 

 

+ 

 

Computer + application Pair of VHand 2.0 gloves 
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C. 3D visualization 

This system uses for 3D visualization autostereoscopic 

3D television Philipse WOWvx. Stereoscopic system based on 

INFITEC technology can be also used, all depends on user’s 

and visualization needs. For example WOWvx doesn’t need 

glasses, but has smaller displaying area (comparing to 

stereoscopic system). On the other hand INFITEC 

stereoscopic system has large displaying area, but for 

watching are needed special glasses. 

Another very important thing in visualization is 3D model 

creation. This model can be created with: 

 3D modeling applications 

 3D scanner (Leica ScanStation 2) 

 combination: 3D scanner + 3D modeling applications 

Especially combination of 3D scanner and 3D modeling 

application is very suitable for creation of 3D model which is 

based on real scene (buildings, city areas, etc.). 

Usage: visualizations and presentations 

D. 3D printing 

This system is similar to 3D visualization system, because 

it also uses 3D scanner and 3D modeling applications for 

3D model creation. Difference is in the output, this system 

uses 3D printer ZPrinter 450 as output interface. 

Usage: visualization of buildings (Fig. 12) and prototypes, 

devices and machines parts printing, etc. 

 
Fig. 12.  St. Michael Chapel printed model 

E. Interaction with virtual scene 

This system consists from these parts (Fig. 13): 

 tracking system IS-900 SimTracker – serves for user 

tracking and navigation in virtual scene 

 data gloves VHand 2.0 – serves for interaction 

(grabbing, moving) with virtual scene 

 stereoscopic system that use INFITEC technology – 

serves for 3D displaying of virtual scene 

Virtual scene for this system can be created by 3D modeling 

application and 3D scanner. 

Usage: interactive presentations and visualizations 

 
Fig. 13. Scheme of system for interaction with virtual scene 

V. CONCLUSION 

3D interfaces bring a lot of benefits to our everyday life. 

Several 3D interfaces and their technologies were presented in 

section 2 and 3.  

These interfaces can be used individually or can be 

combined together. These combinations of 3D interfaces allow 

creation of systems which have new area of application. DCI 

FEEI TU of Košice is currently working on several such as 

systems. These systems and their usage were presented in 

section 4. 

Future work will be focused on: 

 create augmented reality system that use GPS and can 

be used outdoor  

 create system for scanning large geographical areas  

 create systems that use other 3D interfaces 

(3D cameras, locomotion interfaces) and implement 

these 3D interfaces to existing systems 
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Abstract—Program comprehension is important part of soft-
ware maintenance. Before applying any kind of change, it is
essential to correctly understand current state of an application.
In most cases, a change is applied in source code what implies
that source code must be available and an affected application
must be shut down and after applying change restarted.

This paper presents innovative approach to simplify Java
program comprehension in order to improve maintenance. By
analyzing the way of using known Java class libraries it is possible
to build a model of usage of these libraries. It is possible to build
this model on higher level of abstraction than implementation
level.

Keywords—Aspect-oriented programming, java class library,
metalevel architecture, program comprehension, reverse engi-
neering

I. I NTRODUCTION

Question of applying software change is important field
of research. None program is perfect and sooner or later it
must be changed for different reasons. The most common
ones are bug fixing and adding a new functionality. Among
the other reasons for change there are different kinds of
improvements of inner system structure, changes in original
requirements demanded from the system, or different con-
straints during initial system development [1], [2]. Software
system maintenanceand evolution consumes up to 80 percent
of its lifetime [3]. Software evolution represents a need for
continuing maintenanceand development of software used in
real world applications or to solve problems in real world
domain [4]. It is more common to change existing system
than tocreate a new one.

Software maintenance is a difficult and complex process.
Before applying a change, it is important to correctly under-
stand affected source code of the system. Without fulfilling this
condition it is possible to break functionality of the system.
To change the program, a programmer must read it and un-
derstand it. Improvements in ways of program comprehension
affect also program maintenance. Computer program is subject
not only to computer, but also to its developer – a programmer.

There are several research fields treating a program compre-
hension. Among others two very important are reverse engi-
neering and techniques of code analysis. Reverse engineering
is a process of analyzing a subject system to create representa-
tions of the system at a higher level of abstraction [5], [6]. This
process canbe seen as coming back in development life-cycle.
With a help of reverse engineering it is possible to get from
implementation phase back to analysis phase. A knowledge
acquired during this process can be used on maintenance of the
system or on development of new one. The reverse engineering
itself is just process of examination – the subject system is not
changed. One of results of software engineering are different

code analysis techniques. Among others there is a program
slicing [7], [8], [9].

II. ASPECT-ORIENTED PROGRAMMING

Aspect-oriented programming allows modularization of
crosscutting concerns. These concerns crosscut basic program
functionality and are impossible to modularize using conven-
tional ways (e.g. provided by object-oriented programming).

The term aspect describes concern which is impossible
to describe by available language constructs (as classes or
methods) used to modularize code. These concerns, named
crosscutting concerns, are impossible to modularize from its
essence, since they crosscut basic system functionality. This
results in tangled code, which it is difficult to understand and
reuse. Two concerns crosscut when they have to be composed
differently, but same time they must be coordinated [10].
Aspect allows modularization of crosscutting concerns, which
results in simpler code which it is easier to maintain.

Join points are points in which aspect crosscuts basic pro-
gram. Composing defined aspects and affected program is task
of aspect weaver. By defining apointcut, it is possible to define
whole group of joint points.Advice allows to define action
executed at points defined by pointcut. Aspect represents
modular unit consisting of pointcut and advice. The most
common way of aspect implementation is weaving aspect code
into program code.

III. A M ETHOD OFMETAMODEL CREATION

An important aspect of developing complex software system
is used programming language and related language libraries.
The advantage of using such libraries is no need to develop
common tasks all the time.

A program developed in object-oriented language is typi-
cally defined by group of classes and their instances - objects.
When reading such a program, a programmer reads statements,
control structures and used classes. If a programmer is not
familiar with the used classes, it is required to get detailed
information of all these classes. Another benefit of using
classes from standard libraries beside reusing existing code
is easier program comprehension.

In this section we propose a tool which – according to li-
braries used in the program – automatically creates a model of
that part of program which uses these libraries. Since subject
of the tool is a program, it is very convenient to use metalevel
architecture. Base level will be presented by the program itself,
while metalevel will contain created metamodel.

To get information about used classes, a process of exam-
ining base system is needed. Aspect-oriented programming
together with better modularization allowed also extending
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Fig. 1. Metamodel creation and propagation of change using aspect-oriented
programming

existingcode with a new functionality [11]. It is even possible
to add a new functionality without access to source code.
These properties of aspect-oriented programming were crucial
for choosing this paradigm as a way of getting information
about the base software system. With a help of aspect-oriented
programming, the base system is extended with a new code,
which has access to internal structures of the base system.
This way it is possible to get information about the base
system (using of known library classes) and on the basis of
these information it is possible to build metamodel. Figure1
represents basic architecture of described metasystem.

Metamodel representsknown state of way of using specified
library in the base system. As mentioned above, a crucial
property is that because of known way of implementation of
this library it is possible to build metamodel on higher level of
abstraction. The advantage is that metamodel presented to user
contains only information related to specified problem and no
details of implementation.

IV. EXPERIMENTAL TOOL

Based on the method presented in previous chapter we
developed two experimental applications. First one presents
base level – an application modeling real world situation.
This application implements simple address book. Second
application is experimental tool placed in metalevel. This tool
monitors base level application behavior.

Both applications are developed in Java programing lan-
guage. Main reasons for choosing this language were its
widespread use and rich standard library. The language in
its base version contains library (named Java Class Library)
with big amount of classes which help to solve wide range of
common problems.

A. Base level application

Base level application presents simple situation – persons
administration. The application is controlled by graphical
user interface (Fig.2). A user is able to search for person,
create new person or update or remove existing person. Each
person is identified by personal number, name, surname and
list of phone numbers One important function to mention
is possibility of import date from external system. External
system is represented by standalone server application. After
invoking import function, the base level application connects
via socket to external system and imports provided data.

Fig. 2. Main window of base level application

TABLE I
BASIC METHODS FOR READING FORMATTED INPUT STREAM

Method name Description

hasNext checks if there is any symbol on input stream
next readsnext symbol
nextBoolean reads next symbol as a boolean
nextByte reads next symbol as a byte
nextDouble reads next symbol as a double
nextFloat reads next symbol as a float
nextInt reads next symbol as a int
nextLong reads next symbol as a long
skip skips next symbol
useDelimiter defines symbol delimiter

B. Data import process

As mentioned in previous section, base level application has
ability of data import from external system. The application
connects to external system via network socket. After success-
fully reading the data, these are parsed and then converted to
application internal objects. Transfered data are represented
as text. Each line of the text represents one person. Different
values for person (as name, surname, etc.) are separated by
space character. This format of data is strictly defined –
changes in this format in any side of communication will break
compatibility of peers.

This experiment deals with change of data format in external
system side of communication. If external system adds new
element (or remove existing), all import will become unusable
– because of different data format sent than expected. The task
is to cope with this situation.

C. Data import implementation

Parsing data read from external system is done with
java.util.Scanner class. This class reads data from specified
input stream line by line. Each line is split by defined delimiter
to number of fields. Each field is automatically converted to
specified data type. TableI describes base methods of this
class.

D. Data format metamodel

It is possible to model described situation with table where
each column represents data field (e.g. name, surname) and
each row represents one record (a person). From metamodel
point of view the rows are not important. Since the task is
to enable data format modifications, it is needed to focus on
the columns – used data types (Fig.3). Changing data format
meansremoving columns, adding new columns or change type
of existing column.
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Fig. 3. Data format metamodel

E. Metalevel construction

To create a metamodel of data format it is needed to track
down all invocations of methods ofjava.util.Scanner instance.
All invocations of methods which name starts withnext (we
will refer to these methods asnext* methods) define expected
format of parsed data. End of line of table is represented by
hasNext method. Since only one instance ofjava.util.Scanner
class represents all work with input stream, it is easily possible
to find context between different method calls.

From aspect-oriented programming point of view there
must be defined pointcut on creating new instance of
java.util.Scanner class. At this moment new context and new
metamodel are created. Other pointcuts are defined on invoca-
tions of next* and hasNext methods. On execution of these
methods current context is received fromjava.util.Scanner
instance. There is stored current metamodel, which is built
according to usednext* methods.

From change point of view there are three different possi-
bilities:

• new type in data format
• missing existing type in data format
• changed existing type in data format
When there is a new type introduced in data format, the

problem would arise because number of expected symbols and
number of received symbols would differ. Let’s take(T1, T2)
as original data format. After introducingTn data format
changes to(T1, Tn, T2). This would lead to crash in base
level application in a moment where the application would be
expecting end of line but still be receiving another symbol
(T2). Other problem could arise with data type mismatch
(receivingTn instead ofT2). This problem can be solved by
automatic insertion of propernext* method invocation on place
where new data type appeared.

Opposite situation happens when removing existing data
type. After removingT1 from previous example, one problem
would be again data type mismatch (receivingT2 instead
of T1) and another will be missing data (receiving end of
line instead ofT2). It is possible to solve this situation by
ignoring specifiednext* method call. After invocation of the
method on same position as removed data type, with help of
aspect oriented programming this method will be ignored (not
invoked). As a result the parser will remain on same position
and followingnext* invocation will read correct symbol.

Last situation – of changing existing data type – can be
solved in similar way. After invokingnext* method which
is on the same position as changed data type, it is needed
to ignore this invocation and invoke different type ofnext*
method instead.

F. Tool implementation

Experimental tool was implemented according to presented
assumptions. Base level application remains completely inde-
pendent from the tool. All the connection between metalevel
and baselevel is solely realized with help of AspectJ aspects.
The tool allows to track down communication data format.
Resulting metamodel is presented as list of used data types. It

Fig. 4. Tool for changing communication data format

is possibleto add new fields or to remove existing ones (Fig.
4).

V. CONCLUSION

With the experiment tool is is possible to automatically
create metamodel of network communication format between
the base level application and external system. This metamodel
is created at higher level of abstraction than the base level
implementation, so it simplifies the program comprehension.
By metamodel changes it is possible to apply change to the
base level application without a need to understand all details
at implementation level.

The presented tool allows applying changes during system
runtime – there is no need to stop the base level application.
All changes are implemented only by changes in application
object model. It is even possible to apply changes on applica-
tion without need of source codes.

The implemented tool depends on Java class library. There-
fore it is possible to use same tool on any Java application
using same version of the standard library.
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Abstract— The main objective of this article is a basic 
description of the assembly line located at the Department of 
Cybernetics and Artificial Intelligence. It is a practical 
educational model designed to improve the quality of the teaching 
process and also for research purposes. The description is focused 
on essential division of assembly line to functional blocks - posts. 
The assembly line has its global aim, and every post has its well 
defined role, so that the resulting aim is achieved.  

Keywords—Assembly line, technological communication 
networks, PLC (Programmable Logic Controller), educational 
model. 

I. INTRODUCTION

In the framework of projects supported by EU Structural 
Funds are at the Technical University in Košice built research 
centers of excellence [4]. Under the leadership of Doc. Ing. 
Ján Jadlovský CSc. the Department of Cybernetics and 
Artificial Intelligence has completed assembly line named 
Flexible Assembly Company (FAC). FAC model also with the 
another assembly line [3] are located in laboratory V147 at 
Vysokoškolská 4. Its location in this room is also shown in 
Fig.1. 

 FAC model will serve as support for research and diagnosis 
of of industrial communication networks, the modelling of 
production lines, but the main task of this model is to improve 
the quality of the teaching process. Therefore, the model was 
specifically designed and this fact explains the details and 
selected technologies, which in practice would be better to 
choose alternatively to optimize the reliability and simplify the 
assembly process. The purpose of the model, however, was 

not to optimize proposal and a subsequent programming of the 
model, but summarize in one place as much possible 
technological elements as it possible. At this case students 
have the opportunity to become acquainted with multiple 
technologies and solutions, which are used in practice, and all 
in the one place. The FAP model obviously does not contain 
all the technologies used in practice, but the designers decided 
to use just those which they themselves frequently use in 
practice, and with which would be able to meet also graduates 
of our department  in practice in the future. Some information 
about the technologies and design of this model are described 
in the following parts of the article. 

II. ASSEMBLY LINE OUTPUT

The aim of the assembly process FAC is to assemble a 
product that is shown in Fig.2 (B). The resultant product 
consists of four intermediate products (Fig.2 (A)) that are 
assembled together by the assembly line in such way that 
product on pallette comes through the process posts and the 
intermediate products are progressively mounted together until 
a resultant product is completed. After its completion on 
output of assembly line is saved to serviser and awaiting to 
order allocation. The entire assembly process can be divided 
into five positions – posts (Fig.3). The entire assembly 
operations are divided between these five posts till to store the 
finished product warehouse. Each post has a well defined 
action, and these are directly linked to each other, i.e. that 
each post is waiting to close on the previous post, except the 
post number 1 (Fig.4), where the entire assembly operation 

Fig. 1.  The assembly line located in the premises of the department. 

        
Fig. 2.  Individual parts of the product in the order they are assembled (A). 
The resulting product (B). 
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begins. In the fully operation of assembly line it should not 
happen, when would any post was in work and others should 
be idle because the design and hardware assembly line enables 
production of multiple products simultaneously. Matter of 
course is the synchronization of individual activities so that 
there is a collision in the production process. Consecutive 
posts have the ability to arrest the intermediate product on belt 
conveyor until then, when the next post released, although the 
previous post has already finish its activity. Assembly line 
work will be cyclically repeated, up to the fulfilment final 
product store. Products are transferred between the various 
posts by using a special palette (in the middle part of Fig.1 we 
can see palette with already finished products situated on the 
belt conveyor). Palette itself is therefore not part of the 
finished product and hence will not be placed in serviser. All 
pallets are situated on a belt conveyor and either they are 
waiting in the queue at the beginning of the assembly process, 
or move product between the posts assembly line. 

III. DESCRIBED POST FUNCTIONS OF THE FLEXIBLE ASSEMBLY 
COMPANY

A. Post 0 – Belt conveyors 

 Belt conveyors are situated in the middle of the assembly 
line, as can be seen in Fig.3 (also in the Fig.1) and serve to 
transfer the product at each assembly line posts. Belt 
conveyors are powered by three-phase motors with a gearbox 
to drive the belt conveyors at a constant speed and constant 
direction. The conveyors are triggered in software and should 
move during the whole operation without stopping the 
assembly line. Stopping the pallets with products in the 
required position is indicated by the presence sensors and is 
done by using of pneumatic up-tongues that stop the palette at 
the required position on the belt conveyor, although it still 
runs. In this way is resolved the independence of assembly 
tasks (post) among each other, although they are located on 
the same belt conveyor (on the belt conveyor can move 
independently at the same time multiple pallets). If there is 
palette with products at the end of belt conveyor is necessary 
to move it to another belt conveyor. And because the belt 
conveyors are moving against each other, so the begin of the 
second belt conveyor is now near the end of the first one. At 

both ends of these conveyors is therefore simple pneumatic 
device, which ensures pallets movement from the end of the 
first, the belt on beginning of second one. 

B. Post 1 – Ejecting the blocks and camera system 

On the Post 1 (Fig.4) starts the assembly process. This post 
contains a serviser for black plastic blocks into which will be 
inserted other parts of the product (bearing, plastic shaft and 
metal cap). Blocks are pneumatically removed from a special 
serviser on sloping surface that contains pins, which has 
randomly rotated the blocks. Subsequently, randomly rotated 
block gets on a wide white belt conveyor located behind 
mentioned sloping surface. Above the belt conveyor is color 
industrial camera with artificial lighting, which is connected to 
desktop computers, whose task is to process data from the 
camera and on the basis of these data to calculate the exact 
position and rotation of the block on a belt conveyor. Data 
from the camera system are forwarded to the central control 
computer PLC (Programmable Logic Controller), which uses 
the data for coordinate movements of industrial robot arm. To 
facilitate the image recognition has the belt conveyor a white 
color and it is powered by three-phase motor with gearbox, 
whose speed is controlled from a PLC via a frequency 
converter. 

C. Post 2 – Robotic arm 

From the first post and from the belt conveyor is the block 
grabbed by the the arm of robot (Fig.5) and thanks to the 
information from the camera system about the position and the 
rotation of blocks is the arm able to grab a block from 
anywhere on the conveyor and move it to an empty palette 
placed on a belt conveyor (Post 0). It is a dimensionally small 
industrial robot Mitsubishi RV-2SDB that has on the end of 
the arm  positioned pneumatic suction, by using which is able 
to manipulate with the blocks. The arm design gives it a very 

Fig. 3.  Graphic design of the assembly line with the numbered posts. 

Fig. 4.  Graphic design of the Post 1 – Ejecting the blocks and camera
system. 

Fig. 5.  Graphic design of the Post 2 – Industrial robotic arm Mitsubishi RV-
2SDB with the rack for placing of its control system. 
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good movement abilities, by using which it can also move in a 
limited workspace. [2] Kinematic structure of the robot arm 
has six degrees of freedom powered by six servomotors, which 
give it very good dynamics and precision of movement. The 
arm is attached on a special control computer supplied by the 
manufacturer, which is an essential part of an industrial robot 
and directly manages and monitors the activities of arm. This 
control computer is physically located below the arm worktop 
and directly supplies the arm actuators. Mitsubishi robot by 
using its control computer can communicate with other control 
systems or devices the surrounding technological 
communication network. Even in the FAC application is robot 
connected to the control PLC by technological Profibus 
network, via which it receives control commands and 
information about the location and rotation of the product on a 
belt conveyor (Post 1) from the master PLC, which led it 
operates. 

D. Post 3 – Inserting bearings and PanelView 

After the previous activities of the posts the block is loaded 
on a pallet belt conveyor and in it is necessary to insert the 
bearing. Bearing, however, must have the correct height. 
Maximum outer dimension of the bearing is limited by 
serviser size. So bearing is necessary to pick from a serviser, 
to measure and insert it into the block. And these activities are 
carried out in the post 3 (Fig.6). Bearings are situated in the 
serviser similar to that on the Post 1, but this is in the shape of 
a hollow circular cylinder. At the bottom part of serviser are 
by the pneumatic piston removed new bearings. In the serviser 
of our application are bearing of two dimensions. Therefore, 
after ejecting the bearing from the serviser is always measured 
his height. If the dimension of the bearing is unsuitable then it 
is discarded and from the serviser is ejected the new bearing. 
This operation is repeated until from the serviser is obtained 
bearing with the correct dimensions and then by using a rotary 
pneumatic manipulator is inserted into a prepared block, 
which is already waiting on the conveyor. When the correct 
bearing is embedded into the block, then the palette with the 
product proceeds by the conveyor to the next post. 

Post 3 include also a small touch screen PanelView Plus 
600, which is connected to the controller PLC. 

E. Post 4 – Inserting plastic shaft and metal hats. 

Final assembly work is carried out at the Post 4 (Fig.7). Into 
the imbedded bearings in the plastic block is still imperative to 
insert a plastic shafts, on which is ultimately put metal cap.  
On Fig. 2 (A) are both parts are displayed in the upper part of 

the picture. 
 This post consists of 6-position rotary table - rotary 

conveyor, which is the central facility of the post. At each of 
its six positions can either insert plastic shaft or metal cap. 
Rotary conveyor thus serves the fast and accurate transfer of 
hats and shafts between the devices, which are located in this 
post. Under the title devices, it is necessary to understand the 
sensors, servisers and pneumatic handlers, whose job is to 
choose caps and shafts with the right parameters and then use 
those to complete the final product. 

 Caps and shafts have its own serviser above the rotary 
table, and at each one there are two types of stored products. 
Operator must manually fills the serviser. From the serviser to 
the rotary table positions are these semi-product situated by 
pneumatic devices. Plastic shaft dimensions are the same, but 
are distinguished by the colour to green and blue. The 
application is operator fault-tolerant, because he could insert 
shaft into the reservoir rotated incorrectly. Metal caps are also 
dimensionally identical and also are together in the same 
serviser, but they differ in material from which they are made 
(metal and aluminium). Each tray is located above the one of 
the positions of the rotary conveyor, what makes together two 
used positions. Over the other two positions of the rotary 
conveyor are situated special sensors, videlicet sensor colour 
and sensor for measuring the height of product. Using the 
colour sensor, we find the colour of shafts and the other one 
sensor is used to determine whether the shaft is rotated in the 
correctly position, i.e. whether the operator inserted shafts into 
the serviser correctly. In the case of incorrect product 
embedding to the rotary conveyor, the product is discarded 
from the used positions using a pneumatic manipulator, which 
is located above another position of the rotary conveyor. The 
last available position uses a simple pneumatic manipulator 
with pneumatic suction providing moving shaft and hats from 
form the rotary conveyor to the waiting pallet on a belt 
conveyor (post 0). After the inserting of both components in 
the correct order on the block with bearing the product is 
finished and proceed to the final post 5. 

F. Post 5 – Warehouse 

Palette with the finished products stops at the last post and 
triaxial manipulator moves product from the pallet to its 
position in the warehouse (post 5 in the Fig.8). The triaxial 
manipulator is powered in two axes by stepper motors and the 
third axis is controlled pneumatically. The manipulator 
handles the products using suction cups. This manipulator was 

Fig. 6.  Graphic design of the Post 3 – Inserting bearings rack (A). PanelView
Plus 600 (B). 

Fig. 7.  Graphic design of the Post 4 – Inserting plastic shaft and metal
hats. 
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selected after the positive experience in its use in a similar 
project before [3]. Warehouse is implemented as a metal table, 
where milled positions for products are marked with letters of 
the alphabet from A to Y. Together there are 24 positions. 
Final position for each product will be stored in the 
information system of the FAC. 

Delivering finished product from warehouse carries line 
operator by hands, despite the fact that triaxial manipulator 
can moved it too, but only on to the belt conveyor Post 0. 

IV. NETWORK CONTROL SYSTEM

The FAC is controlled by PLC which is equipped with 
network adapters. The most sensors, actuators and electrical 
devices of FAC control system are connected to the control 
unit via the technological networks. All technological posts 
except the posts two and one use remote inputs and outputs. 
There are together four types of technological networks used 
in this technological system (Fig.9): AS-i, Ethernet, Profibus, 
DeviceNet. This special system configuration of use the 
various types of technological networks is not common way of 
control system design, because is not easy to correctly 
configure the industrial network to work correctly. What more 
difficult task for a programmer is to configure up four 
networks in one control system. It is more easily to work only 
with direct PLC I/O. But it is caused by the use of this system. 
This system is mainly designed especially for industry network 

research and also for learning at scholar process at scholastic 
environment.  

V. CONCLUSION

The FAC model is now already a second assembly line at 
our department that was built by the EU financial support. 

This model was to school supplied completely assembled 
but without the control programs, that are being developed at 
this time and there are also resolved basic model electrical and 
the construction problems and its debugging. In parallel are 
also developed other applications, namely: an application to 
image recognition, the control program of the industrial robot 
Mitsubishi, the visualization applications, the information 
system application and course it is solved communication and 
synchronization of all these applications. 

Another important objective is to support research at our 
department and especially in the field of modelling and 
diagnosis of discrete systems. The authors of the article are 
also dealing with this issue in its doctoral dissertation [1]. 

For the FAC model design was used standard automation 
software and hardware technologies. Control system, sensors 
and actuators were also selected from the standard used 
industrial elements. Some of the technical and engineering 
solutions should be designed easier in practice, but this is 
special application. 

All these and other solutions related to the fact that it is a 
educational model where a student has the opportunity to try 
out several technology equipment on a small model. As 
mentioned in the article introduction, the main objective is to 
improve the educational process and improve the adequacy 
skills and competencies of graduates of our department. 
Furthermore, solution is complicated so that all technologies 
have to be interconnected to one system and it have to be 
synchronized to work together to do the defined tasks. Using 
the more types of technologies in one system is for the 
programmer more complicated than using only one technology 
type. But if a student handles this task, thereafter in practice it 
will be more easily to him manage the complex tasks that it 
will be given to him. Based on the gained experience he will 
not be narrowly focused and so he will be more competitive at 
the labour market. And that’s also an important task of the 
University. 
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Abstract—Algebras are mathematical structure that widely
used in informatics. They are used for constructing basic struc-
tures used in computer programs. Coalgebras are dual structures
to algebras and they are usually used for description of program
behavior. In this contribution we present how to combine algebras
and coalgebras and their properties for computing the factorial.
By using the Curry-Howard correspondence and the proof-as-
program paradigm we construct formulae of linear logic for
proving the correctnes of the computation and we present the
appropriate proof.

Keywords—anamorphism, catamorphism, hylomorphism, lin-
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I. INTRODUCTION

Linear logic provides a logical perspective on computational
issues such as control of resources and order of evaluation.
The most important feature of linear logic is that formulas
are considered as actions. While classical logic treats with
the sentences that are always true or false, in linear logic it
depends on an internal state of a dynamic system. Curry-
Howard correspondence is a correspondence between logic
and computing in informatics.

We have showed in [1] a new way of computing factorial
based on hylomorphism by using coalgebras which is more
effective. In this contribution I present correctness of this
computing by Curry-Howard correspondence.

Usually the Curry-Howard correspondence [2] is used as
follows: At first we make the proof of the problem and then
we develop the program. But Curry-Howard correspondence
is bijective, so it applies to both ways. We prove the cor-
rectness of the developed program. This opposite method is
called reverse engineering. For checking the correctness of the
program is the most important phase of transformation into
logical formulas. Proof will be constructed in linear logic.

II. BASIC NOTIONS

A. Linear Logic

Linear logic has been introduced by Girard [3] as resource-
sensitive refinement of classical logic. It is a strong system
of logic and it has full features of first order and intuition-
istic logic and additionally supports concepts of disposable
resources and their consumptions. Linear logic provides a
mechanisms to destroy and construct formulas in the process
of proving, where formulas represent actions.
Linear logic provides a logical perspective on computational

issues such as control of resources and order of evaluation. Us-
ing Curry-Howard correspondence, propositions of linear logic
are interpreted as types. This paradigm has been a cornerstone
of new approach concerning connections between intuitionistic
logic, functional programming and category theory.

B. Curry-Howard correspondence

The Curry-Howard correspondence is the direct relationship
between computer programs and proofs in constructive math-
ematics. Also known as Curry-Howard isomorphism and it
forms the proofs-as-programs and formulae-as-types paradigm
[2]. It is a generalization of a syntactical analogy between
systems of formal logic and computational calculi. It was
formulated by the American mathematician Haskell Curry and
logician William Alvin Howard.

C. Algebras and Coalgebras

In our approach we treat with mathematical theory of
programing. We use dual mathematical structures: algebras
and coalgebras. Usually we work with them in the categories
[4], [5]. There exists special algebra and coalgebra, namely an
initial algebra and a terminal coalgebra.
It holds for initial algebra, that there exists the unique mor-
phism from the initial algebra into any algebra. This morphism
is called the catamorphism.
Dually, there exists terminal coalgebra, for which holds, that
from any coalgebra exists unique morphism into terminal
coalgebra, called anamorphism [6], [7].
Composition of those morphisms is a new morphism, which
called the hylomrphism. We apply it in the effective compu-
tation of the factorial.

D. Hylomorphism

The hylomorphism recursion pattern was firstly defined in
[9]. Given a functor F , it expresses the following recursive
function of type U → A defined by fixpoint [11]

hylo(g, h)F = µ(λf.g ◦ Ff ◦ h)

for the function f : FA→ A and for the function

g : U → FU .

Given an F -coalgebra ϕ : U → FU and an F -algebra
α : FA → A, the hylomorphism denoted by hylo(α, ϕ)F is
the least arrow f : U → A that makes the following diagram
at fig. 1 commute [10].
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FU � ϕ
U

FA

Ff

?

α
- A

hylo(g, h)F

?

Fig. 1. Diagram of hylomorphism

Moreover, the hylomorphism is a composition of an anamor-
phism with a catamorphism [10]:

hylo(α, ϕ)F = (cata α)F ◦ (ana ϕ)F .

III. THE TRANSFORMATION OF COMPUTATION TO THE
LOGICAL PROOF

The program consists of data structures and algorithms. Data
structures have their types [8]. Algorithm can be understood
as a composition of operations, i.e. the relationship between
typed data structures. Results of operations are obtained by
evaluating typed terms. We can say that the program is
modeled as the mathematical mapping correctly defined data
domains.
The first step in the design solution is type theory that we
will construct for a given problem. Types and operations with
types we enclose into well-know from the universal algebra,
many-typed signature.

Σ = (T,F)

The signature consists of a finite set of basic types T

T = {int, intList}

and a set of function symbols:

F = {==: intList, intList→ Ω,
=: int, int→ Ω,
join : int, intList→ intList,
∗ : int, int→ int,
pred : int→ int,
head : intList→ int,
tail : intList→ intList,
}

If the definition of types theories for the problem is fully,
we are able to formulate terms and using by Curry-Howard
correspondence we find type to each formula (prop-as-types).
In our contribution we show a more effective method for
computation of the factorial. For this we need terms, which
represent catamorphism and anamorphism. Our function
fact(n) is based on hylomorphism, that is a composition of
catamorphism and anamorphism. Function fact consist of
composition two functions, too. This functions are named
as morphism, which describes their, namely: cata and ana,
resp.

1) The function ana(x): By applying the anamorphism in
the informatics we get a corecursive function that starts with
a single input (here int) and returns it in a more complex
output, for example a wide list (intList) and it is of type:

int→ intList.

Definiton of this function:

ana ( x ) =
i f ( x =0) t h e n ana = e m p t y L i s t
e l s e i f ( x =1) t h e n ana = [ 1 ]
e l s e ana = j o i n ( x , ana ( p red x ) )

Term of this function has the following form:

n : int ` if (x = 0) then ε
elseif (x = 1) then [1] else join(x, ana(pred x))

Formula representing the function ana(x) is:

(ϕ1 −◦ ψ1) & (ϕ2 −◦ ψ2) & ((ϕ⊥1 ⊗ ϕ⊥2 )−◦ ψ3)

2) The function cata(l): By applying the catamorphism in
the informatics, we get a recursive function that starts with a
list (here intList) and returns it in a single output (here int)
and it is of type:

intList→ int.

Definiton of this function:

c a t a ( l i s t ) =
i f l i s t == e m p t y L i s t t h e n c a t a = 1
e l s e c a t a = head ( l i s t ) ∗ c a t a ( t a i l ( l i s t ) )

Term of this function has the following form:

l : intList ` if (list == ε) then 1
else head(list) ∗ cata(tail(list))

Formula representing the function cata(l) is:

(θ −◦ α) & (θ⊥ −◦ β)

3) The function fact(n): The composition of functions
ana a cata creates a function to compute factorial fact(n).
The function generates a list of natural numbers by increments
to number n, and simultaneously the list is eliminated by
the multiplication operation between elements of the list. The
function is of type:

int→ intList→ int.

Definiton of this function:

f a c t ( n ) = c a t a ( ana ( n ) ) =
i f ( ana ( n ) == e m p t y L i s t ) t h e n f a c t = 1
e l s e f a c t = n ∗ c a t a ( ana ( p r ed n ) )

Term of this function has the following form:

n : int ` if (ana(n) == ε) then 1
else n ∗ cata(ana(pred n))

Formula representing the function fact(n) is:

((ϕ1 −◦ ψ1)−◦ α) & ((ϕ2 −◦ ψ2)−◦ α) &
& (((ϕ⊥1 ⊗ ϕ⊥2 )−◦ ψ3)−◦ β)

Each atomic formula is constructed as a type. In formulas
is seen the transition from type int to type intlist and then
back to type int.

IV. THE PROOF

The logical proof of the given formula in the previous
section is at fig. 2.
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Fig. 2. Proof of formula expressing factorial computation

The tree of proof were constructed by using a natural
deduction system and by using a logical rules of linear logic.
In leaves of tree is captured computation of factorial, which
it is true.

After the constructing of this tree, we can say, that our
formula is proven, which means that our program is correct
and does not need any verification.

V. IMPLEMENTATION IN OCAML

A. The function ana(n)

This function is defined following: If the argument of the
function ana is 0 then it returns an empty list. If the argument
is 1, ana generates a list containing only 1 as item. Otherwise,
ana generates a list with new element appended.
The implementation of the function ana(n) is:

l e t r e c ana n =
match n wi th
| 0 −> [ ]
| 1 −> [ 1 ]
| n −> n : : ana ( n−1 ) ; ;

OCaml is a language, which after defining a function return
the note about relationship between used types.

val ana : int→ intList

B. The function cata(l)

This function takes as its argument a list of factors of the
type int and returns the result of multiplicative operations.
The result of the function is an element of the type int, that
is the result of multiplication of elements in the list.
The implementation of the function cata(l) is:

l e t r e c c a t a l i s t =
match l i s t w i th
| [ ] −> 1
| head : : t a i l −> head ∗ ( c a t a t a i l ) ; ;

val cata : intList→ int

C. The function fact(n)

Composition of two function cata ◦ ana is written in pro-
gramming language OCaml as cata(ana(n)). The definition
of this hylomorphism function fact(n) is as follows:

l e t f a c t n =
c a t a ( ana n ) ; ;

val fact : int→ intList→ int

Now we show example of the evaluation of function fact
with input value 4.

Execution of this function in OCaml:

# f a c t 4 ; ;
− : i n t = 24

Illustration of this example step by step:

fact 4 =
cata (ana 4) =

4 cata (ana 3) =
12 cata (ana 2) =
24 cata (ana 1) =
24 id =
24

It is seen that method of programming by using the hylo-
morphism is more effective and it takes less steps.

VI. CONCLUSION

We presented in this contribution new way of the factorial
computing. Our way is based on the algebraic and coal-
gebraic structures: the anamorphism, the catamorphism and
the hylomorphism. These structures provide the computation
which we proved whith Curry-Howard correspondence and
we constructed the logical proof of the appropriate formulas
in linear logic.
Our next goal is going to be the extension of this approach in
other categorical structures based on recursive coalgebras and
contructing of the appropriate description of the computation
in linear logic.
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Abstract— This article is focused on the diagnostics and 

backup. The individual sections are devoted to basic terms from  
these  areas  and  the last deals with the design of the majority 
method for small  turbojet engine (MPM 20).  
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I. INTRODUCTION 
Nowadays, the terms like security and safety of systems are 

of increasing importance. This applies even more to the 
control of aviation engines and avionics systems, because 
when an error occurs, the machine can not be simply turn off. 
The control system has to ensure the implementation of  the 
necessary functions of the aircraft to enable to maneuver and 
land safely. This is the area where the backup and diagnostics 
comes to the fore.  

 

II. BACKUP 
Its main role ([1], [5]) is fault tolerance, and this is 

achieved by using redundant resources, which we call backup. 
In implementing the backup, there are two basic relationships 
between the backed up and the backup element.  

Division of backups: 
Static - is working continuously with a system all the time. 
The input and output of system are permanently connected. Its 
main advantage is the ability to mask errors and 
impermeability of errors on the system´s output. On the other 
hand, its disadvantage is the increased energy consumption 
and low mean time between failure (because all elements are 
simultaneously worn out). 
Dynamic - enters into system when the backup object gets to 
the error state. It is activated by using a switch. With dynamic 
reserve a longer mean time between failure and lower power 
consumption than with static reserve is achieved. However, 
the disadvantage is that during switching occurs a temporary 
loss of output signal. In this backup method three basic modes 
of operation are distinguished (it dependents in proportion to 
the size of performance in relation to backup and backed up 
device): 

- unloaded - backup element - when it is not used - is 
completely disconnected from power (zero power), 

- lightweight - backup element is turned on only at 
reduced power in the time, when the backed up 

 element is working, 
- loaded - represents the opposite extreme to the 

unloaded backup (the backup works on 100% 
performance together with backed up element). 

Hybrid - tries to connect the positives of the static and 
dynamic backup and eliminate their weaknesses. 
 

III. DIAGNOSTICS 
It is analysis of immediate state of the object ([1], [2], [3], 

[5]). It consists of two phases- fault detection and fault 
localization. 
 

Diagnostic system (DS) 
It is a system designed and focused to evaluate the state of 

the object. It consists of diagnostic tools (sensors, testers, 
diagnostic algorithms, modeling techniques, ...), diagnosed 
system and operator. Diagnostic tools can be implemented as 
a part of the object (internal) or separately (external 
resources). Division of diagnostic systems:  
• ON-LINE DS - evaluates the continuous status of an 

object at work (Figure 1), 

• OFF-LINE DS - diagnostics in this type of DS is most 
frequently realized by testing when the object of 
diagnosing is off (Figure 2). 

 
 

 

Fig. 1.  ON-LINE diagnostic system  
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Diagnostics has great importance for aircraft’s engines and 
aircrafts, because if error occurred during the flight, this fault 
must be detected enough early to make the necessary actions 
for safe continue of the flight or landing. One of the primary 
methods used in practice (for diagnostics as well as for 
backup) is the majority method, which is based on the static 
backup (Figure 3) and has the ability to capture failures of 
input elements. Number of inputs fed into the evaluation 
facility must be odd to avoid the case where a number of false 
and correct signals are the same. 

 
More detail description of proposal of the majority method 
see the next. 

IV. THE MAJORITY METHOD FOR TURBOJET ENGINE MPM 20 
It is online diagnostic system based ([4], [6], [7], [8], [9]) 

on static method of backup and used for checking the multiple 
backed up devices - to detect the failure of one of them. In 
this case we confine ourselves only to a system with three 
backups, but generally it can be n (odd number). In such a 
system we assume that the probability of failure is bigger for 
one of them, usually two work correctly (Figure 4). 
Measuring element, whose task is to detect the faulted 
element is called a quorum element. 

 
 
 

On the input of the quorum element are input variables (I1, 
I2, I3), which can be measured identically (the same measuring 
method of the value on all inputs), or may represent signals 
obtained from the measurement of the variables by various 
methods. 

Subsequently, they go through the block of pair 
comparison, where based on defined permitted error residue 
εi, pov, their comparison and evaluation. The output signal that 
exceeds the permissible error residues does not enter the next 
block, where the average value – I (1) is calculated. 

 

n
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where n – is a number of inputs, which do not exceed the 

permissible error residues. 
This is in the form of negative feedback supplied to the 

input of block qi. In the case, that in the pair comparison fails 
more inputs, the block signalizing total breakdown of the 
system is activated, this is indicated by the corresponding 
output V4. 
Block qi has a characteristics (2) in the form: 

 

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

>

≤
=

povii

povi

i
for

for
q i

,:,0

:,1 ,

εε

εε
 (2) 

 
serves as a member of the validation (Figure 5), where its 
output is a logical binary output (0,1). This output (Vi – from 
V1 to V3) directly indicates if the input of quorum element 
represents measurement of error or not. 

 
 
 
 
 
 
 
 

 

Fig. 2.  OFF-LINE diagnostic system  
Fig. 4.  General scheme of quorum element 

Fig. 3. General scheme of the NMR structure (n- modular redundant)  
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Based on the work [15], where inputs to the system 
(quorum element) represented three different methods of 
measurement of the operating speed MPM 20, allowed error 
residues (RPM) were defined, based on empirical experience. 
For qi: 

Optical sensor 
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Calculation of the operating speed based on changes in the 

magnetic field 
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Calculation based on a nonlinear model of turbojet engine 
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For these values the table of the block of pair comparison 

was constructed, see the following (Table 1). 
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Fig. 5.  Characteristics of signal εi, pov 

TABLE I 
THE TABLE OF THE BLOCK OF PAIR COMPARISON 

Pair comparison of 
i and j inputs: 

Allowed value of error 
(εi,pov+ εj,pov)[RPM]: 

I1 a I2 2500 

I1 a I3 3000 

I2 a I3 1500 
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Abstract—We present an interactive system in which a human 

user freely cooperates with humanoid robots. Our goal is the 

development of new robotic behaviors via the Interactive 

Evolutionary Computation (IEC).  Firstly, robots learn motions 

observing their human teachers using Kinect—sensor device 

from Microsoft which provides full—body 3D motion capture. In 

the second phase, robots produce new motions and a human user 

evaluates them according to his preference. We also present a 

dialogue system which makes the communication with the robots 

natural. This process is leading to the emergence of creative and 

personalized robotic behaviors.  

 

Keywords—Creative Design, Human—Robot Interaction, 

Interactive Evolution, Robotic Motion, Speech Recognition.  

 

 
”Creativity comes from looking for the unexpected  

and stepping outside our own experience.” 

Masaru Ibuka(1908—1997), co—founder of Sony 

I. INTRODUCTORY NOTES 

Richard Dawkins in his Blind Watchmaker [8]  talks about a 

popular cliché which says that you cannot get out of 

computers any more than you put in. Other versions are that 

computers only do exactly what you tell them to, and that 

therefore computers are never creative. The cliché is true only 

in the crashingly trivial sense, the same sense in which 

Shakespeare never wrote anything except what his first 

schoolteacher taught him to write words.  

In the 1956 Dartmouth Proposal for Artificial Intelligence 

[10], in a seven—point list of the Artificial Intelligence 

problem, creativity and randomness are specifically addressed: 

‖Randomness and Creativity: A fairly attractive and yet 

clearly incomplete conjecture is that the difference between 

creative thinking and unimaginative competent thinking lies in 

the injection of  some randomness. The randomness must be 

guided by intuition to be efficient. In other words, the 

educated guess or the hunch includes controlled randomness 

in otherwise orderly thinking. ‖ 

The main purpose of designing an artificial creative systems 

is to support creative human thinking or, in higher level, to 

automate it. In research literature, many attempts trying to 

define creativity can be found. Boden [11] describes creativity 

as ‖a matter of using one’s computational resources to 

explore, and sometimes to break out of, familiar conceptual 

spaces.‖ Edmonds and Candy [12] define creativity as ‖a 

process toward achieving an outcome recognized as 

innovative.‖ Kirton [13] differentiates between two creativity 

styles: adapters— like to deal with only a few ideas at a time 

 

 

 
and innovators—who ignore or challenge systems, contribute 

radical proposals for change, are non—conforming and 

inefficient, and like ideas to proliferate. Cohen [14] argues 

that creativity applies to continuous change. More authors 

[14],[15],[16] agree that for human creativity it is important to 

create a stress—free, working environment with ample 

facilities for collaboration and exchange of ideas, and where 

making mistakes is allowed or even encouraged. AI 

researchers and cognitive scientists [17],[11] add that learning 

and interaction with the environment are important or 

necessary aspects of being creative. According to [18] 

learning may happen before the start of a design activity 

(provisional learning), in parallel with a design activity in 

progress and after completion of a design activity 

(retrospective learning). Authors [19] present a proposal for 

creativity requirements (as illustrates Figure I) that provide a 

basis for designing creative artificial systems: such system 

must be able to interact with its environment, learn and self—

organise.  
Much research has been done where IGAs are used to assist 

users in the development of creative ideas. GAs employs 

methods analogous to the processes of natural evolution in 

order to produce successive generations of software entities 

that are increasingly fit for their intended purpose. In GA, the 

crossover & the mutation are sources of variation.  

Goldberg [21], under the consensus of postmodern systems 

engineering, formulated the ―innovation intuition‖ within 

these two relations:  

Towards Interactive Robots 

Fig. 1.  Three requirements for creativity according to [19]. 

Ability to 

interact 

Ability to learn Ability to self-

organise 

Creativity 
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Selection + Mutation = Continual Improvement 

Selection + Recombination = Innovation 

Having in mind the Goldberg´s concept of innovation 

intuition (more can be found in [21]), by the medium of the 

operators in genetic algorithms, a system makes up 

combinations (crossover or recombination), some chooses 

(selection), recognizes which are better (fitness function) and 

produces a change in the next generation of offspring 

(mutation).   

Simply said, a recombination is a genetic operator which 

combines bits and pieces of parental solutions [21] and this 

way forms new, possibly better generation. One could say that 

there is nothing innovative, as the recombination, however, is 

not identical to any particular parent and will combine parent 

traits in a novel manner, but, always it is just a random 

shuffling of extant trails. Here, the mutation comes into play, 

modifying an individual. That way we can expect absolutely 

different solutions from that from previous generation.  

Under creativity we mean producing something new or 

unexpected and valuable. A well known inhibitor of creative 

thinking is design fixation, where the suggestion of a 

particular solution makes it difficult to imagine other good 

solutions. Unlike many other computational search algorithms, 

EC methods work with populations of ―fairly good‖ solutions. 

Therefore, there is less danger that creativity will be harmed 

by design fixation on one ―best‖ solution. 

The current leading topics in humanoid robotics are service 

and social robotics [3]—where the target is getting robots 

closer to people and their social needs. In our work we 

develop a robotic behavior where robot learns from human, 

observing him, in our case the robot learns new motions; and 

after he develops new ones through the process of interactive 

evolution.  In our previous work [1] we constructed a system 

of generation of robotic motions based on the concept of 

Interactive Evolution. In this article we further study usage of 

Interactive Genetic Algorithm in production of robotic 

behaviors but we added learning—from— demonstration part 

preliminary to the evolution. Also the way in which a human 

communicates with the user was improved—the graphical user 

interface was changed for the dialogue system.  

This paper is organized as follows: Section II describes our 

dialogue system designed for natural communication with the 

robot. Section III presents our approach where humanoid 

robots acquire some initial knowledge from human users—

they learn some motion skills form humans via imitation 

learning.   In the second part of this section we analyze in 

more detail an evolutionary approach for designing creative 

robotics behavior. Afterwards we present some of our 

experimental results and introduce our ideas for the future 

work. 

II. DIALOGUE SYSTEM 

New trends in research consider the robots ability to interact 

with people safely and in natural way [3]. We engage people 

in face—to—face interaction with a humanoid robot. We 

developed a dialogue system which allows the robot Nao 

recognize and learn new words through a simple dialogue with 

a human.  

In [6] we implemented an incremental system for multi 

languages linguistic command recognition. It was realized in 

multi agent system MASS, based on client—server 

architecture. The system as well as documentation can be 

found on http://brain.fei.tuke.sk/. System was allowing a 

remote parallel learning of various commands, their 

consecutive identification and robot dog AIBO control. Now 

we adapted and tested this system with the humanoid robots.  

We examine Mel Frequency Cepstral Coefficients (MFCCs) 

- the dominant features used for speech recognition. We use 

this method for preprocessing of speech signals, because it 

copies the process of pre-processing speech in the human 

brain. After the reduction of the information flow and creation 

of decorrelated Mel-spectral vectors, we use a method for 

classify words called Dynamic Time Warping (DTW). DTW 

is an algorithm for measuring similarity between two 

sequences which may vary in time or speed. In the 

experiments we evaluated the method MFCC importance 

compared to unpreprocessed signal for the classification of 

isolated words spoken by several speakers.  

Thanks to our dialogue system inexperienced human users 

evaluate the behaviors of robots simply, talking to them—

giving them commands and which can robots understand. The 

key contribution of the ―multi agent system‖ approach is that 

when one robot learns a user´s verbal command, also ―all 

robots in the family‖ will know it. For better understanding, a 

demonstration of our approach can be seen on website 

http://www.vimeo.com/22578478.  

III. LEARNING MOTION PATTERNS VIA INTERACTIVE 

EVOLUTION  

In our previous research [1] we developed a multi—robot 

system capable of evolution of motions using an Interactive 

Evolutionary Computation [5]. This technique optimizes 

systems based on subjective human evaluation. Simply said, it 

is an Evolutionary Algorithm in which the fitness function is 

replaced by human. Users evaluate different sequences of 

robotic movements and give them marks according to their 

preferences. This evaluation is a graphical user interface 

where a user selected mark from 1 to 5 depending on how he 

liked the presented motion. Implementing the dialogue system 

described in Section II, this part turns into a free interaction 

with real robots where a user evaluates robotic behaviors 

verbally.  After user evaluates the first generation of motions 

of the robots, the Evolutionary Algorithm produces the next 

generation.  

If the evolution starts from random movements, the process 

of interaction until satisfactory results is long so we 

implemented learning—from—human stage in the initial 

phase of designing the motion. An agent learns a behavior 

from observing the execution of that behavior by a teacher 

(imitation learning)—an inexperienced human user 

interactively cooperates with the system and this is the way 

how the robot acquires knowledge.  

Authors [7] formulated a statement: Imitation takes place 

when an agent learns a behavior from observing the execution 

of that behavior by a teacher. They also enumerated the 

advantages a learning mechanism should give: adaptation, 

efficient communication, compatibility with other learning 

mechanisms, efficient learning and thus, learning by imitation 

seems to be one of the major components of general intelligent 

behavior. Imitation encompasses a set of different 

competences such as recognizing other people's actions, 

recognizing the goal of a particular action and the objects 

and/or subjects involved. 
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 Approach of learning tasks from demonstrations according 

to [8] is a convenient mechanism to customize and train a 

robot by transferring task related knowledge from a user to a 

robot. This avoids the time—consuming and complex process 

of manual programming. The way in which the user interacts 

with a robot during a demonstration plays a vital role in terms 

of how effectively and accurately the user is able to provide a 

demonstration.  

The key question was how to map a teacher action to an 

agent action. These agent actions in our experiments are the 

motor capabilities of the robots. We mimic user movements 

using Microsoft Kinect sensor device, which provides between 

others full—body 3D motion capture capability. The hardware 

emits and infrared light which rebounds off object in the room. 

After processing the rebounding light, the system 

differentiates between people and other objects. The system 

gives the body a virtual skeleton with moving joints so the 

machine can follow user movements. From programmer´s 

point of view, rather than having access to the pixels of a flat 

image, or even the depth information from the raw Kinect 

data, we have a description of users as a series of joints in 

space. For many applications, especially gesture-based 

interfaces and motion capture, this is exactly the data which 

we need to get started.  
 

 

 
We work with humanoid robot Nao developed by 

Aldebaran Robotics [2]. The robot has a human—like 

appearance and various sensors for interacting with humans. 

In community of artificial intelligence, by humanoid we mean 

not only a robot that has the physical appearance of a human, 

but also has a fairly advanced artificial intelligence, allowing it 

to reasonably approximate human behavior and interactions. 

As our robot increasingly resemble human in shape, we map 

his servos (presented in Table I) to the points of human body. 

This way we model different robot´s motor skills via its 

interaction with several human users—we personalize robot´s 

behaviors according to the interaction of the specific human 

user. 

Interactive Evolutionary Computation, introduced by 

Takagi [5] is an optimization method that adopts EC among 

system optimization based on subjective human evaluation. 

IGA can reflect personal preference because it percepts fitness 

directly from user instead of computing using some function.  

As said before, it is simply an EC technique whose fitness 

function is replaced by a human user or better said; it uses 

human’s response as a fitness value. The user acts as critic of 

the robotic behaviors. We can say that the IEC is a technology 

that embeds human preference, intuition, emotion, 

psychological aspects, or a more general term, KANSEI, in 

the target system.  

To create an initial population, as described above, we first 

teach the robot some initial movements using sensor Kinect. 

The algorithm calculates positions of each joint of human and 

maps it to the robot´s joint. Each phenotype represents one 

joint of Nao and his position in angles. The value of fitness in 

interactive evolutionary algorithm is obtained from user of the 

system. Users evaluate robotic motions and ―give them marks‖ 

according to their preferences. 

 
 

Fig. 3.  How the sensor device Kinect maps a person (blue) and the 

Nao robot (green).  

 
Fig. 2. Simulation of our System of Evolution of Robotic Motions, in 

which user evaluates each of them and posterior motions are evolving 

in accordance to his evaluations.  

TABLE I 

MOTION RANGE 

Motion Range(degrees)                  

  

Head Yaw – twist 

Head Pitch – front & back (Y)  

Left Shoulder Pitch –  front & back (Y)  

Left Shoulder Roll Left – right & left (Z)  

Left Elbow Roll –  twist (X)  

Left Elbow Yaw  (Z)  

Left Wrist Yaw –  twist (X)  

Left Hand  

Left Hip Yaw Pitch –  twist (Z45°)  

Left Hip Pitch –  front and back (Y)  

Left Hip Roll –  right & left (X)  

Left Knee Pitch  

Left Ankle Pitch –  front & back (Y)  

Left Ankle Roll –  right & left (X)  

Right Hip Yaw Pitch –  twist (Z45°)  

Right  Hip Pitch – front and back (Y)  

Right Hip Roll –  right & left (X)  

Right Knee Pitch  (Y)  

Right Ankle Pitch –  front & back (Y)  

Right Ankle Roll –  right & left (X)  

Right Shoulder Pitch – front & back (Y)  

Right Shoulder Roll Right –  right & left (Z)  

Right Elbow Roll –  twist (X)  

Right Elbow Yaw  (Z)  

Right Wrist Yaw –  twist (X)  

Right Hand 

-120 / 120 

-39 / 30 

-120 / 120 

0/95 

-90 / 0  

-120/120 

-105/105 

Open/close 

-44/68 

-104.5/28.5 

-45/25 

-5/125 

-70.5/54 

-45/25 

-68/44 

-105.5/28.5 

-45/25 

-5/125 

-70.5/54 

-25/45 

-120/120 

-95/0 

0/90 

-120/120 

-105/105 

Open/close 

  

Joint names of robot and possible motions – range in degrees.  

386



SCYR 2011 - 11th Scientific Conference of Young Researchers – FEI TU of Košice 

 

 
We use the tournament selection method. The winner of 

each tournament is the one with the highest fitness value and is 

selected for crossover. 

The crossover is an important source of variation in genetic 

algorithm. We used a uniform crossover where the bits that are 

exchanged depend on the masks. 

The mutation is another source of variation in genetic 

algorithms. The probability of mutation of every individual is 

80 percent but in a very close neighborhood of each bit (less 

than 10 percent), so the changes are „small‖.  

IV. EXPERIMENTAL RESULTS 

We have conducted several evaluation experiments so far.  In 

the first experiment, a group of twenty students with different 

backgrounds and preferences used our system to make robotic 

movements whatever they want. Most of the subjects found 

our system performance satisfactory. A user can build a robot 

behavior without any programming knowledge and then the 

evolutionary algorithm helps user to discover new possibilities 

of motions. In another experiment, we gave users the theme to 

teach robot some behavior pattern, such as ―ballet dance‖, and 

then make them evolve dance by our system.  

Creating an initial population using sensor Kinect helped to 

the reduction of GA population and we got a positive feedback 

from users. A couple of generated dances in these experiments 

are available to see on our website[23].  

 To evaluate the effectiveness of this method, however, we 

need to analyze experimental results more quantitatively, 

which will be our future work. 

V. CONCLUSION & FUTURE WORK 

We proposed a system which at first learns a set of motion 

behaviors from human and then creates new behaviors 

exploring the search space of the evolutionary algorithm 

During this process the human user evaluates his achievements 

and so it produces ‖better‖ behaviors from the point of view of 

the user.   

The paper briefly analyzed the connection between 

evolutionary algorithms and creativity, or in the lower level, 

innovation. We think understanding innovation in 

mathematical—computational terms could be a big 

contribution in the design of systems and also could help in 

the better understanding of human creativity, which we 

consider a significant part of intelligence. 

In the future work, our goal is for Nao to acquire its own 

mental model of people. We want to extract the information 

about the own preferences of human during his evaluation of 

the behavior of the robot during the IEC and make this process 

autonomous. We also plan to extend the set of motions learnt 

by the robot in his interaction with a user.  

 We conclude this paper with words of the British author 

Bulwer—Lytton [22] who said:  

―Invention is nothing more than a fine derivation from, or 

enlargement on a fine model.. .. Imitation, if noble and 

general, insures the best hope of originality.‖ 

REFERENCES 

 

[1] Vircikova, M.: Artificial Intelligence in Humanoid Systems, Diploma 

Thesis, 2010 

[2] Gouaillier, D., Hugel, V. et. al.: The Nao Humanoid: A Combination Of 

Performance And Affordability. In: IEEE Transactions On Robotics, 

2008  

[3] Garcia, E., Jimenez, M., A. et. al.: The Evolution Of Robotics Research, 

From Industrial Robotics To Field And Service Robotics. In: IEEE 

Robotics And Automation Magazine,  2007 

[4] Fong, T., Nourbakhsh, I., Dautenhahn., K.: A Survey of Socially 

Interactive Robots: Concepts, Design and Applications, Technical 

report no. Cmu—Ri—Tr—02—29, Carnegie Mellon University, 2002 

[5] Takagi, H.: Interactive Evolutionary Computation. Cooperation Of 

Computational Intelligence and Human Kansei. In: Proceedings of the 

IEEE, Vol. 89, Issue 9, pp. 1275 — 1296, ISSN: 0018—9219,  2001 

[6] Fedor, Z.—Sincak, P.: AIBO talking procedure in multi languages 

based on incremental learning approach , In: SAMI 2009 : 7th 

International Symposium on Applied Machine Intelligence and 

Informatics : January 30-31, 2009, Herľany, Slovakia. - S.l. : IEEE, 

2009. - ISBN 978-1-4244-3802-0. – pp. 141-14,5 2009. 

[7] Berthouze, L.—Bakker, P.—Kuniyoshi, Y.: Learning of Oculo—Motor 

Control: A prelude to Robotic Imitation. In: Proceedings of the 1996 

Lee/RSJ International Conference on Intelligent Robots and Systems, 

1996 

[8] Koenig, N.—Takayama, L.—Mataric, M:: 2010 Special Issue: 

Communication and Knowledge Sharing in Human—Robot Interaction 

and Learning from Demonstration. In: Journal Neural Networks, Vol. 

23, Issue 9, Elsevier Science ltd. Oxford, 2010  

[9] Dawkins, R.: The Blind Watchmaker, 1986 

[10] 1956 Dartmouth Proposal for Artificial Intelligence, 1956 

[11] Boden, M.A.: Creativity and artificial intelligence. Artificial 

Intelligence, 103(1—2), 347–356, 1998 

[12] Edmonds, E., & Candy, L.: Creativity, art practice, and knowledge. 

Communications of the ACM, 45(10), 91–9, 2002 

[13] Kirton, M.J.: Adaptors and innovators: a description and measure. 

Journal of Applied Psychology, 61(5), 622–629. Reprinted in: 

Creativity Assessment (Puccio, G.J., & Murdock, M.C., Eds.), 1999, 

pp. 121–132. Hadley: The Creative Education Foundation Press 

[14] Cohen, H.: A self—defining game for one player: on the nature of 

creativity and the possibility of creative computer programs. Leonardo, 

35(1), 59–64, 2002 

[15] Weatherall, A.: Creative problem solving using GroupSystems. Proc. 

Thirty—first Annual Hawaii Int. Conf. on System Sciences, Vol. 1, pp. 

588–595, 1998 

[16] Greene, S.L.: Characteristics of applications that support creativity. 

Communications of the ACM, 45(10), 100–104, 2002 

[17] Simon, H. A.: The Sciences of the Artificial. Cambridge: MIT Pres, 

1969 

[18] Sim, S.K., & Duffy, A.H.B.: Evaluating a model of learning in design 

using protocol analysis. Proc. Sixth Int. Conf. on Artificial Intelligence 

in Design (AID ’00) (Gero, J.S., Ed.), pp. 455–477. Dordrecht: KluIr 

Academic Publishers, 2000 

[19] Van Langen, P.—Wijngaards, N.—Brazie, F: Towards Designing 

Creative Artificial Systems  

[20] Norman, K. L.: Cyberpsychology. An introduction to Human—

Computer Interaction, Cambridge University Press, New York, 2008 

[21] Goldberg, D. E: The design of innovation: Lessons from and for 

competent genetic algorithms, Boston, MA: Kweuwer Academic, 2002 

[22] Asimov, I., & Shulman, J. A. (Eds.) Isaac Asimov’s book of science and 

nature quotations. New York, NY: Weidenfeld & Nicolson, 1988 

[23] url: http://neuron.tuke.sk/~maria.vircik/danceproject/ 

 
 

Fig. 4. Process of Interactive Evolutionary Computation by Takagi [5], 

which uses human’s response as a fitness value. 
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Abstract—The paper deals with a real hydraulic system 

modeling and control by designed digital PID control algorithms 
in Matlab with using DDE communication. A mathematic-
physical description of real hydraulic system is established in a 
form of nonlinear differential equations on the basis of analytic 
identification with known physical principles. Also simulation 
model, created in Simulink, based on nonlinear differential 
equations for designed PID control algorithms verification 
purpose is introduced in the paper. The design of digital PID 
control algorithms is briefly mentioned in the next section of the 
paper. A flow chart diagram of implementation of main control 
program with DDE communication between the real system and 
a computer, on which control algorithms are running, is a part of 
the paper, too. In the end of the paper results of real hydraulic 
system control by designed digital PID control algorithms with 
DDE communication are presented. 
 

Keywords—communication protocol DDE, PLC, digital PID 
control, real hydraulic system, simulation language Matlab. 
 

I. INTRODUCTION 

The paper deals with modeling of real hydraulic system, 
which serves as an educational model for identification and 
control algorithms verification at the Department of 
Cybernetics and Artificial Intelligence. The paper is also 
engaged in control of real hydraulic system with designed 
digital PID control algorithms in Matlab with using DDE 
communication. 

The first part of the paper is devoted to real hydraulic 
system mathematic-physical description, which was derived 
in form of nonlinear differential equations on the basis of 
analytic identification with using known physical principles. 
Moreover, a hardware structure of real hydraulic system and 
a way of its connection to the computer is presented. Also 
simulation model created in Simulink by implementation of 
nonlinear differential equations for purpose of closed loop 
control structure with designed PID control algorithms 
analysis is introduced in the paper, too. 

In the next section of the paper a design of digital PID 
control algorithms is presented. Also a program 
implementation of DDE communication protocol in the 
framework of control algorithm running in Matlab is 
mentioned. 

The paper contains results of real hydraulic system control 
by designed digital PID control algorithms with DDE 
communication verification in form of control action and 
controlled output time responses. 

 

II. REAL HYDRAULIC SYSTEM 

The real hydraulic system is one of laboratory systems, 
which serve as educational models for identification and 
control algorithms verification at the Department of 
Cybernetics and Artificial Intelligence. It is composed of two   
cylindrical tanks, which are connected by a tube. Tanks are 
placed one above another and they constitute a system of 
tanks without mutual interactions. A liquid is fetched into the 
first tank from a bathtub through an inlet tube by a pump [1]. 
It flows out from the second tank back to the bathtub under 
the thumb of hydrostatic pressure. It is possible to change an 
intersection size of outlets in both tanks by throttling screws. 
There are four different intersection sizes. 

A schematic illustration of real hydraulic system is depicted 
in Fig. 1, whereby particular physical parameters are: 

S - intersection of tanks, 
Sv1, Sv2 - intersection of outlets of both tanks, 
hmax - height of tanks (maximal liquid level), 
fm(t) - pump’s motor frequency, 
h1(t), h2(t) - current levels of liquid in both tanks. 

Sensors, which scan the current liquid level in both tanks are 
marked as Sn1 and Sn2. 

 

Fig. 1  Hydraulic system – physical principle 

The frequency fm(t) constitutes the only input of laboratory 
model in term of systemic approach. The frequency fm(t) is 
generated by frequency drive [2] according to voltage U(t), 
which is connected to frequency drive’s input from analog 
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card of PLC [3] in the range 0 – 10V. Thus, it is possible to 
consider the direct value of voltage U(t) as laboratory model’s 
input. There is a linear dependence between the voltage U(t) 
and frequency fm(t). 

Outputs of laboratory model are represented by current 
levels of liquid in both tanks h1(t) and h2(t), which are 
measured by sensors [4]. However, the aim of control is to 
ensure required value of liquid level in the second tank h2ref. 
Therefore we restrict ourselves to a SISO system control, 
where the value h1(t) serves only for demands of PLC 
program, which handles limit values of particular quantities 
and emergency conditions. 

The change of intersection size of the second tank outlets 
∆Sv2 constitutes a disturbance. 

The systemic view of real hydraulic system is depicted in 
Fig. 2. 

 

Fig. 2  Hydraulic system – systemic view 

A. Structure of real hydraulic system 

A complete structure of real hydraulic system is depicted in 
Fig 3. The real hydraulic system is directly joined to 
input/output analog card of PLC. The program in PLC, which 
was created in RSLogix environment [5], provides reading 
and writing values of particular quantities to the PLC card. 
Moreover, it safeguards system protection from emergency 
conditions. 

Concurrently, PLC is connected to a personal computer by 
serial or Ethernet interface. The communication between PLC 
and PC is carried out in such a way. It is necessary to install 
software providing DDE server functions to PC. In this case it 
is RSLinx [6], because PLC is product of Rockwell 
Automation company [3]. 

 
Fig. 3  Structure of real hydraulic system with connection to PC 

Mentioned structure of real hydraulic system makes 
possible to carry out control in two different ways. The 
simplest way is to implement designed digital PID control 
algorithms directly to the PLC, which allows to leave out PC  
of structure in Fig. 3. Creating communication between PLC 
and PC becomes unimportant in this case. The second 
approach is based on the control algorithms running in Matlab 
in PC. This approach is more difficult in term of creating 
communication. On the other side, it allows to use many 
advantages of Matlab. I have decided for the second way 
because I would like to verify predictive control algorithms on 

the real hydraulic system, which are based on quadratic 
programming with using quadprog function from 
Optimization toolbox of Matlab in future. 

B. Mathematic-physical description of hydraulic system 

It is possible to derive nonlinear differential equations by 
analytic identification with using known physical principles, 
such as continuity relation or Torricelli’s formula: 

( )
( )
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1 1

2
1 1 2 2

( ) 1
( ) 2 ( )

( ) 1
2 ( ) 2 ( )

p v

v v

dh t
k U t S gh t
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= −

= −
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which describe hydraulic system dynamics, whereby g is 
acceleration of gravity. Pump’s value kp was computed from 
experimental measurements. 

It is important to note that it is necessary to establish a 
linear model, which would represent the dynamics of 
hydraulic system at properly chosen operating point for digital 
PID control algorithms design. 

C. Nonlinear simulation model of hydraulic system 

A nonlinear simulation model of hydraulic system, which is 
depicted in Fig. 4, was created in Simulink on the basis of 
nonlinear differential equations (1). The simulation model was 
used in the analysis of control closed loop with designed 
digital PID control algorithm dynamics.  

 

Fig. 4  Nonlinear simulation model of hydraulic system 

III.  DIGITAL PID CONTROL ALGORITHMS DESIGN 

Digital PID control algorithms design starts from the linear 
model of hydraulic system, which was obtained by nonlinear 
differential equations (1) linearization in operating point: 

0 10 204 ,   0.16 ,   0.158U V h m h m= = = , whereby max 0.3h m= . 

The linear model has a form of transfer function 

( )
2

2
2 1

( )

( ) 1
s

H s K
F

U s a s a s
= =

+ +
, (2) 

where K is a static gain and ai are denominator’s elements. 
It is possible to compute coefficients of continuous PID 

R

I
F P Ds

s
= + + , (3) 

where P, I and D is proportional, derivative and integration 
gain. 
The optimal module method and the standard form method by 
Butterworth were used for P, I and D coefficients design 
purpose. The latter method have been already used in digital 
PID control algorithms verification on the real system Ball 
and Plate in [7]. 
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Fig. 5 Closed loop structure for nonlinear simulation model of hydraulic 

system control 

It was found by the analysis of dynamics of the closed loop 
structure with designed PID control algorithm and simulation 
model (Fig. 5) that the derivative part in the control algorithm 
causes very fast increase of liquid level in the first tank. Thus, 
the maximal liquid level overflow would come into being and 
PLC program would automatically stop the frequency drive in 
real system control. For that reason, the digital PI control 
algorithm, which derivative part is zero, was designed and 
applied in the real system control structure. 

In the case of the optimal module method a matrix form 
was used for computing P and I coefficients: 

1
2

3 2 1 2

1 11
22

a I

a a a aP K

−    
=    − − +    

, (4) 

where coefficients ai are elements of transfer function’s 
denominator. In the second case the standard form of 3rd order 
characteristic polynomial of closed loop according to 
Butterworth was used. 

Coefficients of digital PID control algorithm qi were 
computed from known values of continuous PID coefficients 
on the basis of equations mentioned in [8]. A formula for 
computing the control action, which is implemented in control 
closed loop for the real hydraulic system control, has form 

0 1 2( ) ( 1) ( ) ( 1) ( 2)u k u k q e k q e k q e k= − + + − + − , (5) 

where e(k) constitutes a deviation between reference trajectory 
w(k) and current system output value y(k) = h2(t). 

IV. PID CONTROL ALGORITHMS VERIFICATION ON REAL 

HYDRAULIC SYSTEM 

In this case, where aim of the control was fulfilled in 
simulation model control, designed PID control algorithm was 
implemented to the main program for real hydraulic system 
control in Matlab. Matlab functions of DDE protocol and 
RSLinx tools were used for communication with PLC. It is 
possible to read data from real system and subsequently 
change the control action value, which is computed by control 
algorithm in PC in such a way. 

The basic principle of main program with DDE 
communication and digital PID control algorithm is visible in 
a flow chart diagram, which is depicted in Fig. 6. There are 
also Matlab commands providing DDE communication with 
PLC mentioned in the flow chart diagram. 

Results of the real hydraulic system control using digital PI 
control algorithm, which coefficients were designed by the 
optimal module method are depicted in Fig. 7. The reference 
trajectory is a constant function with desired value, whereby 
another second tank’s outlet was opened for a short while in 
time t = 580s.  So, a disturbance was incorporated to control 
process in such a way. 

 

Fig. 6 Flow chart diagram of program with control algorithm using DDE 
communication 

 

 

Fig. 7 Results of the real hydraulic system control with digital PI control 
algorithm designed by the optimal module method 
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In Fig. 8 results of the real hydraulic system control with 
digital PI control algorithm designed by the standard form 
method according to Butterworth are visible. In this case the 
reference trajectory was variable and control process was not 
affected by any disturbances. 

 

 

Fig. 8 Results of the real hydraulic system control with digital PI control 
algorithm designed by the standard form method according to Butterworth 

By Fig. 7 and Fig. 8 comparison it is clear that using digital 
PI control algorithm designed on the basis of the optimal 
module method causes a smaller overshoot of controlled 
quantity with the step change of reference trajectory. This fact 
was confirmed by comparison of real hydraulic system control 
results, where digital PI control algorithms designed by both 
methods were used and the reference trajectory was the 
constant function. 

Essentially it can be pointed out that real hydraulic system 
control with digital PID control algorithms enables to fulfill 
aims of control. However, it is necessary to note that the 
maximal liquid level overflow in the first tank does not occur 
only when the derivative part is close to zero. The digital PI 
control algorithm, designed on the basis of the linear model 
for properly chosen operating point, is robust enough to 
change the desired value of liquid level in the second tank. 
However, in selection the range of reference trajectory it is 
necessary to take fact that the liquid level in the first tank is 
higher than in the second tank into consideration.   

V. CONCLUSION 

The real hydraulic system, which constitutes an educational 
model for identification and control algorithms verification at 
the Department of Cybernetics and Artificial Intelligence was 
introduced in the paper. Its mathematical description in form 
of nonlinear differential equations, which served as the base 
for creating the nonlinear simulation model in Simulink was 
mentioned. 

The main goal of this paper was to present the structure of 

the real hydraulic system connection to the PC through the 
PLC and possibility to carry out real system control by control 
algorithms, which are programmed and running in Matlab. 
Commands providing DDE communication between PLC and 
Matlab were introduced in the main program flow chart 
diagram. 

Results of the real hydraulic system control with digital PI 
control algorithms were presented in the end of paper. Besides 
using PID control algorithms my aim is also to verify 
algorithms of modern control theory on this system, for 
instance linear quadratic algorithm based on the state space 
model or predictive control algorithms, where the linear 
model of system, created by nonlinear differential equations 
linearization, will be used as a predictor. However, I also plan 
to obtain the linear model of system as a linear regression 
ARX model by experimental identification of real system. 

My next aim is to use real hydraulic system in nonlinear 
predictive control algorithms with a neural network. The 
neural network will be trained on the basis of measured data 
from real hydraulic system and it will serve as nonlinear 
predictor. 
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Abstract— The rise of Web applications, XHTML documents, 

CSS, Java Script and open source software is becoming a 
phenomenon of modern information technology, which is used 
by many successful and quality software products. This article 
describes the practical deployment of open source products in 
the business sector and demonstrates that open source software 
offers advantages in many areas such as cost savings, and 
improve security and stability of the IT environment. 
 

Keywords—CSS, Database, HTML, Java, JQuery, MySQL, 
PHP.  
 

I. INTRODUCTION 
This article describes the techniques of processing and 

review visualized database instrumentation laboratory. This 
article provides information on how, when and why to use the 
tools. 

As a basis for a database uses the MySQL open source 
project with a clear location data, programming environment 
provides access and modify the PHP programming language 
and visualization and graphical display of caring XHTML, 
Java script library, JQuery and CSS Cascading Style Sheets. 

Database after certain adaptations can also be used for 
cataloging electronic components or measuring instruments 
purchased with support of the "Centre of Excellence of the 
Integrated Research & Exploitation the Advanced Materials 
and Technologies in the Automotive Electronics". 

II. SYSTEM REQUIREMENTS 

A. Harware part of system 

Web database on your computer needs to run - server. This 
computer must be connected either to the local network, or to 
the Internet, depending on whether we require access to data 
only from local network or from anywhere with an Internet 
connection. Connecting to a network server for centralized 
access to visualization laboratories, with the possibility of 
data is always current. As a test server was used a classic 
desktop PC configuration with Intel Quad Core Q9400, 4 GB 
RAM. 

B. Software part of system 

All the techniques used for visualized database are usable 
in current operating systems such as Unix, Linux and 
Microsoft Windows. As operating system was selected 
Ubuntu linux distribution 10.10 64 bit, for its simplicity, easy 
availability and easy installation program using the packaging 

system and security associated with frequent updates of 
system and packages. 

Software requirements: 
 Apache2 
 PHP5 
 PHP5-devel 
 PHP5-pear 
 PHP5-MYSQL 
 Pdo 
 Pdo_mysql 
 MySQL5 server 
 Java (client station) 
 Web browser (client station) 

III. DATABASE STRUCTURE 
Mysql database was designed around the needs, values that 

we want to store the tables on the basis of descriptions and 
device parameters as those in it will be found. 

Abbreviated example of the parameters described of the 
equipment located in laboratories. 

 
TABLE I 

SAMPLE PARAMETERS OF MEASURING INSTRUMENTS - AN EXTRACT FROM 
THE DATABASE 

Name: S/N: Range: Dept. mark: Box: 
W 9376007 240,360 V/10A 57/69 W1 

W 239375 120,240V/10A 139/69 W1 

W 239396 120,240V/10A 140/69 W1 

W 1494587 600V/1,2.5,5A 1510/67 W1 

Ferometer 1740005  30/71 W2 
 

Data model of the mysql tables looks like this. 
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Fig. 1 Physical data model 

 
There are not links between tables because the tables 

manage different functionality of the system and it is user 
login and device database so do not need additional tables. 

Example, a system of images where one device is always 
one picture to one unit works on the basis of the name of 
pictures by id of device. Additional tables would be the case 
if it had device include more pictures. 

IV. PROJECT PROPERATION 
Preparation of the project to create application was 

consisted of digitization of the necessary data, captured all the 
devices and their parameters and describing position in the 
cabinets.  

All values of the instruments and laboratory equipment I 
ordered in a summary tables (MS Excel, OpenOffice Calc - 
data from such a table can be easily prepared with assistance 
of developed php script to import directly into MySQL 
database), including their location and then create a photo 
documentation of the laboratory, cabinets and equipment in 
cabinets is shown in Fig. 1. 

 

 
 
Fig. 2 View of the cabinets in the laboratory, where equipment is stored. 
 

Then was created several images of visualized cabinets – 
animation of opening and closing the doors. Using Javascript 
to create the necessary 'hover' effect - opening or closing the 
door when you move the mouse over the box. Icons in the 
cabinet are used as miniature devices.  

After passing the thumbnail opens a bubble with a picture 
and description of selected device. Door opening animation is 
shown in Fig. 2. 

 

 
 
Fig. 3 Hover effect – opening and closing 

V. SYSTEM CAPABILITIES 
For the protection and safety system is required to log into 

the application with login and password as the data in the 
database may be sensitive (laboratory equipment are 
expensive and do not need to unauthorized person knew 
where the closet is located).  

Administrator can add users to the database system. User 
editation menu is shown in Fig. 3 

 

 
 

Fig. 4 User administration table 
 
The system is divided into two user levels, first level of 

user in the database can only search and view specific device 
where it is stored.  

The second level is administrator and his rights is 
moreover, he can make the database more work, for example 
to add and edit equipments, import and configure other 
laboratories, configure the layout of boxes in the laboratory, 
upload pictures and descriptions of facilities and also be able 
to move devices in cabinets as shown in Fig. 4.   

 
Detailed infomation about the device are shown in tabular 

form for each device. This information includes all elements 
of the items from the database arranged in tabular form. 
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Fig. 5 Editation of apparatus 

 
He can also add and delete users of the database system. 

Displaying items in the databae system contains the 
functionality of filtering these items using specification search 
parameters and thereby users will be able to get the 
information required by the device. Filtering apllied 
cumulatively with the possibility of applying 0 to n filters in 
conjuction so that the number of items returned declined until 
the user is required to finalize the device. The components of 
the database to whitch filtering apllies are specified according 
to the importance of the elements. Filter has a function to 
export selected data to the format csv. 

 

 
 
Fig. 6 Visualized apparatus 

VI. PROGRAMMIMG 
The basic building block of the entire application is PHP 

Zend framework linked to mysql database. 
Zend Framework is a PHP library for developing 

applications in PHP. Contains many components that allow 
PHP applications easier to develop a sustainable code for 
future modifications and improvements. It has extensive 
documentation, large community, applications written using 
the Zend Framework to develop simple and allows rapid 
development and expansion. 

The core system consists of individual modules, with which 

we use zend_controller – control entries in the database, 
zend_view for viewing data, zend_db for configuration login 
parameters into mysql, zend_config, zend_filter for filtering 
viewed content, zend_validate, zend_acl for manipulation 
with user rights, zend_auth for user authentification and 
zend_registry.  

Components forming the core of Zend Framework using 
the so-called MCV (Model-controller-view) system for 
production applications where appearance is a separate web 
site from logic and controller. The main part of MCV 
therefore constitute: Zend_Controller (Controller), 
Zend_View (View) a Zend_Db (Model). 

Software development was aimed to best user friendly 
display and orientation in boxes, quick loading content of 
cabinets, which was provided by adjusting images for greater 
compression for faster preview thumbnails. To simplify the 
php code and the possibility of further expansion by other 
programmers, the source code was designed and implemented 
with PHP Zend Framework, which save a lot of work with 
programming own code and ever work with MySQL 
database. 

VII. SYSTEM PRESENTATION 
Test demo version of the web application can be found at 

URL http://www.mediacat.sk/scyr2011/ 
Login of the above website are follows:  
Login: demo, password: demo 
Visualized model is only a demonstration. Visualized 

database in this article may not correspond to reality. 

VIII. CONCLUSION 
The database has been made in two designs, classic 

tabulated, but also visualized. On the final version of the 
database is still working and is developing. The database will 
be adapted for other laboratories and offices. 
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Abstract—Security in wireless networks is a section of 

informatics, which is progressing and is still being developed. 

Growth of computing power increases the risk of attacks in 

wireless networks to obtain information of any type. Increasing 

the security by using security protocols to protect data is 

necessary. Paper attention is mainly devoted to the latest 

protocol called WPA2, to make thorough analysis and possible 

solutions to correct deficiencies to increase the real-time security 

of Wi-Fi networks against attacks of any type. 

 

Keywords—WEP, Wireless Network Security, WPA, WPA2.  

 

I. INTRODUCTION 

Wireless Local Area Networks (WLANs) provide the Wi-

Fi communication via radio signals instead of cables used in 

standard wired networks. WLAN is usable over shorter 

distances & expands existing traditionally wired networks 

(LANs). WLANs are typically used in the edges of wired 

networks. To use WLAN is conditioned by attaching a device 

called the access point (AP). Communication between clients 

and AP in Wi-Fi network runs by using a network adapter, 

with implemented or attached wireless interface, which is 

similar to standard Ethernet adapter. Because of covering 

large area with radio waves & possibility to view the wireless 

network by anybody with Wi-Fi device in network range is 

security used in WLAN primary and so important. No 

computer network is truly secure. It‟s always and always will 

be potentially possible for eavesdroppers to view/snoop the 

current traffic on any wired or wireless network or add/inject 

undesirable traffic as well. Always are and will be some 

networks built & managed better than the others. [1] 

The following chapters describe the security of WLANs by 

using the most widespread security protocols. 

 

II. ANALYSIS OF CURRENT SITUATION 

A. WLANs security 

Early Wi-Fi networks worked like a Virtual Private Network 

(VPN) to afford security on 3
rd

 layer of ISO/OSI, what keep 

IP network more vulnerable for attackers. Wireless Protected 

Access 2 (WPA2) is 2
nd

 layer protocol and offers better 

security and protection for the network. 

Wi-Fi networks add an extra level of secure complexity 

compared to wired networks. Whereas the wired networks 

send electrical signals or rays of light through cable, wireless 

radio signals are disseminate through the air and are naturally 

easier to intercept. Radio waves from access points pass 

across building wall and into nearby area. Security represents 

an important issue for WLANs. Random wireless client 

access must be forbidden from joining the WLAN with a 

sensitive content. Technologies like Wired Equivalent Privacy 

(WEP) increase security level on wireless networks to emulate 

standard wired networks. 

Network engineers and experts have carefully examined 

security of wireless network because of the Wi-Fi 

communications open-air nature. 

 The practice of wardriving exposed the vulnerabilities of 

home WLANs and accelerated the pace of security technology 

advances in home wireless equipment. Security features like 

128-bit WEP and WPA can scramble or encrypt network 

traffic so content cannot be easily deciphered by snoopers. [3]  

Naturally every home or business must determine for the 

level of risk they are comfortable in taking when 

implementing a wireless network. The better is wireless 

network administered, the more secure it becomes. However, 

the only truly secure network is the one never built.  

 

B. Wired Equivalent Privacy 

Wired Equivalent Privacy (WEP) is a protocol that raised 

security of WLANs based on the IEEE 802.11 Wi-Fi 

standards. WEP is an ISO/OSI Data Link Layer (Layer 2) and 

it gives wireless networks privacy protection comparable to a 

standard wired network. WEP represents only one part of 

overall security strategy of WLAN. 

WEP protocol is based on a security scheme called RC4. 

This cipher algorithm combine user secret key with 

combination of generated values. WEP implementation 

support 40-bit encryption – key of length 40 bits and 24 

additional bits of system generated data (64 bits total). This 

kind of encryption solution is too weak, because it‟s too easy 

to decode. Today implementation has 128-bit encryption (104 

bits key) or stronger (152-bit & 256-bit encryption). In 

communication over the wire, Wi-Fi equipment uses WEP 

keys for encryption of the data stream. Keys are stored on Wi-

Fi adapter or in the Windows Registry and are not sent over 

the whole network. [12] 

WEP was prone to attacks and poorly implemented by 

vendors – the main reason why it was never took off in the 

enterprise. The Wi-Fi Alliance because of WEP‟s weaknesses 

created WPA, a subset of the draft version 802.11i, and a few 

years later created WPA2, protocol providing stronger 

security than the first version of WPA [TABLE 1].  
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TABLE 1 

SECURITY COMPARISON OF WEP, WPA, WPA2 

 WEP WPA WPA2 

Cipher RC4 RC4 AES 

Key Size 40 bits 

128 bits 

encryption 

64 bits 

authentication 

128 bits 

Key Life 24-bit IV 48-bit IV 48-bit IV 

Packet Key Concatenated 
Mixing 

Function 
Not Needed 

Data Integrity CRC-32 MIC CCM 

Header Integrity None MIC CCM 

Replay Attack None IV Sequence IV Sequence 

Key Management None EAP-based EAP-based 

 

C. WPA with TKIP & MIC implementation 

Wireless Protected Access (WPA) is a security protocol that 

is used for wireless networks with port-based authentication 

protocol IEEE 802.1x. WPA is more secure than older 

protocols because it fixes the security flaws in WEP, improves 

authentication and encryption features and was developed by 

the network industry in response to the shortcomings of WEP. 

Despite of security progress WPA is still subject of Denial of 

Service (DoS) attacks.  

One of the most powerful technologies in WPA is the 

Temporal Key Integrity Protocol (TKIP). TKIP addresses the 

encryption weaknesses of WEP [11]. WPA built-in 

authentication, that WEP doesn‟t offer, is another key 

implementation. With both technologies WPA provides 

roughly comparable security to VPN tunneling with WEP on 

the Data Link Layer (2nd Layer of ISO/OSI model), of course 

with easier administration and easier use. 

One variation of WPA is Pre Shared Key (WPA-PSK). It is 

a simplified but still powerful form of WPA. This form is 

frequently used for home Wi-Fi networking. To use WPA-

PSK, you have to sets a static key or "passphrase" same as 

with WEP. WPA-PSK preset, using TKIP, is automatically set 

to changes the keys at a time interval. This move raises the 

difficulty for hackers to find keys and then exploit them. 

TKIP uses the RC4 cipher algorithm, and it is possible to 

implement it in software with just a driver or firmware update. 

Keys are rotated frequently, and the packet counter prevents 

packet replay or packet re-injection attacks. WPA provides 

a 64-bit message integrity checking using Message Integrity 

Code (MIC), which is a sequence counter implemented for 

protection against replay attacks. MIC was designed to 

prevent an attacker from capturing, altering and/or resending 

data packets. This replaces the Cyclic Redundancy Check 

(CRC) that was used and implemented by the WEP standard. 

MIC solved problems with providing a sufficiently strong data 

integrity for the packet it handled in CRC with using packets 

integrity checker algorithm. Packets received out of order will 

be rejected by the AP. In a case of brute-force attacking 

method is network traffic automatically halted for a period of 

one minute and access point resets all session keys. If AP 

based on WPA detects more than one TKIP MIC failure 

within one minute, it will implement countermeasures and 

will rekey TKIP session key. This action is changing future 

keystreams and it minimizes the possible risk. [1] 

 

III. WIRELESS PROTECTED ACCESS 2 

Wi-Fi Protected Access 2 (WPA2) is a second version of 

WPA designed to increase the security for wireless networks. 

This access control technology gives Wi-Fi networks 

confidentiality and data integrity at the same time – two terms 

not previously associated with Wi-Fi. Protocol is available on 

all wireless network hardware since 2006. It improves the 

security of Wi-Fi connection by using stronger wireless 

encryption than older version. [8] 

One of disadvantages of WPA2 is it can‟t alone provide 

enterprise security. It‟s possible with combining WPA2 with 

the IEEE 802.1x port-based authentication protocol for access 

control should eliminate most security worries. This solution 

won‟t protect from rogues, DoS attacks or some kind of 

interference but it will provide secure Wi-Fi communication. 

WPA2, meanwhile, uses a Counter-Mode with CBC-MAC 

Protocol (CCMP) encryption method [4], which is based on 

Advanced Encryption Standard (AES), a stronger encryption 

algorithm than RC4. Specifically, WPA2 does not allow use 

of an algorithm called TKIP that has known security holes. 

However, TKIP is also strong and tends to be supported by 

more equipment on the market. Either is far preferable to 

using no encryption at all. 

1) WPA2 modes [6] 

Both protocols (WPA & WPA2) include two authentication 

modes: 

I. WPA2-Personal generates a key of length 256-bit 

from a plain-text pass phrase. The PSK form the 

mathematical basis for the Pairwise Master Key 

(PMK) that's used to initiate a four-way handshake 

and generate the Pairwise Transient Key (PTK) 

between the wireless user device and access point. 

WPA2-Personal, like static WEP, poses challenges in 

key distribution and maintenance, making it a fit for 

small offices but not the enterprise. [3] 

II. WPA2-Enterprise, meantime, addresses concerns 

regarding distributing and managing static keys, and 

controls access on a per-account basis by tying in to 

most organizations' authentication services. This 

authentication mode requires credentials, like user 

name and password, then certificate or a one-time 

password. Authentication runs between 

authentication server and station. Connection is 

monitored by AP or Wi-Fi controller and directs 

authentication packets towards the suitable 

authentication server. 

2) WPA2 Keys 

WPA2 contains different forms of security keys. WPA2 Pre-

Shared Key (WPA2-PSK) uses 64 hexadecimal digit long 

keys. This method is usually applied in many home Wi-Fi 

networks. [9] 

WPA2 also used for data encryption Group Temporal Key 

(GTK) & Pairwise Transient Key (PTK). Each user associated 

and connected to the AP with turned on WPA2 security 

protocol obtains a unique PTK which is used for securing 

unicast data traffic between AP and user. PTK is a two-way 

private key used for en/decryption of unicast data traffic by 

client of the AP. GTK is shared by all users connected to the 

same AP. GTK is one-way shared key which is used only for 

encryption of broadcasting or multicasting data traffic sent by 

the AP and decryption received data from AP by users. 
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A. Advantages & disadvantages of WPA2 

Some of the biggest advantages are: Protocol gives 

confidentiality & data integrity, it uses stronger Wi-Fi 

encryption key of length at least 128-bit and it doesn‟t allow 

TKIP with its security holes in WPA implementation. Beside 

of advantages WPA2 has bigger system requirements, which 

are consequence of using stronger encryption. 

 

B. WPA2 vulnerabilities 

Every encryption system has a history of security problems 

especially systems used by wireless routers. WEP was 

cracked just a few years later then was introduced and used. 

Now is regarded by security expert to be entirely insecure.  

WPA with TKIP was developed as kind of an interim 

encryption method as Wi-Fi security was evolving several 

years ago. 

1) Cracking WPA2 

Cracking networks with active WPA or WPA2 is different 

from cracking WEP. It‟s not crack in a matter of few minutes. 

Attacker need to capture a connection handshake from a valid 

user, who wants to connect to the WPA or WPA2 Wi-Fi 

network. After that attacker has to brute force user‟s 

connection with authority. If attacker uses Portable Penetrator 

for assistance which will provide enforced speed and an 

option to use excessively large dictionaries in many 

languages. [5] 

There are two possible ways how to get the handshake if users 

are connected to WPA2 Wi-Fi network [3]: 

 Get captured a handshake is possible at any moment 

when someone is connecting to the Wi-Fi network. If no 

users are connected to the wireless network, attacker has 

to be patient and wait for some user, who wants to 

connect to network in order to capture the WPA or WPA2 

handshake. After handshake is capture, attacker can crack 

it. Otherwise, he won't be able to crack the encryption. 

 If there is one or more users connected, attacker can 

simply choose the network and select one of the users to 

attack him with creating quick DoS attack and wait for 

disconnection of that user. When user tries to reconnect, 

attacker can capture the handshake. Usually user won‟t 

notice anything during the attack. When attacker has the 

handshake, the cracking can begin with the selected 

dictionary. With using a Portable Penetrator good crack 

will run with 1 400 keys a second – equivalent to millions 

within a few hours. If used dictionary doesn‟t contain 

password, attacker can select another dictionary. It is 

recommended to start by selecting native language 

dictionary or choosing a large dictionary file to increase 

cracking performance. 

2) Wardriving and Warchalking 

Wardriving is the practice of searching for WLAN signals 

within a geographic area. Attacker can use an automobile, 

GPS and strong antenna mounted onto his car to identify 

unsecured WLANs in near area or neighborhoods. 

Some computer hackers are content to simply map any open, 

unsecured WLANs they find. Warchalking is the practice of 

tagging near pavement to allow others to tap in and steal 

bandwidth from unsecured hotspots. Wardriving is a 

controversial practice, but it has helped raise awareness of the 

importance of WLAN security. [7] 

3) Hole196 

The GTK, WPA2 protocol data encryption key, may be 

abused by a mischievous insider (must be an authorized user) 

in a WPA2 wireless network. Insider can spoof the MAC 

address of the AP and then inject an encrypted packet using 

GTK which contains broadcast destination address. With 

GTK encrypted data is possible to launch Address Resolution 

Protocol (ARP) poisoning attacks. 

Malicious insider uses the GTK encrypted packet in the 

ARP poisoning attack based on Hole196
1
 to impersonate itself 

as the gateway to other Wi-Fi authorized users. This move 

provides tricking users into redirecting their data traffic to 

attacker via the AP. Authorized users that have received 

spoofed packet automatically send their data traffic (encrypted 

with their PTKs) to the AP and then AP forwards received 

data to the insider computer (encrypted with insider‟s PTK), 

where can be very easily decrypted – insider is able to bypass 

data privacy and he can see private data traffic from other 

authorized users of Wi-Fi network. The attacker doesn‟t 

require users PTKs because AP is tricked to doing all the 

work, what means decrypt data from victim users and forward 

them to the attacker by encrypting data with the attackers PTK 

(Figure 1).  

 

 
Figure 1 Hole 196 vulnerability in WPA2 

1.  Attacker broadcasts a fake ARP message to poison the ARP 

table of connected Wi-Fi users in WPA2 network, mapping IP 

address of the actual gateway to the MAC address of the 

attacker‟s device 

2. Victim sends all its PTK encrypted data traffic to the AP 

with the Attacker‟s MAC as the destination (gateway) 

3. AP forwards Victim‟s data to Attacker encrypting with 

Attacker‟s PTK that can decrypt private data from the Victim 

by using his own PTK. 

4. Attacker then forwards the data traffic to the actual gateway 

so attack is transparent to Victim who continues 

communication as normal. 

 

ARP poisoning represents attack that has possibility to 

launch over the Ethernet or WPA2 secured AP. It‟s old type 

of launching the attack, where AP forwards spoofed ARP 

messages over the Wi-Fi as well as the wired network. Today 

network security has evolved to the point that even network 

devices like switches and wired IDS/IPS may easily catch and 

block ARP poisoning attack on the wire. But if attacker 

launches an ARP poisoning attack by using spoofed GTK 

encrypted frames limits the footprint of the attack only to the 

 
1 The nickname „Hole 196‟ refers to the page number in the IEEE 802.11 

Standard where the vulnerability is buried. 
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air and the payload is encrypted. Then no wire-side security 

solution is going to catch ARP attack over WPA2 and AP will 

not see anything abnormal unless a Wireless Intrusion 

Prevention System (WIPS) is installed in place for scanning 

the airspace and detects strange behavior produced by the 

attacker over the air, this type of attack is undetectable. [10] 

 

C. Protection against weaknesses of WPA2 

There are only a few weaknesses of WPA2 security 

protocol. To improve level of Wi-Fi networks is appropriate 

to use the Portable Penetrator to audit Wi-Fi network often as 

is possible to guarantee the low risk of compromising or 

invading wireless network by hackers or crackers. 

In enterprise sphere of Wi-Fi networks is security software 

usually included so risk of man-in-the-middle type attack is 

negligible. The first attack against WPA should give people a 

reason to dump WPA with TKIP and change from TKIP to 

AES encryption. Also it is possible to avoid any kind of 

attacks by using port security based on filtration of MAC 

addresses, using stronger encryption key of minimum length 

256 bits or depth administering Wi-Fi network 

1) Solving WPA2 Hole 196 vulnerability 

Plenty access points have implemented feature called client 

isolation. If this feature is turned on insider is possible to send 

out encrypted spoofed broadcast packets to other users 

connected to the network, but he won‟t be able to receive any 

data traffic from a victim user, while both are connected to the 

same AP. This is not an ultimate solution because a variant of 

the ARP poisoning and man-in-the-middle attack can bypass 

this feature by using the Ethernet MAC address of the 

insider‟s laptop, which is connected to the LAN or by using a 

separate computer on wired network. Client isolation is a 

proprietary feature and implementation varies among WLAN 

vendors. It‟s not recommended to use client isolation because 

of applications running over Wi-Fi (VoIP over Wi-Fi) that 

require users to communicate via the AP. [7] 

Vendors of WLAN APs can obviate WPA2 vulnerability Hole 

196 by stopping the use of GTK. In today WLAN 

architectures the APs are set to no transmit broadcast traffic 

through the air and instead WLAN controller keeps an ARP 

table so GTK doesn‟t get used. GTK needs to be assigned by 

the AP, according to current WPA2 security protocol, to each 

user during the association process which contains from four-

way handshake. WLAN AP vendors can also release patch or 

firmware update to AP software/devices to allocate unique 

GTK that will be randomly generated between all users. This 

patch will eliminate Hole196 vulnerability and there will be 

no cost related with change in conditions of decreased data 

load carrying capacity, unless broadcast traffic is sent by AP 

through the air using incomparable GTKs. In the long term, 

this approach of criticism the use of a shared GTK can also be 

adopted in the IEEE 802.11 standard. 

Wi-Fi intrusion prevention system offers faster managing of 

emerging vulnerabilities unless suitable fixes will be 

implemented in the WLAN infrastructure. WIPS also offers 

protective layer of defense. With using WIPS is possible to 

detect and also focus to source of attack based on WPA2 

Hole196 and then close the window of exposure unless WPA2 

security protocol fix is provided in the standard by 

infrastructure WLAN vendors & by this way decrease the 

vulnerability level in Wi-Fi security protocols 

 

IV. CONCLUSION 

Implementation of new security protocol WPA2 for 

WLANs is difficult because implementation depends on 

protocol hardware support in network devices by different 

vendors. The „Hole196‟ vulnerability exposes all Wi-Fi 

networks with WPA & WPA2 protocol, independent on the 

authentication & encryption to insider attackers. A malicious 

insider may exploit „Hole196‟ with bypassing users data 

privacy and decrypt data traffic of network authorized Wi-Fi 

users. Also a variety of classic attack can be launched. 

Enterprises can decide to use client isolation and security 

software situated at the endpoint, but these solutions have 

limited efficiency. Vendors of WLAN infrastructure can 

afford a proprietary solution by releases of patch or firmware 

to AP software/device to allocate unique GTKs to its 

associated users. This will eliminate „Hole196‟ vulnerability 

without breaking the interoperability with Wi-Fi users. 

Whereas vulnerability will be fixed, wireless intrusion 

prevention system (WIPS) may provide protection for 

networks 24/7/365 not only from „Hole196‟, but also from 

other Wi-Fi threats. 

The better will be wireless LAN secured the more 

challenging will be for attackers to find its vulnerability. 
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